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KEY WORD: VEHICLE ROUTING PROBLEM

THANAT SUENSILPONG : VEHICLE ROUTING SYSTEM FOR DAILY MEAL
DELIVERY WITH MOTORCYCLES. THESIS ADVISOR : ASST. PROF. MANOP
REODECHA, PH.D., 86 pp.

This thesis reports the development of a vehicle routing system for a daily breakfast
delivery business. The business plans lo hire metorcycles for the delivery operation which
operates between 5:00 am to 6:30 am. The cost payable to each motorcycle employed
consists of a fixed weekly fee and & charge that varies with the distance it travels in its
delivery route specified by the company. The vehicle routing system aims to minimize the
fleet size and the total travelling distance; which determine the cost of the delivery, with
constraints on limited capacity and travelling time frame of each vehicle. The development
process includes selection of the appropriate solution approaches, problem modelling,
developing a computer program o solve the problem, dala preparation, developing an
operation procedure, and testing the system.

The developed system applied the Savings algorithm and the A* search algorithm,
The program was modified from an existing vehicle routing program for truck routing. The
modified program was tested with published instances of the problem to verify that the
developed system is effective and gives routing with small fleat size and short total delivery
distance.

In testing with survey data of 78 potential custoffiers in the area of Rama I1X Road,
the system specified the use of four-motorcycles. Each delivered 16, 29, 22 and 24 units
respectively which did not exceed its capacity of 40 units: Each motorcycle delivered the
meals to the last customer.in 44 minutes, * hour 19 minutes, 1 hour) and. 56 minutes
respectively which are within the specified time frame. The system was also used to
experiment for the possibility to improve resulls. It was found that it is possible to reduce the

fleet size from four to three vehicles by relaxing the time frame or reducing the time spent at

each drop off point. =i j‘ & ik
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CHAPTER |
INTRODUCTION

Vehicle Routing Problem (VRP) is an important problem in operation
management which has been studied both in theory and practice. Vehicle routing for
delivering daily meal is a sub-classified problem which involves applying vehicle routing

theories to the food delivery business.

1.1 Background

A company plans to start a breakfast delivery business in Bangkok. A
critical success factor of the business besides the quality of the food is its delivery
performance which must be punctual and efficient. It is necessary to have an effective
vehicle routing system. Although vehicle can be routed by hand, the result sometimes is

not good enough compared with the one from computerized system.

The company has set up a plan of using motorcycles for the delivery
operation. The purpose of applying the motorcycles is that it is flexible and suitable to
the congested condition of the traffic in Bangkok city. The company is able to hire any
number of motorcycles with weekly agreements that include weekly fixed charge for the
agreed working time and additional charge that is based on the distance of delivery

route. Each morning, the hired motorcycles will come to the company’s depot to fix

containers of boxed meals on them for delivery on the route prescribed by the company.

- '%\'t U:'
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Figure 1.1: Depot’s location



The company’s depot is located in the area near Rama IX Road and
Srinakarintra Road as shown in Figure 1.1. The delivery covers an area of approximately
5 kilometre radius around the depot. The routing distance can be calculated from the
map image of Google Map®. The time frame of the delivery operation is from 5:00 am to
6:30 am by which the last customer must receive his meal box. Therefore, motorcycles
must reach to the depot within 4:45 am in order to fix the containers on the motorcycles.
Each container can be loaded up to 40 meal boxes. The agreed payment includes

weekly fixed charge of Baht 1,750 and Baht 1.10 per kilometre for the additional charge.

The factors that affect effectiveness of the vehicle routing system
include: the appropriate size of the vehicle fleet, and the total travelling distance of all
deliveries. The system also requires accurate data and procedure, with proper tools, to

determine effective routing.

1.2 Thesis Objectives

The purpose of the thesis is to develop a vehicle routing system for the
case company to minimize the fleet size and the total travel distance for the vehicles in
order to deliver daily meals to all customers within the defined time frame. The delivery
has to be done under the conditions that each vehicle must not deliver more than a
specified number of points and must not take longer travelling time than the specified

time frame.

1.3 Scope of the Research and Assumptions

The-scope of this thesis includes:

1. Finding a method for problem solving.

2. Modelling the problem.

3. Implementation of the model and the solution in

computerized simulation program.



Data preparation for the system.

Formulating the procedure for the company to operate the

program.

Testing validity of the model and the solution with publicized

benchmark.

The thesis has the following assumptions:

i

Delivery points may be changed weekly but not during the

week.

Motorcycles are hired for one trip per day.

Every motorcycle has the maximum capacity of 40 orders.

The company is able to find the motorcycles with no

limitation.

Expenditures for motorcycles include Baht 1,750 for weekly
fixed charge and Baht 1.10 per kilometre for delivery charge
related to the transportation distance which is calculated from

the map image of Google Map®.

Irregularities, such" as "accidents “and closing routes, are

neglected from the computational model.

The'routes exclude the expressway and the motorway due to

traffic regulations.

Small roads have two-way traffic.

Main streets have dividing islands with one-way traffic for

either side.



10. Since deliveries use motorcycles and delivery time is in the
morning (5 am — 6.30 am), the conditions of traffic may be
neglected from calculating travelling time. The average
velocities of motorcycles are 25 kilometre per hour along

small roads and 45 kilometre per hour along main streets.

11. Time spent with each customer is 2 minutes.

1.4 Methodology

Methodology for the thesis is described as following:

1. Study related materials regarding the vehicle routing
problem, methods for solving the problem and select a

method (CHAPTER I1)

2. Define computational model for the shortest path algorithm

and the selected method (CHAPTER IIl)

3. Design and implement simulation program and test validity

(CHAPTER IlI)

4. Develop the program and procedures for the company

(CHAPTER IlI)

5. | Evaluate the program for validity of solutions (CHAPTER V)

1.5 Expected Benefit

It is expected that the system will help the company to operate its
business with low cost. Furthermore, it is hoped that the system will be beneficial to

other businesses that have similar delivery/collection problems



CHAPTERIII
LITERATURE REVIEW

This chapter describes theory related to the problem are being studied.

It also describes some recent applications of the theories.

Vehicle routing system in this thesis is implemented with real road
network. The problem consists of two important computational problems which are the

shortest path problem and vehicle routing problem.
2.1 Shortest Path Problem

Shortest Path Problem, as described by Paul A. Jensen [8], Jesper
Larsen and Jens Clausen [9], is a problem associated with network consisted of nodes
and arcs. As shown in Figure 2.1, nodes, called as vertices in [9], in the network are
connected by arcs, or edges [9]. The arcs are weighted and can be both directed and
undirected. The weight of each arc can be either positive number or negative number.
However, because roads have only positive length, networks which are used for
transportation problems include only nonnegative arcs. The objective of the problem is

to find the shortest path from a source node to a destination node.

4 2
2
|
1
) 3

-2 4

2

Figure 2.1: A weighted network with negative arc [10]



There are many researches that describe techniques of finding a solution
for the problem. According to the reviewed literature, solution techniques for this

problem are described in the following section.
2.1.1 Solution Techniques

There are many techniques used to find a solution for the shortest path
problem. The techniques [11] are classified by type output into single-source algorithms
and all-pairs algorithms.

2.1.1.1 Single-source algorithms

Single-source algorithms are used to find a solution from a source node
to all other node the network [11]. The well-known algorithms for this category are as
follows [11]:

® Dijkstra's Algorithm

The algorithm is named after its discoverer, Edsger Dijkstra [13].
It is a greedy algorithm which solves the single-source shortest path problem for a
directed graph with non negative edge weights.

As described in [13], the algorithm works by keeping the cost
d[v] of each node v. These costs represent the shortest path between source node s
and v. Procedures of the algorithm are described as following:

1. Set the cost for source node s to 0 and infinity for all other
nodes.

2. Select a node which has lowest cost from the nodes that
has not been scanned.

3. For each neighbor v of u, check to see whether the cost
for node v, which includes node u in the path, is better
than the current value. If this new path is better, update
the cost with the new lower value.

According to [13] and [14], the original Dijkstra’s algorithm uses
an ordinary linked list or array to store un-scanned nodes and linear search with running

time of O(nz), where n is the number of nodes, is required to find the lowest cost. For



more efficient implementation of the algorithm, different data structures are used such
as binary heap, pairing heap, or Fibonacci heap. In addition, Dial (1969), cited in [14]
and [15], is the first one who implement the Dijkstra’s algorithm using the bucket data
structure. As a result of his method, Dijkstra’s algorithm is one of the fastest algorithms
which solve the shortest path problem, as described in [15] and [16].

® Bellman-Ford Algorithm

The algorithm has an advantage over Dijkstra’s algorithm that it
can solve the problem with negative edge weights, according to [17]. It is described
that the algorithm should be used only the problems which have negative edge weights
because running time of this algorithm is higher than one of the Dijkstra’s algorithm
when solve the same problem. However, Bellman-Ford algorithm cannot solve the
problems which contain a cycle of total negative weight.

Principle of Bellman-Ford algorithm is similar to Dijkstra’s
algorithm, but it simply scans all edges for n-1 times, where n is the number of nodes,
instead of choosing the node with minimum cost to process. Therefore, the algorithm
runs in O(nxm), where n and m are the number of nodes and edges respectively.

® A* search Algorithm

A* search algorithm uses the greedy concept which is similar to
the one used by Dijkstra’s algorithm. However, according to [18] and [19], instead of

* qoal using only the cost from source node
to.node v, it also uses estimation of

™ cost from .the node v to the

J M goal

*source

| ®sotrce
Figure 2.2: Dijkstra’s algorithm [19] Figure 2 3: A* search algorithm [19]



destination node in the node selection. As described in [19], this algorithm can often do
better than Dijkstra’s Algorithm because Dijkstra does not take the destination location
into account like A* search, as shown in Figure 2.2 and Figure 2.3.

The most important part of A* algorithm is estimating the cost to
the destination. Heuristic function is commonly used for calculation of the value.
Calculating the value depends on type of problem. Particularly, for the shortest path
problem on road network, similar to the problem shown in Figure 2.4, the straight-line

distance to the goal is used as the heuristic value, as described in [19] and [20].

Straight—line distance

1y Huscharest

Arad 366
Hucharest a
Craiova 161
Dobreta 242
Eforie 161
Fagaras 174
Giurgiu 77
Hirsova 151
lasi ]
Lugoj 244
Mehadia 241
Neamt 234
Oradea 380
Pilesti ug
Rimnicu Vilcea 193
Sihiu 243
Timisoara i
Ursiceni 1]
Vaslui 194
Zerind 374

Figure 2.4: An example of shortest path problem [20]

Furthermore, it is described in [18] and [19] as follow:

. A heuristic function is admissible if it never overestimates the distance to the
goal vertex. For example, when the heuristic function is applied to the goal vertex
itself, it must return zero. Admissibility ensures that when the goal vertex is first
reached by the search, the path used is an optimum path. In the MapQuest
example, Euclidean distance (distance as the crow flies) between the given vertex
and the goal is admissible.

o A heuristic function is monotonic. if the combined distance+heuristic from the
initial vertex never decreases along any path. This is actually a stronger property
than admissibility: if a function is monotonic, it must also be admissible.

The time complexity of the algorithm depends on the calculation
of heuristic [18] which can range from polynomial to exponential of the length of the

solution. It is polynomial when the heuristic function h meets the

condition,‘h(x)_h (x)‘ : O(logh (x)) where h * is the optimal heuristic, i.e. the exact



cost to get from x to the goal. It is reinforced by Russell and Norvig's statement (2003),
cited in [18], that the error of the heuristic function should not grow faster than the
logarithm of the “perfect heuristic” that returns the true distance from a node to the
destination.

In addition, its consumption of memory is enormous [18] which
can be an exponential number of nodes. Therefore, there are many variants developed
to cope with this problem such as iterative deepening A* (IDA), memory-bound A* (MA),
and etc.

2.1.1.2 All-pairs Algorithms

Shortest path between every pair of nodes in the network is the output
from all-pairs algorithms. Beside running single-source algorithm several times, the well-
known algorithms for this category are as follow:

® [loyd-Warshall Algorithm

Floyd-Warshall algorithm is an example of dynamic programming
[21]. The idea is that the shortest path between node /i and node j has to pass
intermediate nodes including nodes 1 to k, [10] and [21]. We have to consider whether
to choose the node k in the path by comparing the distance between node i and node J,
which intermediate nodes include nodes 1 to k-1, with the distance from node i/ to node
k and distance from node k to node j which includes nodes 1 to k-1 in the intermediate

nodes. Figure 2.5 illustrate the concept of Floyd-Warshall.

Ok

Figure 2.5: Concept of Floyd-Warshall algorithm [10]
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Consider a function shortestPath(i,j,k) as the shortest possible path from / to j using only
vertices 1 through k as intermediate points along the way. The concept of Floyd-
Warshall can be shown in following formula [21]:

shortestPath (i, j, k) = min(shortestPath (i, j, k 1), shortestPath(i,k,k 1) + shortestPath(k, j,k —1));
shortestPath(i, j,0) = edgeCost (i, j);

For the time complexity, this algorithm can solve the problem
within O(n3) which is consider as a good algorithm for all-pairs shortest path problem
[21].

In addition, the algorithm is called “Revised Cascade Method
(RCM)” in [3] and [6]. The authors also describe how to find all the shortest paths by
hands as following:

1. Assign numbers to each node from 1 to n

2. Let D represent the metric of cost from node i to node j
(@) where d,= 0 and d;= 90 if there is no edge from node
i to node/.LetROtherneUk:ofnextnodeinshonestpaﬂw
andjisinMaHyasagnedforeachvaMe(ﬁrf.Thel(vaue
initially equals to 1.

3. In D', draw 2 lines vertically cross the column k and
horizontally cross the row k. If there is a d, which equals
to infinity in the vertical line, draw a horizon line cross the
row /. Similarly, if there is an infinity in the horizontal line, a
vertical line has to be-drawn cross-that infinity. For the rest
of d,/.k'1, the value of d,j.k can be calculated by comparison
between <:1,./.k_7 and.d, "+ dkjm. Therefore, value of o’,/.k can
be divided in 2 cases as following:

® Ifg T+ dkj“ is lower than d,.j.k’1, let d,.j.kz d, "+
d@k1and Qf: K.
® If g is lower than d,'+ d,, let d,= d,"’

k k-1
and rp=r
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4, Increase the value of k by 1. If kK < n, go back to step 3

until kK = n.

D" and R" are the solution resulted from the method. Furthermore,

example of shortest path problem is shown as below.

Figure 2.6: An example of shortest path problem (adapted from [3])

It can be transformed into metrics as following.
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Figure 2.7: RCM procedure [3]
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Figure 2.8: RCM procedure (cont.) [3]
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As shown in Figure 2.8, D’ and R’ are the result from the method.
D’ tells the minimum cost between node i and node j, while R’ tells nodes in that shortest
path.

For example, shortest path from 3 to 2 costs 7. The path starts
fromr,=5,r,=4,r,=2. Itis therefore 3, 5, 4, 2. Additionally, cost of path from 2 to 5
is 3. The path start from r,, = 3, r,, = 5, so itis 2, 3, 5.

® Johnson's Algorithm

Johnson’s algorithm is an all-pairs shortest path algorithm. The
algorithm is suitable for a sparse graph with some negative edge weights [22] because
Bellman-Ford algorithm is ~a part of the algorithm. Its time complexity is
O(V2 logV+VE), where V and E is the number nodes and edges respectively. The

procedures of its implementation [21] are as follows:

First, it adds a new node with zero weight edge from it to all other nodes, and runs
the Bellman-Ford algorithm to check for negative weight cycles and find h(v), the
least weight of a path from the new node to node v. Next it reweights the edges
using the nodes' h(v) values. Finally for each node, it runs Dijkstra's algorithm and
stores the computed least weight to other nodes, reweighted using the nodes' h(v)

values, as the final weight.

2.2 Vehicle Routing Problem

The Vehicle Routing-Problem (VRP)[2] is a problem of determining a set
of routes for-a fleet of vehicle based at one -of several depots for a number
geographically dispersed cities or customers. The objective of the VRP is to deliver
goods to a set of customers with- minimum cost -which 'depend: on vehicle routes
originating and terminating at a depot. An example of VRP problem and one of its

possible outputs are shown in the figures below.
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+ + + = ustomers

Depot

+
+ +

Figure 2.9: An example of VRP, adapted from [2]

Pl

ustomers

Vehicle route
+

Figure 2.10: An.example of VRP.solution, adapted from [2]

According to [2], the VRP is a well known NP Hard integer programming
problem ‘which means  that the .computational -time required for. solving the problem
increases exponentially with the problem size. In order to save computational time and

get sufficient accuracy, approximate solutions are usually obtained.

VRPs in the real world have many side constraints such as capacity,
delivery time, demands. These constraints derive VRP into many variants. Some of the

most important restrictions [2] are:
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® FEvery vehicle has a limited capacity (Capacitated VRP — CVRP)

® Fvery customer has to be supplied within a certain time window

(VRP with time window — VRPTW)

® The vendor uses many depots to supply the customers (Multiple

Depot VRP — MDVRP)

® (Customers may return some goods to the depot (VRP with Pick-

Up and Delivering — VRPPD)

® The customers may be served by different vehicles (Split Delivery

VRP — SDVRP)

® Some value (like number of customers, their demands, serve time

or travel time) are random (Stochastic VRP — SVRP)

The deliveries may be done in some days (Periodic VRP — PVRP)

2.2.1 Solution Techniques

VRP is a computational problem which has been studied for over 40
years. Because the minimum solution cannot be guaranteed to be found within
reasonable computing time [2], there is no further study on exact algorithms. Therefore,
the techniques used to find a solution for VRP- mostly are heuristics and metaheuristics
[2]. The solution techniques can be classified as following:

2.2.1.1 Exact Approaches

The best solution is given by these approaches. However, the
techniques consume too much time, so they can be used for VRP with certain number of
customers. This depends on technique used to find the solution as following:

® | inear Programming
This technigue has been used to solve many problems including

VRP. As described in [1, 3, 4], the approach solves only small-sized VRP which can be
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formulated into linear equation. The maximum problem size which can be solved by this
approach is 42 cities. The technique which can solve the problem with size of 42 cities
was proposed by Dantzig, Fulkerson and Johnson (1954, cited in [1]). However, this
method can be used with only symmetric problems.
® Dynamic Programming
This technique was developed by Bellman Gonzales Zubieta
(1962, cited in [1, 3]). As described by Pongpaut Totrakool [4], this technique finds a
best solution by determining a solution for each node added to the routes. On the other
hand, Held and Krap (1962, cited in [1, 3]) mentioned that this method is effective but it
cannot solve the problem with size more than 13 customers due to limitation of computer
memory and computation time.
® PBranch and Bound
As described in Wikipedia [5], this method was first proposed by
A. H. Land and A. G. Doig in 1960. According to Bernabé Dorronsoro Diaz [2] and
Wikipedia [5], the concept of this technique is to divide a problem into subproblems and
then optimizes each subproblem individually. Krisakrai Manimmanakorn [6] described
that this approach is suitable for problem with up to 25 cities. However, Fisher (1994,
cited in [2]) proposed a K-tree method which succeeds in solving a problem with 71
cities.
2.2.1.2 Heuristic Approaches
The approaches were developed from the idea of saving computational
time which is. much lower than the exact approaches. Heuristic approaches are
classified in 2 categories as follows:
2.2.1.2.1 Constructive Methods
Constructive methods [2] build a feasible solution gradually with
computation of solution cost. However, the methods do not include the improvement
phase. Algorithms in this category are described as following:
® Nearest Neighbor Algorithm
As described by Sean L. Forman [7] and Orawan

Tunsitijareankun [1], this method is a greedy algorithm. It begins at the depot and then



17

selects the closet node to visit. It then travel from the last visited node to the closet node
from the remaining unvisited node and repeat the procedure until the tour is completed.

Effectiveness of this algorithm can be shown as following:

Length of nearest neighbor tour

- < 1 [log2 n] + 1
Length of optimal tour 2 2

® Nearest Insertion Algorithm
The method was first introduced by Rosenkrantz, Stearns
and Lewis (1974), cited in [1] and [24]. The algorithm chooses a node closest to any
node in the sub-tour to insert in the tour. Procedures of the method [1] [24] can be
described as following:
1. Start a sub-graph with one node
2. Find node j with minimum cost from / to j and form sub-
tour, /--I.
3. Choose node k which is closest to any node | in the
sub-tour.
4. Find an edge (/,/)) which minimizes d,+d,-d, and insert
k between jand .
5. Repeat step 3 and 4 until all nodes are included in the
tour.
The ratio of solution from this method to the optimal

solution is as follow:

Length of nearest insertion tour <5

Length of optimal tour

® Savings Algorithm

This method was introduced by Clarke and Wright (1964),
as described in [1] [2] [3] [4] [6]. As described in [3] and [6], it is a simple algorithm
which is easy to understand. Due to its character, it is one of the most known heuristic
for VRP [2]. The idea of this method is merging two routes (0,...,i,0) and (0,/,...,0) into a

single route (0,...,i,,...,0) with distance saving ;= CytCyCy Figure 2.11 shows the idea
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of the method. According to the literature review, procedures of the method can be
summarized as following:
1. Calculate s, = cytcy-c,forij=1,..,n,i # jand O refer
to depot
2. Create n vehicle routes (0,/,0) for i=1,...,n
3. Sort s, in descending order

4. Create sub-tour using point i and j with highest s,

5. Repeat step 4 until finish the tour

e=c—=57

= L]

Figure 2.12: Problematic case for Savings algorithm [25]

In addition, there are some further developments of
Savings algorithm which solve problems found in the traditional algorithm. For example,
Matching Based Savings Algorithm, which was introduced by M. Desrochers and T. W.
Verhoog, cited in [2] and [25], is designed according to the idea that the traditional one
just combine two routes from point / to point j rather than rearrange the whole set in

order to optimize overall cost. The case which has the problem is shown in Figure 2.12.
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Another variant, which was introduced by K. Altinkemer, and B.Gavish (1991), cited in
[2] and [25], was developed from the problem of un-merged routes of the savings
algorithm.

2.2.1.2.2 Multi-route Improvement Heuristics

As described in [2], algorithms in this category improve a
feasible solution by exchanging edges or node within or between vehicle routes. The
algorithms are described in three researches as follows.

® Thompson and Psaraftis

The authors described the concept of “b-cyclic, k-transfer” [2]. The concept is that b
routes are selected and k customers from each selected route are shifted to the next
route of the cyclic permutation. The 3-cyclic 2-transfer operator is shown in the Figure

2.13.

Figure 2.13: Example of 3-cyclic, 2-transfer [2]

®  Van Breedam
Van Breedam classifies the improvement operations as

"string-cross", "string exchange®, “string relocation",-and “string-mix"; which can all be

viewed as special cases of 2-cyclic exchanges, as describedin [2].

® Kinderwater and Savelsbergh

The authors also described methods of improvement
using exchanging nodes. Three main operations are customer relocation, crossover,
and customer exchange [2]. Tours are not considered in isolation. Therefore, both

edges and nodes are exchanged between different tours.
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2.2.1.2.3 2-Phase Algorithms

2-Phase Algorithm is divided into 2 types as following:

® (luster-First, Route-Second

These algorithms divide delivery points into groups then
find a solution for each group. As described in [2], the methods include Fisher and
Jaikumar’s method, Sweep algorithm, Petal algorithm and Taillard’s algorithm.

® Route-First, Cluster-Second

As described in [2], these methods construct a giant tour
of TSP then divide it into vehicle routes in the second phase. Orawan Tunsitijareankun
[1] describes the School Bus Routing Approach which is one of the Route-First, Cluster-
Second methods.

2.2.1.3 Metaheuristic Approaches
Metaheuristic approaches, as described in [2], emphasizes on

performing a deep exploration of the most promising regions of the solution space. It is
also stated in [2] that quality of the solutions resulted from metaheuristics is much better
than that obtained from classical heuristics. Commonly used metaheuristics for vehicle

routing problem are described as following:

® Ant Colony Optimization (ACO)

Ant Colony Optimization (ACO), according to Marco Dorigo [26],
is a class of optimization algorithms inspired from the behavior of real ant colonies. The
first algorithm in this class was introduced by Marco -Dorigo in 1992, and was called “Ant
System” (AS). The algorithm was initially applied to the travelling salesman problem, and
to the quadratic assignment problem:“As described in:[2], the algorithm has two phases:
construction of vehicle routes and trail. update. Additionally, more algorithms in ant
colony optimization were developed [26] such as Ant Colony System (ACS), MAX-MIN
Ant System (MMAS), and particularly hybrids version of ant colony optimization with
local search.

® (Genetic Algorithms

Genetic algorithm (GA) is one of well-known metaheuristic

approaches. Particularly, as described in [2], it is likely to be the most widely known
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type of the category. According to Braysy (2001) [12], its basic concept are developed
by Holland (1975) and practical application was demonstrated by De Jong (1975) and
Goldberg (1989), as described in [2] and [12]. The core idea of the algorithm is about
“survival of the fittest” which includes mechanics of natural selection and natural
genetics used to evolve solutions to problems. In order to use the genetic algorithm,
solution must be formed in string similar to chromosome. For example, a solution for
vehicle routing problem canbeas “7—>8 —>9 —> 11 —> 12 —>2—>3 —>1—>4
— 5 —> 6 —> 10" where numbers represent delivery point.

According to the literature, [2], [12], [29] and [30], the operation
of genetic algorithm is consisted of three operators: selection, reproduction and
mutation. Firstly, individuals within a population are selected based on their fithess to
reproduce new offspring for the new population which combines characteristics of their
parents. According to Braysy [12], combining characteristics potentially create a child
with better fitness which ensures the survival of their descendants. In addition, mutation
is performed with low probability [12]. With mutation, chromosomes are manipulate
randomly. K.C. Tan et al. [30] stated that the main objective of mutation is to avoid
becoming homogeneous of the population which leads to local optimum. Randomness
of mutation process increases the variance of the population.

There are many researches in genetic algorithm due to the
problem of time consumption the method, resulting in the creation of many variants of
the method. The researches, described in [2], [29] and [30], focus on all aspects of the
algorithm including representation of solution, selection process, reproduction process
and mutation process.

®  Simulated Annealing

As described in [2], Simulated Annealing (SA) is a stochastic
relaxation technique originated in statistical mechanics. It is based on characteristic of
annealing process of solids, where a solid is heated to a high temperature and gradually
cooled in order for it to crystallize in a low energy configuration. The method uses a
multi-routes improvement heuristics to find another solution. If the new solution is better

than the existing one, it will use it with no condition. On the other hand, if the new one is
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worse, it depends on a value T which is described in [2] as the temperature of the
annealing. The probability of refusing the worse solution is p=e™", where
A=f(x)-f(x).

® Tabu Search

Similar to Simulated Annealing, Tabu Search also uses the
improvement methods to find a solution, as described in [2], [27] and [28]. Hertz et al.
[27] states that It was first presented in its present form in 1986 by Glover. As described
in [2], [27] and [28], tabu search is one of well-known metaheuristics, and there are
many further researches and developments of the algorithm. The concept of tabu
search [28] is to help Local search, or neighborhood search, to escape from being
trapped in local optimum by allowing non-improving moves. It additionally prevents
cycling back to previously visited solution by using a list called “tabu list” which records
the recent history of the search.

The tabu search algorithm associates with two terminologies:
search space and neighborhood structure [28]. Search space is the space of all
possible solutions. For the neighborhood structure, the neighborhood of current solution

Notation
o 8, the current solution,
o 8% the best-known solution,
o e et vale of 5%,

o N(5). the neighborhood of S,
o N(S). the “admissible™ subset of N7S) (i.e.. non-tabu or allowed by aspiration).

Initialization
Choose (construct) an initial solution 5,

SetS;SO,f*.:ﬁ’SO): S*:=50=T:=!2i.

Search

While termination criterion not satisfied do

o Select § in argmin [f157];
S NS
o Hf{5) < f*, then set f* =fi5). S*=3;

o record tabu for the current move in T (delete oldest entry if necessary);

endwhile.

Figure 2.14: Pseudo code of tabu search, from [28]
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S is the set of solutions obtained by applying the local transformations to S. Denoted as
N(S), the neighborhood of S is a subset of the search space.

With basic concept of tabu search, pseudo code of the
algorithm, described in [28], is shown in Figure 2.14. The author supposes that the
problem is to minimize the function f(S) over some domain.

Additionally, Heuristic approaches seem to be more appropriate due to
low computational time with acceptable solution. Some results from the heuristic
approaches are not good enough to be used practically, such as results from Nearest
Neighbor Algorithm or Local Search (or Hill climbing) as described by Pongpaut
Totrakool [4]. However, the approaches can be used in combination with other heuristic.
For example, as cited in [12], Thangiah (1995) describes a method called GIDEON
which used genetic algorithm to partition the customers in sectors, then routes each
sector with the cheapest insertion method of Golden and Stewart (1985) and the routes
are improved using )\-exchanges introduced by Osman (1993). F Potvin and Bengio
(1996) use cheapest insertion heuristic of Solomon (1987) to create the initial population
for genetic algorithm. Furthermore, Berger et al. (1998) use heuristic approaches in
some parts of genetic algorithm, including generating the initial population and
crossover operator. The saving algorithm of Clarke and Wright (1964) is also used to
generate individuals of the initial population for genetic algorithm. In addition, Braysy ef
al. (2000) also use several local search and route construction heuristics, which are
inspired from the studies of Solomon (1987) and Taillard et al., with genetic algorithm to

solve the Vehicle Routing Problem with Time Windows (VRPTW).
2.3 Application-of Theories

Beside theories of shortest path problem and vehicle routing problem,
there are researches focus on applying those theories with case studies in many

industries as follows.

Orawan Tunsitijareankun (1991) [1] used School Bus Routing Approach
to find a solution for trucks to collect solid waste in Bang Khen area. She used branch

and bound method to find a giant route in routing phase, then clustered it in to several
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routes. She also used Dijikstra’s algorithm to find the shortest path between each pair of
collecting point. Additionally, operation procedures were proposed for the reasons of
size of vehicle, employees’ safety, costs, and time. For example, in case of collecting
waste from one side of roads, route should be re-route in counter clockwise form for the
truck to turn only left and avoid right turn which wastes the time and may obstruct the

traffic.

Krisakrai Manimmanakorn (1995) [6] describes using Floyd-Warshall
algorithm and Savings Algorithm with a case study of gasoline delivery. Fleet in the case
study includes three types of vehicle. Constraint of the case study are prohibiting trucks
to enter some roads in Bangkok for specific period of time and company’s policy which
customers can order only full filled truck. Author gives the reason of using Saving
Algorithm that it is simple and uses less time than other methods while gives a solution

which is similar to ones from other methods.

Naruporn Kanchanarat (1999) [3] develop a vehicle routing system for
transporting furniture. The problem has three types of vehicle which are used to deliver
goods in different distances. The goods in this research are different from two
researches above due to variety of size and design. Furthermore, they are probably be
damaged if they are not properly arranged. The algorithm for vehicle routing problem in
this research is Savings algorithm with the reasons as same as stated by Krisakrai
Manimmanakorn (1995) [6]. Floyd-Warshall method was also used in this research to

find the shortest paths.

Pongpaut Totrakool (2004) [4] used Savings Algorithm, 2-OPT Algorithm
and Anti-Intersection Algorithm to find a solution for the problem of medical supplies
distribution system. Characteristics of the problem include uncertainty of demands, time
windows for delivery, uncertainty of density of routes for different period of time, stability
of operation system, and variety of products. The proposed approach was validated
with sets of test data, which are described in his report. The results are shown in

coordinated graphs.
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Vipada Supavita and Duangpan Krichcharnchai (2006) [31] developed a
prototype of transportation management system for a frozen food manufacturer. The
vehicle routing is performed daily from late afternoon and it has to be finished within
9.00 am. Because the manual operations are not flexible enough for changes of orders,
Savings Algorithm is chosen for the system. Data of distance between delivery point in

the research is retrieved from digital map program and Mappoint Asia’s website.

Viroj Putvithee, et al [32] also developed a vehicle routing system using
Forward algorithm, a modification of A* search algorithm, to find the shortest path
between each pair of delivery points. Savings algorithm is used to find a solution with

farthest assigned customer and applying of saving value in the procedure.

2.4 Conclusion

Related theories and researches were described in this chapter. In next
chapter, the problem formulation and modelling, and software development are

described.



CHAPTER I
PROBLEM FORMULATION AND MODELLING, AND SOFTWARE
DEVELOPMENT

This thesis aims to study vehicle routing problem of daily meals delivery
by using motorcycles of the case company. Manually routing requires route familiarity
which is uncertain in each driver. It consequently affects on costs and delivery time.
Therefore, a mathematic modelling theory was applied in a vehicle routing software in
order to optimize costs of delivery, and satisfy the time and capacity constraints. In this
chapter, the concept of approaches which are used in the software and validation of the

system are described.

3.1 Problem Description

The problem involves a plan for breakfast delivery service business in
Bangkok. It hires a fleet of motorcycles to deliver meals to its customers from its depot
located near Rama [X Road and Srinakarintra Road. The company can find the
motorcycles with no limitation. The delivery area covers an area of approximately 5 km
radius around the depot. Locations of customers can be retrieved from the survey of

potential customers and are available on a map.

Expenditures for hiring each motorcycle include the weekly charge of
Baht 1,750 per week and transportation charge which is agreed to Baht 1.10 per
kilometre. Therefore, the company wishes to minimize its delivery cost by trying to use

the least number of motorcycles and the least total travel distance by the motorcycles.

Limitations of ‘the problem ‘are capacity of each motorcycle and time
which every vehicle has to reach its last customer. Each motorcycle will be attached
with a container loaded with meal boxes during the delivery. Due to limitations of size of
motorcycle and the container, each vehicle cannot be loaded more than 40 boxes.
Additionally, the delivery process has limited time because the customers have to have
their meals in the same specific time window. Therefore, time used to deliver all meal

boxes should not longer than 1 hour 30 minutes with the average velocities of 25 km per
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hour along small road and 45 km per hour along main streets, and drop-off time of 2

minutes.
3.2 Problem Modelling Concept

The objective of this problem is to operate the food delivery service by
trying to find a routing which minimizes the number of vehicles employed for delivery
and the total distance used to deliver the products. Savings algorithm and Forward
algorithm, a modification of A* search algorithm, were chosen to find solutions for the

problem.

Savings algorithm was chosen for the routing process of the problem
because of its simplicity and widely usages, as described in Chapter 2. The procedure

of the algorithm is described as following:

1. Initially build a set of routes, of which number is equal to the

number of customers. Each route has only one customer.

2. Calculate Saving value (S,j) between customer i and customer j,

where S, =¢,,+¢,; —¢; and i, j=1,...,n
3. Sort the saving value in descending order

4. Select the highest S, which customer / and j are not in the same
route; and -demand and travelling -time of the merging of both

routes are still satisfy capacity and time constraint

5. 'Merge the both routes. The merging of two routes is shown in

Figure 2.11.
6. Repeat step 4 and 5 until every saving value is checked

Furthermore, Forward algorithm is used to find the shortest path between
each pair of delivery points because it takes shorter time and the road network has no

negative weighted edge, as mentioned before in Chapter 2, A* search algorithm.
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Although all-pair shortest path algorithms are used in some researches as described by
Krisakrai Manimmanakorn [6] and Naruporn Kanchanarat [3], the all-pair algorithms
have too many unnecessary calculations compared to the Single-source algorithms,
especially with road network which has up to 1000 unused nodes. The procedure of the

algorithm implemented in the system can be described as following:

1. Add each edge, which is connected with the start node, in a path

and put it in a “Priority Queue”

2. Calculate estimated cost of each path in the “Priority Queue” and
sort all paths in ascending order. The estimated cost (C) of a

path can be calculated as equation:

C=D, + Y d,. V(i is a node in path p)

where

& = the cost of path p

D, = Total distance of path p

d, = Linear distance from node / to target node

3. Remove the path, p, with lowest cost from the queue

4. If the last node of p.is already visited, remove another path with

lowest cost from the queue and check again.

5. If the last node of p is not the target node, make new paths by
adding each edge, which is connected with the last node of p
except the one included in p, in the path p and put them in the
queue. Repeat the procedure from step 2 until the last node of p

is the target node.
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Find the shortest path and traveling time
between each pair of delivery points including Computation

the depot and form them into 2 matrixes

Calculate the saving value for each pair

of customers

Generate the initial route

for each customer

;

Select a pair of customers, i and j,

with the highest saving value .
Display the

result
Select another pair of

customers with the next

highest saving value

Arejandjin Is there any saving

valie |eft??

the same route?

Is i the last customer

of its route?

Merge routes

Is j the last customer

of its route?

Yes ¢

Does the total demand o

Yes

Does time of the

Yes No

both routes exceed merged route satisfy the

vehicle capacity?, time constraint?

Figure 3.1: Flow chart of finding solution for the vehicle routing system
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3.3 Model

Model of the vehicle routing system, of which flow chart is shown in

Figure 3.1, is classified into 3 parts: inputs, computation, and outputs.
3.3.1 Inputs

Input of the system is used in the computational part to find a set of
routes for the company to achieve the objectives. The input is consisted of:
® (Customers’ locations
Customers’ locations are pointed in real road network. The company has to put
the location of each customer to the system.
® Customers’ demands
Demand of each customer is an important input for computational part to find a
set of routes for motorcycles to deliver the boxes of meals. Although there are many
recipes of food for the meals, they are packed into standard boxes loaded into the

vehicles.
3.3.2 Computation

Computational part uses the input from the input part to find a solution of
vehicle routes for the company to achieve the objectives. The parameters of the problem
used in finding a solution for the company are vehicle capacity and time within which

each motorcycle must reach its last customer.
Procedure of the computational part'can be described as following:

1. Find the shortest path and time of each pair of delivery points

including the depot and form them into 2 matrixes.

2. Calculate saving value of each pair of customers as shown in the

equation, S, =¢,, +¢,; —¢, where

i and j = Customer number (1, 2, ..., n), /'75/
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S, = Saving value of (j, j)

Co = Distance from customer / to the depot
Cy = Distance from the depot to customer j
c; = Distance from customer i to customer j

3. Make the initial route (0, /, 0) for each customer as shown in

Figure 3.2

Depot

Figure 3.2: Initial route for each customer

4. Select a pair of customers, /i and j, which has the highest saving

value.

5. If iand j are in the same route, select another pair of customers

with the next highest saving value and check again

6. If iis not the last customer of its route or j is not the first customer
of its route, select another pair-of customers with the next highest

saving value and go back to step 5

7. If total demand of both routes exceed the vehicle capacity, select
another pair of customers with the next highest saving value and

go back to step 5

8. Calculate time for the merging of both routes. The calculation can

be shownas T, =T, +1t,+T, —1,, +1, where
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T, = Travelling time of merged route
T, = Travelling time of route which passes customer /
T, = Travelling time of route which passes customer j

It. = Drop-off time for customer i

oy = Iravelling time from the depot to customer j

= Travelling time from customer i to customer j

9. |If time of the merged route exceed the time constraint, choose
another pair of customers with the next highest saving value and

go back to step 5

10. Merge both routes by adding path from customer i to customer j,
and deleting path from the depot to customer j and path from

customer i to the depot, as shown in Figure 2.11

11. If there is remain saving value, select another pair of customer
with the next highest saving value and repeat the procedure from

step 5 to step 11 until every pair of customers is chosen

After the procedure is processed, a solution which includes a set of

routes is ready to use. It will be sent to the next part, the output part.

3.3.3 Outputs

This part is responsible for;displaying-the result to-user. The model finds
the real path of each route and display the solution on the real road network with a list of

customers in each route.

3.4 Software Development

Software for the vehicle routing system was developed by modifying a
vehicle routing software which is developed by Viroj Putvithee et al [32] with a copyright

of National Electronic and Computer Technology Center (NECTEC), member of National
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Science and Technology Development Agency (NSTDA), and Water Pacific Part., Ltd.
The software was developed with Java programming language with an advantage that
each module of the software is separated in a file. It is used to find solutions for trucks
routing. The fleet of trucks is allowed to have different types of vehicles. Finding solution
procedure starts with using Savings algorithm to assign customers for each truck. The
trucks are allowed to operate several rounds in order to serve all customers. The

procedure of savings algorithm used in the program can be described as following:

1. Select the vehicle with highest capacity to form the first route

2. Select the customer which has longest direct distance from the

depot to be the first customer added to the route

3. Calculate added distance for each of remain customers whose
demands are able to be loaded in current truck. Added
distances are calculated from only direct distance in every path

of current route, as shown in Figure 3.3 and Figure 3.4.

Added distance for customer 1 with path1 =
distance(D,1) + distance(1,E) — distance(D,E)
Added distance for customer 1 with path2 =

distance(E,1) + distance(1,D) — distance(E,D)
path1

Added distance for customer 6 with path1 =

distance(D,6) + distance(6,E) — distance(D,E)

Added distance for customer 6 with path2 =

distance(E,B) + distance(6,D) — distance(E,D)
Depot

Figure 3.3: Calculate saving value of the existing software
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Added distance for customer 1 with path1 =
distance(D,1) + distance(1,2) — distance(D,2)
Added distance for customer 1 with path2 =
distance(2,1) + distance(1,E) — distance(2,E)
Added distance for customer 1 with path3 =

distance(E,1) + distance(1,D) — distance(E,D)

Added distance for customer 6 with path1 =
distance(D,6) + distance(6,2) — distance(D,2)

Added distance for customer 6 with path2 =
distance(2,6) + distance(6,E) — distance(2,E)
Added distance for customer 1 with path3 =

distance(E,6) + distance(6,D) — distance(E,D)

Figure 3.4: Calculate saving value of the existing software for route with 2 customers

4. Add the customer with lowest added distance in the path which

leads to the lowest distance of the route.

5. If every customer is assigned to a route, stop the process.

6. If there is remain capacity of the truck, repeat the procedure from

step 3 until cannot fill any customer.

7. If there are trucks left, change to next highest capacity truck and

repeat the process from step 2.

8. If there are remain customers but no truck left, reset all trucks for

next round and repeat the process from step1.
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After the routes are assigned with customers, the software uses Forward
algorithm to find the shortest path between delivery points. The edges represent roads
and the nodes represent road intersections. Procedure of the algorithm is described in

3.2 Problem Modelling Concept.

The software has many disadvantages for the meal delivery business.
The software can solve the vehicle routing problem of trucks with capacity constraint,
but without time constraint. The procedure, which finds the routes before shortest path
calculation, is not practical for small scale problem like the delivery using motorcycles.
Furthermore, because it was developed based on big scale problem, the shortest path
was calculated without consideration of the case that there are several customers
located in the same edge as explained in Figure 3.5. Additionally, as shown in Figure
3.6, the calculation uses only node with shorter direct distance to the target customer as
the start node and node with shorter direct distance to the start customer as the end
node. Consequently, the calculation also ignores distance from road intersection to
delivery points. As a result, distances from the customers located in the same edge are

not different, as shown in Figure 3.7.

Dividingd< RS e -

island ’
o LIy

Group of customers inf same

edge

Figure 3.5: Case of having several customers in same edge
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Figure 3.6: Problem of selecting start node and target node from direct distance

P 4 v~ _ Distance from customer 4, 5 to
7 ~
Distance fromMausidMer 1. = = customer 1, 2, 3, which ignores
2 3tocudSHEr e traffic direction
%
' 1 ® ‘:
\\\ ‘3 |7 ‘6
Distance between customer 1, 2, 3\“ _____________ -7
—-—— ;.
and customer 6'equal to.0

Figure 3.7: Problem of ignoring distance from road intersection to customers

The modifications of the software were made in 2 parts: shortest path
finding control module and routing process. The shortest path finding was modified by

adding the calculation of customers located in same edge, consideration of alternative
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nodes of the edges which the delivery points are located, consideration of distance from
road intersection in the shortest path finding control module, as explained in Figure 3.8
and Figure 3.9. The routing process was modified with a new developed module using
savings algorithm of which the procedure is described in 3.3.2. The solution procedure
was also modified as starting with shortest path finding between delivery points, and
following with the routing process. The shortest path computation module, user interface
and output display module of the software are not modified. The user interface uses Thai

language for practicality.

o "T hrget node?

|
tart node2 -----—----__-__-_ll
|!| Start rjode OF__—__\-_,_ O

Taraet nodet 3

Target customer

Start customer

Distance between node or road

intersection and customer Distance from Startnodet  —-_ - >

to Target node1

Distance from Start node1

to Target node2

Distance from Start node2 =~ ————— >

to Target node1

Distance from Start node2 [ >

to Target node2

Figure 3.8: Consideration of alternative node of edge and distance between road

intersection and delivery customer for shortest path finding
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Figure 3.9: Calculating distance between customers in same edge

3.5 System Validation

Since the developed vehicle routing system has new software which
uses the added savings algorithm, it needs proving that it can effectively find a solution
for the problem. It was run with the instances of capacitated vehicle routing problem
authored by Augerat, et al, which can be acquired from [2]. The example of input file of
the instances_is shown-in-Figure 3:10. The instances are divided into three sets: set A,
set B, and set P. The results from the new software were compared with the known best
results.. The results and .comparison of each set are shown on-Table 3.1 to Table 3.3

respectively.
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NAME : A-n32-k5
COMMENT : (Augerat et al, Min no of trucks: 5, Optimal value: 784)
TYPE : CVRP

DIMENSION : 32
EDGE_WEIGHT_TYPE : EUC_2D
CAPACITY : 100
NODE_COORD_SECTION
18276

296 44

3505

4498

5137

629 89

75830

88439

91424

10239

11382

12510

1398 52

148425

156159

16165

17 88 51

18912

191932

20933

215093

229814

23542
24429
256162
26997
278055
2857 69
292315
302070
318560
32985
DEMAND_SECTION
10

219
321

46

519

67

712
816

96
1016
18
1214
1321
1416
153
1622
1718
1819
191

2024
218

2212

234

248

2524

2624

272

2820

2915

302

3114

329
DEPOT_SECTION

1
-1
EOF

Figure 3.10: Example of input file of problem instances

Although some results from the developed system are very different from

the known best results especially the results in P set, some results are better than the

best results. The overall average of differences of distance is 6.17% which indicates that

the performance of the "developed system is close to the most known effective

approach. Furthermore, the number of routes which is maostly as same as the best result

shows the ability of the system to minimize the fleet size.




Table 3.1: Results from running the developed system with set A of the
instances with comparison

Problem REEIES Rl G The known best results| Difference of
Name : developed system - distance (%)
distance | No. of routes | distance | No. of routes
A-n32-k5 844 5 784 5 7.61%
A-n33-k5 694 5 661 5 4.95%
A-n33-k6 776 7 742 6 4.62%
A-n34-k5 807 5 778 5 3.77%
A-n36-k5 831 5 799 5 3.99%
A-n37-k5 705 5 669 5 5.41%
A-n37-k6 980 6 949 6 3.23%
A-n38-k5 795 6 730 5 8.86%
A-n39-k5 902 5 822 5 9.73%
A-n39-k6 883 6 831 6 6.21%
A-n44-k6 1021 6 937 6 8.95%
A-n45-k6 1013 7 944 6 7.30%
A-n45-k7 1200 7 1146 7 4.71%
A-n46-k7 940 7 914 7 2.82%
A-n48-k7 1115 7 1073 7 3.90%
A-n53-k7 1093 8 1010 7 8.21%
A-n54-k7 1202 7 1167 7 2.97%
A-n55-k9 1111 9 1073 9 3.50%
A-n60-k9 1377 9 1408 9 -2.18%
A-n61-k9 1103 10 1035 9 6.58%
A-n62-k8 1353 8 1290 8 4.87%
A-n63-k10 1359 10 1315 10 3.34%
A-n63-k9 1691 10 1634 9 3.48%
A-n64-k9 1482 9 1402 9 5.71%
A-n65-k9 1243 10 1177 9 5.64%
A-n69-k9 1209 9 1168 9 3.55%
A-n80-k10 1837 10 1764 10 4.13%
Average 5.03%
Total routes 198 191
Difference of routes n= 3.06%
Number of problems 27

Number of problems
with higher number
of routes
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Table 3.2: Results from running the developed system with set B of the
instances with comparison

Problem Results from the The known best results| Difference of
Name - developed system : distance (%)
distance| No. of routes | distance | No. of routes
B-n31-k5 685 5 672 5 1.88%
B-n34-k5 809 5 788 5 2.63%
B-n35-k5 980 5 955 5 2.66%
B-n38-k6 834 6 805 6 3.57%
B-n39-k5 569 5 549 5 3.61%
B-n41-k6 900 7 829 6 8.55%
B-n43-k6 763 6 742 6 2.78%
B-n44-k7 938 7 909 7 3.24%
B-n45-k5 757 5 751 5 0.82%
B-n45-k6 733 % 678 6 8.18%
B-n50-k7 750 7 741 7 1.16%
B-n50-k8 1354 8 1313 8 3.12%
B-n51-k7 1127 8 1032 7 9.17%
B-n52-k7 766 4 747 7 2.60%
B-n56-k7 737 7 707 7 4.19%
B-n57-k7 1240 8 1153 7 7.53%
B-n57-k9 1656 9 1598 9 3.65%
B-n63-k10| 1598 10 1537 10 3.98%
B-n64-k9 922 10 861 9 7.08%
B-n66-k9 1425 10 1374 9 3.72%
B-n67-k10| 1105 E! 1033 10 6.96%
B-n68-k9 1320 9 1304 9 1.22%
B-n78-k10| 1274 10 1266 10 0.63%
Average 4.04%
Total routes 172 165
Difference of routes U 4.24%
Number of problems 23
Number of problems 7
with higher number
of routes
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Table 3.3: Results from running the developed system with set P of the instances

with comparison

Results from the

Problem The known best results | Difference of
Name : developed system . distance (%)
distance | No. of routes | distance| No. of routes
P-n101-k4 772 4 681 4 13.36%
[ Pntoke | 470 | e Tass e 10.06%
P-n19-k2 238 2 212 2 12.21%
P-n20-k2 234 2 220 2 6.36%
P-n21-k2 236 2 211 2 11.94%
P-n22-k2 239 2 216 2 10.88%
P-n22-k8 -2.05%
P-n23-k8 -2.62%
P-n40-k5 518 5 458 5 13.18%
P-n45-k5 573 5 510 5 12.42%
P-n50-k10 4 ™ 470\ 5.51%
P-n50-k7 595 7 554 7 7.34%
P-n50-k8 667 649 8 2.75%
P-n51-k10 | 791 T2 il 6.17%
P-n55-k10 9.45%
P-n55-k15 14.26%
P-n55-k7 617 7 524 7 17.79%
P-n55-k8 641 s 576 8 11.24%
P-n60-k10 11.72%
P-n60-k15 13.15%
P-n65-k10 8.81%
P-n70-k10 7.45%
16.18%
10.54%
9.50%
Total routes 184 175
Difference of routes 9|= 0.14%
Number of problems 24
Number of
N.umt.)er of problems 10 problems with 5
with higher number of lower number of
routes routes

42
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3.6 Procedure of Operating the Vehicle Routing System

After the vehicle routing system for the case company is developed and
tested, procedure for using the system is formulated. The procedure is divided into 2
parts: Adding/Deleting customers and Vehicle Routing which can be described as

following:

1. Adding/Deleting customers

1 At the main dialog of the system click at button

= =
- = |
TR WY D SILR

L MTAENERARSI. | 40 onter to the road map and

delivery point editor dialog and scroll to customer

location as shown in Figure 3.11

2 Click button “.'Ili‘ at the tools bar to enter

adding/deleting customer mode

3 Left click at the road which the customer is located and
the system will ask the user to enter customer information
of which loading time and Zone are 0.0334 hour and “1”

respectively, as shown in Figure 3.12.
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Figure 3.11: Road map and delivery point editor dialog

4 After finish enter the information, click button

o
| STYRRT Al W to save the information and

a customer icon will be added into road map, as shown in
Figure 3.13. If there is remain customer to add, repeat

step 3 and 4.

5 To delete a customer, right click at icon of customer
which user want to delete and confirm deleting by

clicking button  OK 4t the “Delete Customer”

dialog, as shown in Figure 3.14.
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Figure 3.12: Customer information dialog for adding customer
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P
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OK Cancel

Figure 3.14: Delete Customer dialog

2. Vehicle Routing
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Figure3.15: Vehicle routing dialog

1 At the main dialog, click button to enter to the

vehicle routing dialog which is shown in Figure 3.15

2 Choose menu Parameters->Assign Parameters to

assigning the parameters for vehicle routing.

3 After the dialog, as shown in Figure 3.16, appears, click a

radio button to choose a depot
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Figure 3.16: Dialog for assigning parameters

5 In the order information page, which is shown in Figure
3.17, choose customer(s) in the box number 1 and click

button number 2 to-add customer(s) to box number 3.
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Figure 3.17: Order information page
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Select a customer in box number 3, then choose a
product in box number 4 and click button number 5 to
add demand of the product to that customer. Dialog for

enter number of demand will appear.

Repeat step 6 for each customer in box number 3 until a

product is assigned to every customer. Click button

In the vehicle routing dialog, choose menu “Run->Run
Path Routing & Truck Scheduling” to run the vehicle

routing process.

After the process finish, the solution will be displayed in

road map and tables on the bottom of the dialog.

A software was developed to solve the vehicle routing problem. It was

modified from a vehicle routing software which originally was used for large scale

problems and ignored the time constraint by using Savings algorithm and A* search

algorithm. The software was proved to be effective by testing it with published instances

with best known solutions. A procedure to use the system was also developed to

facilitate the use of the system.



CHAPTER IV
SYSTEM EVALUATION

After development and validation phases, the system was tested in order
to prove that solutions resulted from the system are suitable for the problem. This
chapter describes the system evaluation which includes the evaluation procedure, the

information of the customers used for the test, results and discussion.

4.1 Evaluation Procedure N\ \\\'////
N MY
) /
\\k.‘ / . ]
In order@at the sys@work properly, it was tested with
a set of 78 customers(; ft ngﬁﬁwng locations of the customers

was acquired from ¢ ucted m\h@dg(—jry area. The demands of the
customers varied fr - . stomer. 90% of customers order 1 unit,

5% order 2 units,

0 e‘r-.{r units, as shown in Figure 4.1.
and ﬁ‘we constraint was set to 1 hour

30 minutes. Drop-off time for a;éh'é.lé;f

Zstomers
8

=D

20

10

1 2 3 4

Units
Figure 4.1: Distribution of demand



Table 4.1: Customer’s data used for testing

ID |[Name |Demand [EdgelD|X Y ID |[Name |Demand |EdgelD|X Y

1 |a 1] 1365|2677[2188] |40 |an 1 127] 1373|2994
2 |b 1| 1365 2680]2216| |41 Jao 1 113] 1298 3058
3 |c 1| 1365|2684 2238| 142 |ap 1 113] 1390| 2842
4 |d 2| 1365]|2679[2215] |43 |aq 1 274) 1459 2805
5 le 1| 1365]|2697]2318| |44 |ar 3 103] 1406| 2845
6 |f 1] 1365|2701[2335] |45 |as 1 292| 952| 3069
7 lg 1| 1365|2701|2335| |46 |at 1 297] 1152| 2855
8 |h 1| 1365|2685|2244| |47 |au 1 480| 1281| 3266
9 i 1| 1365|2700) 2345| |48 |av 1 165] 1080 3204
10j 1| 1368| 2863| 2406| |49 |aw 2| 1385| 2852|2314
11 |k 1| 1368 2863) 2399] |50 Jax 1] 1385[2851]| 2300
12 |1 1| 1383]|2838|2420] |51 |ay 1 41] 3014] 2204
13 |m 1] 1383 2836 2405| |52 |az 1 41] 3020] 2239
14 |n 4] 1370]2818)2234| [53 |ba 1 68| 1668| 2656
15 |o 1 546] 1811| 2698| 154 |bb 1 78] 1664|2715
16 |p 1 546]1831|2737| |55 |bc 1 83] 1703|2693
17 |q 1 86| 1750 3017| |56 |bd 1 83| 1722|2714
18 |r 1 86| 1749| 2972| |57 |be 1 79| 1721|2814
19 |s 1 80| 1704| 3028| |58 |bf 1 79| 1719|2840
20 |t 1 67| 1653| 2740] |59 |bg 1 65| 1610| 2695
21 |u 1 279] 1492|3026 |60 [bh 1 67| 1644|2730
22 |v 1 272) 1469| 2946| |61 |bi 1 312]1612{ 2922
23 |w 1 272|1457|2971] |62 |bj 1 312] 1605| 2951
24 |x 1 908| 2611} 3459] |63 |bk 1 312] 1601]| 2974
25|y 1 908] 2607} 3435| |64 |bl 2 113] 1351|2915
26 |z 1| 1408]| 2705{3482| |65 [bm 1 134]| 1000| 3073
27 |aa 1| 1475|2974|3485| |66 |bn 1 134] 932[ 3027
28 |ab 1| 2367]3021)3222| |67 |bo 1 51| 866[3189
29 |ac 1| 1449 2886]3421| |68 |bp 1 51] 801[3159
30 |ad 1 371 2964|2332 [69 |[bg 1 136] 910] 3131
31 |ae 2| 1362]2620]2319| |70 |br 3 166] 1078| 3242
32 |af 3| 1362|2614 2282| |71 |bs 1 505] 1322]| 3308
33 |ag 1| 1362|2621]2348| |72 |bt 1 507] 1348] 3296
34 |ah 1 236| 1427{2951] |73 |bu 1 528] 1367| 3347
35 |ai 1 268] 1467|2905 |74 [bv 1 459] 1348 3250
36 |aj 1 279] 1505] 2988| [75 [bw 1 279] 1459( 3137
37 |ak 1 305] 1565 2963| |76 |bx 1 124]1396| 2885
38 |al 1 305] 156592989 |77 |by 1 114] 1384|2940
39 [am 1 266| 1417| 3050] |78 |bz 1 112] 1455] 2872

4.2 Test Input Data
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Data of customers used for the test includes locations and demands.

The information was acquired from customer survey in the delivery area. Detail of the

test data is shown on Table 4.1. The identification numbers for each customer are shown

in “ID” column. The second column of the table shows the potential customers’ names
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which are currently not known. The location of each customer can be plotted in the
Bangkok road map as shown in Figure 4.2. Each customer’s location is represented in
coordinate system, shown in column “X” and “Y”, which must be associated with the
road, or edge, it is located in. The column “EdgelD” shows the identification number of
the edge. Demands of the customers are generated according to the distribution shown

in Figure 4.1.

Customer’s location used in the system is represented in coordinate
system which must be processed with shortest path finding to calculate the distance
between delivery points for routing process. Demand is the number of units. The
constraints include capacity and total time to reach the last customer. On the other
hand, the instances’ input used for system validation in CHAPTER III also represents
customer location in coordinate system with Euclidean distance calculation. Its demand
is also the number of units. Capacity is the only constraint for the instance. With the
reasons that the routing process uses only data of distance between delivery points,
demand and constraints for its procedure, and time constraint is not too complex to be

relaxed, the evaluation input is equivalent to the instances’ input.
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4.3 Results and Discussion

The results of the test are described in this section. Additionally, its

discussion is presented to illustrate the advantages and disadvantages of the system.

4.3.1 Results

Result from the program includes routes summary and details of each
route, as shown in Figure 4.3 to Figure 4.6. Each route of the result must satisfy both
capacity and time constraints of the problem. The system test takes 1 hour 6 minutes 47
seconds. The summary of the result is shown on Table 4.2 and detail of each route is
shown on Table A.1. The solution has 4 routes with the loaded demands of 16 units, 29
units, 22 units and 24 units respectively. The demands indicate that the solution does
not violate the capacity constraint. Additionally, the travelling times to last customer for
the routes are 44 minutes, 1 hour 19 minutes, 1 hour, and 56 minutes respectively.
According to the result, it can be suggested that every motorcycle is able to deliver the
meal to its customers within specific time. It can be summarized that the system can find
solutions which satisfy both capacity and time constraints. The total cost of the result
can be calculated from Baht 7,000 per week for 4 motorcycles, and transportation cost
Baht 56.32 per day, which equal to Baht 7,394.24 per week.

Table 4.2: Routes summary of result from the test

Loaded
Route Round Travel Distance | Travelling time to last | Cost
Vehicle Demand
No. No. (kilometre) customer (hour) (baht)
(unit)
ifiei1 Motoryclel 16 11.47 0:44 12.62
Lﬁﬂﬁ?ﬁ Motaorycle(1 29 17.16 1:19 18.88
Lﬁﬂﬁ“ﬁ3 Motorycle|1 22 12.52 1:00 13.77
g4 Motoryclel D4 10.05 0:56 11.05




54

Figure 4.4: Running the system after entering the orders
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Figure 4.6: All routes displayed in the Bangkok road map

4.3.2 Discussion

It can be noticed that the result as obtained can be considered not an

optimum level. There are still rooms of delivery that can be added. This depends entirely
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on the strong marketing approach conducted by the company. It is possible for change

of input data.

Beside the possibility for additional customer demand as described
above, it is considered that the total demand of 91 units can be divided into 3 routes.
Therefore, expenditures can be consequently reduced with the adjustments as

following.

® Time Constraint

The results show that the time constraint affects the number of routes.
Therefore, another test was conducted with the same input and parameters, but the time
constraint was set to 1 hour and 45 minutes. The software was also modified to show the
arrival time for each customer, as shown in Figure 4.7. The test takes 1 hour 5 minutes
22 seconds. Summary of the results is shown on Table 4.3 and detail of each route is
shown on Table A.2, Appendix. The result has only 3 routes. The demands of the routes
are 24 units, 37 units and 30 units with the travelling times of 1 hour 15 minutes, 1 hour
42 minutes, and 1 hour 4 minutes respectively. The total cost of the result can be
calculated from Baht 5,250 per week for 3 motorcycles and transportation cost baht
51.06 per day, which equal to Baht 5,607.42 per week. 5 customers in the second route

cannot receive the meal boxes within 1 hour 30 minutes.

Table4.3: Routes summary of result from the time frame adjustment

Loaded
Route Round Travel Distance | Travelling time to last | Cost
Vehicle Demand
No. No. (kilometre) customer (hour) (baht)
(unit)
fig29i1 Motoryclel1 04 16.8 1:15 18.48
Lﬁﬂﬁ“ﬁ2 Motorycle|1 37 18.87 1:42 20.75
fignii3 Motoryclelt 30 10.76 1:04 11.83
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Figure 4.7: Arrival time for each customer, generated by the program

According to the time frame adjustment, the overall cost was reduced by
24.16%. However, 5 customers will not receive the meal boxes within the time frame of 1
hour 30 minutes. The company may consider dispatching the second route 15 minutes
earlier than the others. The company may pay Baht 2,000 for the fixed charge of the
earlier dispatched route of which motorcyclist has to reach the depot earlier than others.
It is a better choice as compared to hiring another motorcycle with additional fixed
charge of Baht 1,750. Nevertheless, this can be done with the conditions that meal
boxes must be ready for delivery earlier'and the 5 first customers in that route can

accept the delivery of meal boxes earlier than the agreed time.

® Drop-off Time

Because the time constraint affects the result, number of customers, of
which each takes 2 minutes for dropping off the meal boxes, is another important
variable. For example, if a motorcycle delivers 40 meal boxes to 40 customers, most of

the time, or 80 minutes, will be used for dropping off the boxes and there will be only 10
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minutes left for the transportation. Therefore, if the company can reduce the drop-off

time, the fleet size should be reduced.

According to this assumption, another test was run with the adjustment
of drop-off time. The drop-off time was initially reduced to 1 minute 30 seconds. The test
takes 1 hour 23 minutes and 43 seconds. The result is the same as the test with time
frame adjustment. The summary is shown on Table 4.4 and details of each route are the
same as the one resulted from the test with time frame adjustment, as shown on Table
A.2. Consequently, the total expenditure can be calculated equal to Baht 5,607.42 per
week which is the same as the result of time frame adjustment. Therefore, it can be
considered that reducing drop-off time can reduce the fleet size and total cost.

Table 4.4: Routes summary of result from the first drop-off time adjustment

Loaded
Route Round Travel Distance | Travelling time to last | Cost
Vehicle Demand ™
No. No. (kilometre) customer (hour) (baht)
(unit) ih 4

fieai1 Motoryclel 04 16.8 1:04 18.48
Lﬁﬂﬁﬁ2 Motorycle[1 37 18.87 1:25 20.75
g3 Motoryclel1 30 10.76 0:54 11.83

Additionally, the drop-off time adjustment was refined by increasing it to
1 minutes and 45 seconds. The test takes 1 hour 24 minutes and 9 seconds. The
summary of results is shown on Table 4.5 and details of each route are shown on Table
A.3. The weekly expenditures include fixed charge of Baht 5,250 per week and
transportation charge of Baht 53.73 per day. The total weekly payment is equal to Baht

5,626.11 per week.
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Table 4.5: Routes summary of result from the second drop-off time adjustment

Loaded
Route Round Travel Distance | Travelling time to last | Cost
Vehicle Demand
No. No. (kilometre) customer (hour) (baht)
(unit)
L‘ﬁﬂ?‘ﬁ1 Motorycle[1 29 19.86 1:24 21.84
g2 Motorycle 30 10.76 0:59 11.83
#ig2913 Motoryclel 32 18.24 1:22 00.06

Because the longest time used to reach the last customer is 1 hour 24
minutes, it is possible for the drop-off time for each customer to be longer than 1 minute
45 seconds. Therefore, further refinement was done with the same routes by re-
calculating only the travelling time to the last customer with longer drop-off time of 1
minute 50 seconds, 1 minute 55 seconds, and 2 minutes respectively. The results of the
further refinement are shown on Table 4.6. The results show that the fleet size can be

reduced with reduction of only 5 seconds for drop-off time.

Table 4.6: Travelling time to last customer, re-calculated from the test with drop-off timse

of 1 minute 45 seconds

Drop-off Time (hour:minute:second)
Route No.
1 min 45sec| 1 min 50sec |1 min 55 sec 2 min
1 1:24:00 1:26:05 1:28:10 1:30:15
2 0:59:00 1:00:45 1:02:30 1:04:15
3 1:22:00 1:24:25 1:26:50 1:29:15

The drop-off time adjustment is seemed to be a better choice compared
to dispatching earlier. However, the drop-off time of two minutes used in the system is
just a fair estimate. To ensure-that the time is shorter than 1 minute 55 seconds, the

company has to find a practical method to reduce the drop-off time.

4.4 Conclusion

The system was tested with a set of 78 customers after its development.

The test result does not violate both constraints. The result show the possibility for
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additional demands. On the other hand, cost reduction can be done by time frame and

drop-off time adjustments.
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CHAPTER V
CONCLUSION AND RECOMMENDATIONS

5.1 Conclusion

This thesis studied the vehicle routing problem of a planned breakfast
delivery service in Bangkok. The business plans to use motorcycles for the delivery. The
company has containers for loading up to 40 meal boxes which will be fasten with the
motorcycles daily. The delivery expenditures include Baht 1,750 of weekly payment for
salary of each delivery man, and Baht 1.10 per kilometre for transportation charge. The
depot is located near Rama IX Road and Srinakarintra Road with the delivery area of
approximately 5 kilometre radius around it. The problem has limitation of vehicle
capacity and time frame which each vehicle has to reach its last customer. The purpose
of developing the vehicle routing system is to find solutions for the case company to
deliver meals to its customer with optimal fleet size and total travel distance under the
condition that each vehicle must be loaded not more than its capacity and must take
travelling time not longer than the specific time frame. The system was developed with
assumptions including weekly changed delivery points, one trip per day for each
motorcycle, ignorance of the condition of traffic and irregularities such as accidents and
closing routes, excluding the expressway and the motorway from delivery routes, two-
way traffic in small roads with average velocities of 25 kilometre per hour, one-way traffic
for each side of main streets with dividing islands with average velocities of 45 kilometre
per hour, and drop-off time of 2 minutes for each customer. The scope of thesis includes
finding a method. for problem solving, modelling the problem, implementation in
computerized simulation program, data preparation for the system, formulating the

operating procedure of the system for the company, and testing the system.

The research initially reviewed related theories and applications of
theories, with the purposes of studying characteristic and solution approaches of the
problem. Because only location of the customers can be used for the routing, the

problem is consisted of shortest path problem and vehicle routing problem. Most of
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reviewed researches use the Clarke-Wright's method, Savings algorithm, due to its

simplicity.

The solution approaches used in the vehicle routing system includes
Savings algorithm for the routing process and A* search algorithm for shortest path
problem. Savings algorithm was chosen for the routing process because of its simplicity
and widely usages. The procedure of the approach includes initially building a set of
routes which each customer is assigned to each route, calculating of saving value
between each pair of customers, selecting the highest saving value, and merging the
routes to form the solution while feasible. A* search algorithm implemented in the system
uses distance of the path and the distances from all routes in the path to target node for

finding consideration. The developed system is divided into 3 parts:

® |nputs includes customers’ locations and customers’ demands

® Computation uses the input in the algorithms to find a solution for

the problem

® Qutputs are displayed in road map. Detail and summary of all

routes are also shown.in the system.

The system was developed by modifying a vehicle routing program
developed by Viroj Putvithee [32] with a copyright of National Electronic and Computer
Technology Center (NECTEC), member of National Science and Technology
Development Agency (NSTDA), and Water Pacific Part., Ltd. The-program originally
used Forward algorithm, a modification of A* search algorithm, and a modification of
savings algorithm. The program can solve the vehicle routing problem of trucks with
capacity constraint, without time constraint. Because the software was developed for big
scale problem, the shortest path finding ignores the case of having several customers
on the same road, the distance from road intersection to customers, and choosing start
and target nodes which give the actual shortest path. Additionally, the solution

procedure starts from routing process using only direct distance between customers,
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then finds the actual travelling path by using the shortest path module. Because of the
development for truck routing, the software had to be modified to suit the small scale
problem like motorcycles routing. The modification was made in 2 parts: shortest path
finding control module and routing process. The modification of shortest path finding
control module includes adding the case of having several customers located in same
edge, using alternate node of edges to find actual shortest path, and consideration of
distance from node to customer location. For the routing process, the savings algorithm
module, of which procedure is already described in 3.3.2 Computation, was developed.
Additionally, the solution finding was redesigned to use the shortest path in the routing
process for its accuracy. The shortest path computation module, user interface and
output display module of the software are not modified. The user interface uses Thai
language for practicality. The software is tested with instances of capacitated vehicle
routing problem in order to prove that it can effectively find a solution for the problem.
The instances, authored by Augerat et al, can be found in [2] and is divided into 3 set:
A, B, P. Results of set A are different from the known best results in average of 5.03%.
The average difference of set B is 4.04% and that of set P is 9.50%. The overall average
is 6.17% which indicates that the performance of the developed system is close to the
most effective approach. The number of resulted routes which is mostly as same as the
best result shows the ability of the system to minimize the fleet size The procedure of

operating the system was also formulated for the case company.

The system was tested with. 78 customers. The customers’ locations are
retrieved from-customer survey conducted-in the delivery area. The drop-off time is 2
minutes and demands of the customers varied -from-one to. four units-per-customer. 90%
of customers order 1 unit, 5% order 2 units, 4% order 3'units-and 1% order 4 units. The
time constraint was 1 hour 30 minutes and maximum capacity was 40 units. Result of the
test has 4 routes with demands of 16 units, 29 units, 22 units and 24 units, and the
travelling time of 44 minutes, 1 hour 19 minutes, 1 hour, and 56 minutes respectively.
The total operating expenditure is Baht 7394.24 per week. The result indicates that the
system can find solutions which satisfy both constraints. According to the result, all

routes of the result have a lot of room left for their capacity. Although the result has
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flexibility, the number of routes can be reduced to 3 routes because the total demand is

91 units.

In order to explore the possibility of improving the result, another test
with allowance to violate the time constraint was performed. The result has 3 routes of
which one violates the time constraint. The cost was reduced by Baht 1,786.82 per week
or 24.16% to Baht 5,607.42 per week. The company can choose to dispatch one vehicle
15 minutes earlier than initially planned or let 5 customers receive their meals up to 15
minutes late. The former alternative may be negotiated with the contracted motorcycle

with some extra pay which obviously can be cheaper than hiring another motorcycle.

Another way to improve the result besides allowing more delivery time in
a route is to reduce the drop-off time. The drop-off time was reduced from 2 minutes.
The reduction of only 5 seconds of drop-off time can reduce the number of routes, and
consequently the fleet size from four to three. However, the drop-off time of two minutes
is a fair estimate. Therefore, the company has to find a practical method to reduce the

drop-off time.

5.2 Recommendations

This-section explains the implementation of the developed system in this

study. It also recommends further work that can add value to this research.

A. ~Implementation-of the system

® Because this thesis does not use real data, the company has
to collect the real data of customers which can be plotted in

the Bangkok roadmap of the system.

® The resulted fleet size in this thesis is just an example. The
company should run the system with real data before starting

of the operation.

B. Extension of the system
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® The travelling time in the system is calculated with the
average velocities of 25 kilometre per hour and 45 kilometre
per hour. To make the system more realistic to the actual
traffic condition, different and varying velocities may be

considered to calculate the travelling time.

® |n some situation, the vehicles must not arrive each customer
sooner or later than the specific time window assigned by
that customer. Therefore, the system should be modified to

suit the problem conditions.

® The routing process can be modified with other approaches
such as Simulated Annealing or applying routes improvement

approaches with a constructive approach.
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Table A.1: Route details from a run of the routing program with initial conditions
(The first line lists the sequence of the customer names in the route. The following lines

tell how to travel from one customer to the next one in the sequence)

Route

No.

Detail of route

1 e == Motorcycle ;g ;r;s;bf;be;bb;t;bh;bg;ar;bx;by;an;ao

Path 1 : AGIAUAT > F.WTZTMIA 57/1 —> & NTLI M 57 —> H.WNTLITIMAN5ET -
> @ SIMANI24 > MANAUHAIFUINA > FUINAW > FuIuSyTana1nm
A0 --> MUNAUNAITUINSTHTIADWITDIY > F T INA N4 —> 0.

TINAWN > U I IUAWKI18 --> g

Path 2 : g --> H.3WAWNING -> 1

Path 3 : r --> %.3IUAUII18 ~-> road —-> %.IWAWKHIT6 > s

Path 4 : s --> % 51UAMKI16 --> bf

Path 5 : bf --> %.5I4AIKI16 -> be

Path 6 : be --> %.5IWANIHI16 --> bb

Path 7 : bb --> %.514A K916 --> road --> %.5IUAMKIT14 > t

Path 8 : t --> &.5IWAMNI14 > bh

Path 9 : bh > %.5MWAUNIT4 > bg

Path 10 : bg --> % FIWAMNITE —> D.IIWAUNL —> 95 TIUAUNISE > ar

Path 11 : ar --> %.31UAMNIES > “B.Wi$313JLf%I)131 --> bx

Path 12 : bx > %.W5£5 A3 > F.N32513A131-33 > by

Path 13 by => % W3¢ 51MA131-33 > EN 55113133 - an

Path 14 : an —> 4. WIZIIMIMN33 —> H.FIWAWNIS > F.NTLTIUA29 > ao

¥
Path 15 : a0 --> %.WILIWIN129 --> ﬂ.WigiﬂJli’sﬁ -=> “]I.W§$‘i1ill,f9ﬁ 53 --> YNNI

i1 55 —> % WIZIIUIAN 57 —> F. NI 57/1 > AGIaUM

2 LﬁmﬁZZZI\/Iotorcycle;aa;ac;z;x;y;bv;bt;bu;bs;au;av;br;bp;bo;

bg;bn;bm;as;at;bd;bc;ba;aq;bz;ai;v;w

Path 1: ARIAUAT > F.WTLTA 57/1 —> H.WTLI WA 57 > F.WTLTIA 55 —-

¥ o ¥ v
> DNWTSITTINNT --> NAUTD --> D.WITLTTIUNT --> FNTLTINNI62 --> aa

Path 2 : aa —> %. W33 MIA62 —> road —> H.WILTINA60 > ac
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Route

No.

Detail of route

Path 3 : ac —> %.W3231MIA60 —> road —> H.WILT A58 > road —> z

Path 4 : z —> road —> %.WIZIINA54 > X

Path 5 : x > %.WTLIINA54 > y

v v 2 vy o
Path 6 : y --> B NWILINUNISS --> DNTEIIUNT --> QYIF1UT D.FIUAUHNN --> 0.

FIWAUKE > FTIWAWKIS > by

Path 7 : bv --> SIMA K4 —-> SINAULKIS F087 --> bt

Path 8 : bt --> SIUALNIA FDYT7 > NWISHIANFDYT7 NUFDYS > TIURUNIL B0

8 -->bu

Path 9 : bu --> SIUANIWI4 FOUS —> NNTLHINLOY7 NUFDYS > NNTLHINLOY

6 NUBDY7 --> bs

Path 10 : bs => NNTLHINTOY6 NUFDYT > NNILHINFOY5 NUYDYE >

FINAUIKGS F085 —-> au

Path 11 : au --> FIWAMKIS FD5 —-> FIUAKIS > SINAUKI4-TIWAWNIL -->

9.5 IWAUNI2 > av

Path 12 : av --> %.514A K2 --> br

Path 13 : bf —> . 3IMAWNI2 > 0.5 WA WNL > ganausantms v — 0.

FIWAUN --> . TIWAUNKIT > bp

Path 14 : bp > %.9I1AMWNIT —> bo

Path 15+ bo--> 4.3 1WAUNIT. > 0.5 IUAWHL > 4. FIUAWK3/1 > bg

Path 16 : bg —-> %.510ANYN3/1 --> road > 0.5 IWAUHKL > F.IIUAUKIS > .

FHAMNIS LUEnT --> bn

Path 17 : bn --> %.SUAULHIS Bgn1 --> bm

Path 18 : bm --> %.SUAKWIS LYAT --> F.FINAUKIS --> as

Path 19 : as --> %.5 1WA UHNES --> 0.5 IUAWN --> F.IIWAWNLT --> at

Path 20 : at —-> %.5IUA N7 —> 0.5 IWAUNQ > AFUTONT B I IWAWNI25 —> 0.

FIWAUKS > .5 IWAWKI18 --> bd

Path 21 : bd --> %.5T1WAMKHI18 --> bc
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Route

No.

Detail of route

Path 22 : bc --> %.51A K18 > ba

Path 23 : ba --> %.9I1UAMNIT8 > 0.3 IWAWHNL --> F.TIWAWNIT0 --> aq

Path 24 : ag --> %.5UAWHI10 —> 0.5IWAWN > H.TINAINIS —> . NTLIMN

35 --> bz

Path 25 : bz > 4. WIZI1A35 > % NTZI1A35-37 —> ai

Path 26 : ai —-> %.WIZIIMIANB5-37 —> & WILI1WA37 —> v

Path 27 : v —> % WIZIIMAIB7 > w

Path 28 : w —> % WIZITUAIB7 ——> D.NISTINT —> F.WILTINA 53 —> B NTLTIN

(A1 55 —> . WIZIIWIN 57 > H.NTZI1MN 57/1 —> AGIaUM

Lﬁmﬁ3::Motorcycle;ag;ae;af;p;o;bl;ap;ah;am;al;ak;bk;bj;bi;

aj;u;bw;ab

Path 1 : AGIAUAT —> F.NTLIMN 57/1 —> HF.WTZIIMA 57 —> F.NTLITIMAN5T -

> 4 FIUAWNI4 —> AAUTANT ABAC —> 4.5 IUAUNI24 > F S IUAWNI24/1 >

ag

Path 2 : ag --> ¥.51WAMNI24/1 —> ae

Path 3 : ae =-> %.5 1WA N I24/1 --> af

Path 4 : af --> 4.3 1UAWNI24/1 > D.IIWAUNL > G T IUAUN22 > p

Path 5: p --> %.51WAMNI22 --> 0

Path 640 —-> . 31UA N2 —> D IIUAMIN==> 4 IINFINIS —> ¥ WTZIIN29

--> Dl

Path 7 bl ==> %152 31MIA129 —> ap

Path 8 : ap --> %.Wi$513JLf91}129 > G FIUAUNLE > GB.W5$§13JL€1}135 -->ah

Path 9 : ah —> %. W33 IMIA35 —> & WTLIIMN35-37 —> am

Path 10 : am —> % WILTIMAIB5-37 —> . WTZTIA3T7 —> F.NTLTNA37-39 >

“B.Wi$§11l!,fa‘|)139 —> o FIUAUNL2 > ¥.aNef4 --> al

Path 11 : al --> %.9ANYA4 --> ak

Path 12 : ak --> ¥.@ANgA4 --> % IIWAMNIT2 > bk
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Route

No.

Detail of route

Path 13 : bk --> %.51UA N2 —-> D]

Path 14 : bj --> %.31UAUNI12 > b

Path 15 : bi --> %.51AWNI12 > B W52I1A39 --> aj

Path 16 : aj --> %.W3ZTIMA39 --> U

Path 17 : U —> %.WIZT1A39 —> bw

Path 18 : bw —> % .W3Z31NN39 —> D.NITLT M > B WTZI AN 53 > ab

Path 19 : ab —> & WIEI 1A 53 > &% WILTIA 55 —> B WIIA 57 —> o,

W32 57/1 ——> aasaual

MeIN4 == Motoreycle: az;ay;ad;n;aw;ax;k;j;l;m:a;d;b;c;h;e;f

7 g

Path 1 : AGIAUM —> F.WIZTUN 57/1 > F.WTSIIA 57 —> H NTZIA57 -

9
> % JIWAWKE24 > NAUID > F.IINA N6 —> Lﬁﬂ’lﬂ]ﬁ”ll%?ﬂ.ﬁﬂﬁ%!ﬁﬂ ->10

CSINAUNY --> AAVTD —-> D.FIUAMNY > F.5IRUKI30/1 —-> az

Path 2 : az --> %.31UALNI30/1 > ay

Path 3 :ay -—> % TIUANI30/1 > D.ITWAMNL > ¥ IIUAINN30 > ad

Path 4 : ad --> 9.5IWAMWNI30 =-> 9. IWAWLNT ==> .5 TWAWKWI26/2 --> road --> .

FIWAWNI26/1 > n

Path 5 : n --> %.5IUAWNI26/1 --> road --> K. 5INAUNE26/2 --> aw

Path 6 aw > #.51NAUINI26/2 > ax

Path 7 : ax --> %.5 1WAMNWI26/2 --> K

Path 8 : k > . 31UAMYN26/2 > |

Path 9 : j --> %.9IUAWNN26/2 --> road > F.IIUANI26/1 —> |

Path 10 : | --> &.5I4AUNI26/1 --> m

Path 11 : m --> %.5IUAUNI26/1 > D.5IHAWNI --> F.I WA 24/2 > a

Path 12 : a --> %.51AMNY 24/2 --> d

Path 13 : d --> %.51AUIN 24/2 --> b
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Route

No.

Detail of route

Path 14 : b --> %.5TUAMNN 24/2 > ¢

Path 15 : ¢ --> %.51AULKY 24/2 --> h

Path 16 : h --> %.5IUA N 24/2 > e

Path 17 : e --> %.5INA MK 24/2 > f

Path 18 : f —-> ®.31UANINY 24/2 > g

Path 19 : g —> ¥.5 AN 24/2 —> |

Path 20 : i --> 4. 3IWAMNKN 24/2 > & 3IWAMI4 —-> NAUTD > %.WS%TI?JL%"I57 -

> @ WIEIUAT 57 —> % W52 57/1 > adaua
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Table A.2: Route details from a run of the routing program with relaxation of time frame

or drop-off time of 1:30 minute

(The first line lists the sequence of the customer names in the route. The following lines

tell how to travel from one customer to the next one in the sequence)

Route

No.

Detail of route

1

NeIN 1 == Motorcycle ;q;r;s;bf;be;bb;t;bh;bg;ar;bx;by;an;ao;p

;0;bl;ap;ah;am;ab

Path 1 : AGIAUA > H.WIZTNINA 57/1 > F WTLIIUA 57 —> H.NTZIA57 -
> @ SIANI24 > NMINIUNAITUINAN —> FUINAW > FuuSyTana1nm
A0 > NMINAUN AT UINTHITIAADIHADIU > B TINAUN24 —> D,

TINAWNS > Y. IIUAWNI18 > q

Path 2 : g --> ¥.3IUAWUI18 > 1

Path 3 : r--> % 310ANI18 —> road —> & TINAUNIT6 —> s

Path 4 : s --> %.514AKI16 —> bf

Path 5 : bf --> %.510AUNI16 —> be

Path 6 : be --> %.5TUAKWIT6 --> bb

Path 7 : bb --> %.510AH916 --> road --> F.5IUAWKI14 > t

Path 8 : t --> %.5I4AULNI14 ==> bh

Path 9 : bh --> &.51UANI14 --> bg

Path 10 : bg —-> %.9IUAMNAT4 > D.IIWAWNY --> F.IIWAUNLS > ar

Path 111 ar=>% JIUAMNIS -=> “B.WigiTMlﬁ)131 ==>-px

Path 12 : bx > %.W5£WIA3T > F.NF251M31-33 > by

Path 13 by =>& W52 51A131-33 -5 4. W55 1WIR133 > an

Path 14 : an —> 4. WILIIMINS3 —> H.FIWAWNIS —> F.WNTLTIA29 > a0

FJ
Path 15 : 20 —> H.WIZTNA29 —> D.WTLI WA —-> AYIFIE %, TIUAMKIEN2
> SIUAMKHI24UN2 --> . 5IUAWNI24 > 0.5 IWANI --> .5 IUAUNI22 -->

P

Path 16 : p —-> ¥.31UANI22 > 0

Path 17 : 0 —> %.5IAMNI22 —> D.TIWAWHL —> H.FIWAWNIS —> B NTLT1AN
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Route

No.

Detail of route

29 --> bl

Path 18 : bl --> %.W531M29 > ap

Path 19 : ap --> #.W5LTIWA129 —> & FINAWNIS > % NTLTIWMN3I5 > ah

Path 20 : ah —> 4. WIZI M35 —> H.WTLTINA35-37 —> am

Path 21 : am —> %.W32I1A135-37 > B WTLTA37 > D.WTZT I —> o,

N323 1M 53 —> ab

Path 22 : ab —> % WIZI A 53 => . WTLIIUN 55 —> U WILTNA 57 —> .

W3z 57/1 > Agedum

Lﬁmﬁ2==Motorcycle;aa;ac;z;x;y;bv;bt;bu;bs;au;av;br;bp;bo;
bg;bn;bm;as;at;bd;bc;ba;aq;bz;ai;v;w;al;ak;bk;bj;bi;aj;u;

bw

Path 1 : ARIAUAT > FWNTLIN 57/1 —> H.WTZI I 57 > F.WTLT A 55 -

> QNTLIA > NAVTD > 0. WILI NN —> HF.NTLIMAN62 —> aa

Path 2 : aa —> %.WIZITI62 —> road —> ¥ WILIINA60 —> ac

Path 3 : ac —> %.WII1N60 —> road —> ¥ WILI A58 > road —> 7

Path 4 : z > road —> %.W5ZTIN154 —> X

Path 5 : x --> 9. WT¥3IUN54 > y

v v 2 g g o
Path 6 : y --> . WIEIIUNTD4 > D WIS TN --> QYIFIUT D.TIUALINI > D.

FINAUKG --> FAIUAUHIS --> by

Path 7 : bv --> SIMAINS --> SIUATINS ¥oa7 --> bt

Path 8 bt —> SINAMNIL FOYT > NMITEHINFOUT NUFOUB > TIUAWLIS SO

8 --> bu

Path 9 : bu --> SIMAYI4 FDES —-> NNILHINLOY7 AUYDYS --> NNTLHINY DY

6 NUBDYT7 --> bs

Path 10 : bs —> NNTTHINTOU6 NUFDYT7 --> NNILHINFOY5 NUYDYE >

AWML B85 --> au

Path 11 : au --> SIWAKIS FOU5 —-> FIUAKIS > SINAUKI4-TINAWNIL -->
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Route

No.

Detail of route

9. FINAUNI2 > av

Path 12 : av --> %.51AULKE2 --> br

Path 13 : br —> & 5IWAWNE2 > 0.5 WA WK > anausantnms W —> 0.

TIWAUNY --> . TIWAUNIT > bp

Path 14 : bp > %.9I1AWNIT —> bo

Path 15 : bo —> %.SIMAUMIT > D.IIWAWNL > H.IIWAWNIZ/T —> bqg

Path 16 : bg —-> 4.3 1UAWN3/1 > road —> D.INWA UKL > F TIWAUNIS > .

FUAWNI5 1A > bn

Path 17 : bn --> .5UAWKIS BenT --> bm

Path 18 : bm --> 9.NAUNI5 LLEAT > 9.FINAUNIS > as

Path 19 : as —> H.51UALKI5 > D.IIWAUK > F.IIWANWIT > at

Path 20 : at > % SIUAMNIT —> 0. 5IWAWNI > NAUTANUT B IIUAUNI25 —> D,

FIWAUKG > . FIWAWKI18 --> bd

Path 21 : bd --> .5 1A L1418 --> bc

Path 22 : bc --> %.510A U118 --> ba

Path 23 : ba > H.3INAMKIIE > D.IIWAWNI ==> &.3IWAWNI10 --> aq

Path 24 : aq --> % FIWAMNIT0 > D.IIWAUNY --> B TIUAUNLE > m.wszﬁmf’ﬁ

35 --> bz

Path 25 bz = & W£5MAI35 -5 & WS IINA135-37 <> ai

Path 26 : ai > %.WIZT1UA35-37 —> H.WTLIIWA3T7 —> v

Path 27 : v --> & W55 1IA137 —> w

Path 28 : w —> % WIZIMIAIB7 —> F.WTLIINAI37-39 —> & WILTINAI39 > o,

JIUAWNAT2 > ¥.aNef4 --> al

Path 29 : al --> %.9aANYA4 --> ak

Path 30 : ak --> %.9augf4 --> % IIWAMNIT2 > bk

Path 31 : bk > 4. 9I9AMNIT2 > bj
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Route

No.

Detail of route

Path 32 : bj --> %.51UAUNI12 —-> b

Path 33 : bi --> %.5IAUNIT2 > B W53 > 3]

Path 34 : aj --> %.1325134A139 > U

Path 35 : U —> %.W3231UA139 > bw

Path 36 : bw —> 4. W32I1A139 —> D WNTZI WA —-> B WTZI A 53 > o,

WIZIIIAN 55 —> . WILIIMIMN 57 —> F.NTLI M 57/1 —> Aagaaum

Lﬁmﬁi?)::Motorcycle;ag;ae;af;az;ay;ad;n;aw;ax;k;j;l;m;a;d;b

;Ccihsesf; gy

Path 1 : AGIAUM ~=> FNTZTIN 57/1 —> F.WTZI A 57 —> H.NTZIA57 -
> % SIWAWNI24 > NAUTONTN ABAC —> & JINAUNI24 —> & SIUAWNI24/1 >

ag

Path 2 : ag --> %.310AWN924/1 > ae

Path 3 : ae --> ¥.510AMNI24/1 --> af

Path 4 : af --> §.5IWAMKI24/1 --> D.IIMAUNY --> ﬂﬁﬂiﬂﬁﬁl}] AU IMUN > 0.

FIWAWHNY > NAVTD -=> 0.5 IWAUNI > H.5IWAMNI30/1 > az

Path 5 : az --> ¥.514ANI30/1 --> ay

Path 6 : ay > %.510AMNI30/1 —> D.IIWAUNY --> ¥ T 1WAUNI30 > ad

Path 7 : ad --> %.51AMHI30 --> 0.5 IUAWHKY --> F.5INAUNI26/2 --> road --> .

FINAWNI26/] > n

Path 8 : n --> %.51UAUNI26/1 --> road —-> %.5 1WA UHI26/2 --> aw

Path 9 aw --> %.5IUAMN26/2 > ax

Path 10 : ax --> 9.5 1WAMNE26/2 --> Kk

Path 11 : k --> %.31UAMNI26/2 —> |

Path 12 : j > 4. 9I1AMNN26/2 > road —> F.IIUAMNI26/1 --> |

Path 13 : | --> %.51UAUNI26/1 --> m

Path 14 : m --> &.5IUAUNI26/1 —-> 0.5 IA UK --> K. 5INAULN 24/2 --> a
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Route

No.

Detail of route

Path 15 : a --> %.51AMHNY 24/2 --> d

Path 16 : d --> %.5TWANY 24/2 —-> b

Path 17 : b --> %.51UAUINS 24/2 --> ¢

Path 18 : ¢ --> %.51NAULKY 24/2 --> h

Path 19 : h --> . 5INAMLKY 24/2 > e

Path 20 : e --> %.51MAMNY 24/2 > f

Path 21 : f —-> . 3INANE 24/2 —> g

Path 22 : g —-> %.5INANNAL 24/2 > |

Path 23 : i --> % 3IUAWINY 24/2 —-> B.3IWAWN24 —-> AAUTD > %.W3$i1hlf¥"l57 -

> o WILTIMNT 57 —> FNTLIINA 57/ —> AdIdumM
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Table A.3: Route details from a run of the routing program with drop-off time of 1:45

minute

(The first line lists the sequence of the customer names in the route. The following lines

tell how to travel from one customer to the next one in the sequence)

Route

No.

Detail of route

1

NeIN 1 == Motorcycle ;q;r;s;bf;be;bb;t;bh;bg;ar;bx;by;an;ao;p

;0;bl;ap;ah;am;aa;ac;z;x;y;ab

Path 1 : AGIAUA > H.WIZTNINA 57/1 > F WTLIIUA 57 —> H.NTZIA57 -
> @ SIANI24 > NMINIUNAITUINAN —> FUINAW > FuuSyTana1nm
A0 > NMINAUN AT UINTHITIAADIHADIU > B TINAUN24 —> D,

TINAWNS > Y. IIUAWNI18 > q

Path 2 : g --> ¥.3IUAWUI18 > 1

Path 3 : r--> % 310ANI18 —> road —> & TINAUNIT6 —> s

Path 4 : s --> %.514AKI16 —> bf

Path 5 : bf --> %.510AUNI16 —> be

Path 6 : be --> %.5TUAKWIT6 --> bb

Path 7 : bb --> %.510AH916 --> road --> F.5IUAWKI14 > t

Path 8 : t --> %.5I4AULNI14 ==> bh

Path 9 : bh --> &.51UANI14 --> bg

Path 10 : bg —-> %.9IUAMNAT4 > D.IIWAWNY --> F.IIWAUNLS > ar

Path 111 ar=>% JIUAMNIS -=> “B.WigiTMlﬁ)131 ==>-px

Path 12 : bx > %.W5£WIA3T > F.NF251M31-33 > by

Path 13 by =>& W52 51A131-33 -5 4. 05518133 > an

Path 14 : an —> 4. WILIIMINS3 —> H.FIWAWNIS —> F.WNTLTIA29 > a0

Y
Path 15 : 20 —> H.WIZTNA29 —> D.WTLI WA —-> AYIFIT %, TIUAMKIEN2
—> 9 FIUAMKI24UN2 --> K. 5IUAWNI24 --> .5 INANI --> .5 IWAUNI22 -->

P

Path 16 : p —-> ¥.31UANI22 > 0

Path 17 : 0 —> %.5IAMNI22 —> D.FIWAWNL —> F.FIWAWNIS —> B NTLTA
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Route

No.

Detail of route

29 --> bl

Path 18 : bl --> . W5£31M29 > ap

Path 19 : ap --> #.W5LTIWA29 —> 9. FINAWNIS > % NTLTIWMN35 > ah

Path 20 : ah —> & . W5ZI M35 —> H.WTLTIMNA35-37 —> am

Path 21 : am —> %.W3231A135-37 > § WTLTIAZ7 —> 0. WTLT I —> AL

v v
30 > D.NTTIINNT --> H.WTEIIUN62 --> aa

Path 22 : aa —> %.WILIMING2 —=> road —> F.WITLIINA60 —> ac

Path 23 : ac —> %.N3I1UA60 —> road —> % WTLI A58 > road —> 7

Path 24 : z > road —> % NI T1MA154 —> X

Path 25 : X > %.W5LFNUN54 > v

Path 26 : y --> %.WSLIINMI5A > D.WITLI N > AEUTD —> D.NTLI AT > 5.

W32 53 —> ab

Path 27 : ab —> & WIZI1A 53 > F.WTTIUAT 55 —> B WITA1 57 —> o,

W3z 57/1 > adeaum

Lﬁmﬁ2::MotorcycIe;ag;ae;af;az;ay;ad;n;aw;ax;k;j;l;m;a;d;b

;Ccihse;f gy

Path 1 : ARIAUAT > F.WTZTIN 57/1 —> H NTLTIMN 57 —> H.NTLITIMAN5ET -

> % SIWANI24 > NAUTONT ABAC > % TIUAUNI24 —> & SIUAWNI24/1 >

ag

Path 21 ag --> %.5IUAIN24/1 > ae

Path 3" ae --> %.5IWA M 324/1 ~> af

Path 4 : af --> %.51UAMNI24/1 —> D.TIWAUNY --> ﬂﬁﬂ‘iﬂﬁﬂ1 AU > 0.

FIWAWNY > NAVTD --> D.5IWAUNI --> K. IWAMWNI30/1 > az

Path 5 : az --> %.5IAUNI30/1 > ay

Path 6 : ay --> ¥.31AWNI30/1 --> DI VAU > F.5IUAUMI30 --> ad

Path 7 : ad --> 9.5 T0AMKWI30 —-> 0.5 TUA UK --> F.5IWAWKWI26/2 —-> road --> .

FIWAWNI26/1 —-> n
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Route

No.

Detail of route

Path 8 : n --> %.5IUAUNI26/1 --> road --> K. 5INAUNE26/2 --> aw

Path 9 : aw —-> %.5IUAULNN26/2 --> ax

Path 10 : ax --> 9.5 1WAMN26/2 --> k

Path 11 : k --> %.31UANI26/2 —> |

Path 12 : j > 9. 3AMNI26/2 —> road —> F.IIUAUNI26/1 > |

Path 13 : | --> &.5I4AULNI26/1 > m

Path 14 : m --> G.3INAWKE26/T > D.TINAUMN > B TIWAUNS 24/2 > a

Path 15 : a --> %.5INALKY 24/2 --> d

Path 16 : d --> 9.3IWANNW 24/2 > b

Path 17 : b --> %.3TWANN 24/2 > ¢

Path 18 : ¢ --> %.51NANLKS 24/2 > h

Path 19 : h --> &.5INA WK 24/2 --> e

Path 20 : e --> %.51ALHE 24/2 —-> f

Path 21 : f —-> .51UANINE 24/2 > g

Path 22 : g ==> H.31UANY 24/2 > |

Path 23 : i > 9. 31UANG 24/2 —-> H.FINAWIN24 > NAVTD > %.Wi$‘i13JLi?ﬁ57 -

Y [
> B WILTIMAT 57 > FWTLIWAN 57/1 —> AdIFUM

3 LﬁmﬁSZZMotorcycle;bv;bt;bu;bs;au;av;br;bp;bo;bq;bn;bm;as;

at;bd;bc;ba;aqg;bz;ai;v;w;al;ak;bk;bj;bi;aj;u;bw

Path 1 : ARIAUA > F.WTLTA 57/1 —> FWTLIINIA 57 = F WTLT A 55 -
Y
> 0. NTLUMN > NAUTD ~> D.WIZI WM -=> @ETF 19N 0.5 TUA UG > 0.

FIWAUKE > FIWAWKIS > bv

Path 2 : bv --> SIMAMKS —-> SINAWKIS F087 --> bt

Path 3 : bt --> SIUA N4 FOYT7 --> NWILHINFOIT7 NUFDYS —-> TIUAUNIA FOY

8 -->Dbu

Path 4 : bu --> SIUAUINI4 DS --> NNILHINTOI7 NUFOYS --> NNILHINTOY
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Route

No.

Detail of route

6 NUKDYT7 --> bs

Path 5 : bs --> NNILHINBOU6 NUFOH7 --> NNILHINFOY5 NUYDYE >

WAL FB85 --> au

Path 6 : au --> SINANLKI4 BDY5 --> SINAUKIS —-> TIUAMHIA-TINAUNL2 > .

FIWAUNGL --> av

Path 7 : av --> %.5TWAMNW2 --> br

Path 8 : br --> @510 LN92 > 2.5 AWK —> ganausaniims Wi - o,

FINAWN > F.IIUAWNIT > bp

Path 9 : bp > %.370A %41 > bo

Path 10 : bo > A.IIUAKIT > D.IINAWNL > F.TIUANI3/1 --> bq

Path 11 : bg —> %.510A13/1 > road --> 0.3 IWAUKL > F.FIUAUNKIS --> .

FUAWNI5 1end > bn

Path 12 : bn --> #.5UAULHI5 LENT --> bm

Path 13 : bm --> %.SUAMNWIS (1EAT > H.FIWAUKIS --> as

Path 14 : as --> %.5IAWNLS > D.IFIUANNG —-> F.FIWANWIT --> at

Path 15 : at -=> 9. SAMAMNITZ —> 0. IIUANS > DAV AN B TIUAUNI25 > D,

FIWAWHN —-> %5 INAULHI18 --> bd

Path 16 : bd --> %.514A K18 --> bc

Path 17 % bc => % 510AHMI18 >-> ba

Path 18 : ba --> %.5I1UAINI18 —-> 0.5 IUAWHNL > F.TIWAWNI10 --> aq

Path 19 : ag —> %5 WA MHI10 —> 9.5IHA N > . FTANAKS > . NTLTMN

35 --> Dbz

Path 20 : bz > % .W32I1MN35 > H WIZI1NA35-37 —> ai

Path 21 : ai —> %.W3231MIAN35-37 —> & WILTA37 —> v

Path 22 : v --> % WILIIMAZT > W

Path 23 : w —> % WILIMIAB7 > F.WTLIINAI37-39 > & WILTINAI39 > o,

FIMAWNT2 > ¥.aNef4 --> al
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Route
Detail of route
No.
Path 24 : al --> ¥.9aN8f4 --> ak
Path 25 : ak > %.9ANER4 —-> & TIWAUN12 --> bk
Path 26 : bk > 4. 3I1UAMNI12 --> bj
Path 27 : bj --> %.31UAUNI12 > b
Path 28 : bi --> %.5WANIT2 > H.N5LTMA139 --> g
Path 29 : aj --> %.WFLTMAIZY > U
Path 30 : U —-> .WFEFWINI39 --> bw
Path 31 : bw —> B.WFLTINN39 > D.NTLTIMA > 5. NTLITINA 53 > .

NI 55 —> F NILTIN 57 —> F.WTZI NN 57/1 —> AdIaduUmM
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