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CHAPTER |

INTRODUCTION

1.1 Statement of the problems

Document image analysis consists of three mairdggsses that performs the
overall interpretation of document images. Firisg process of determining document
structure may be viewed as guided by a model, exmr implicit, of the class of
documents of interest. The model describes the igdlysappearance and the
relationships between the entities that make umltoeiment such as text and graphic
on the documents. Second, the image acquiremetd bia using scanners and
cameras as mentioned in [3] is considerably degraelegree of automation in
document analysis systems. To alleviate the hamhdagradation, several solutions
regarding to image document restorations have pegpmosed such as the dewarping
approaches to handle 2D images captured by a ldigiteera [1], [3], [4], [5], [6], [7],
[10], [11], [13], [14] and ones obtained by a seamni8], [9], [15], [16].

Third, digital optical character recognition (OCR) key role in document
image analysis, which'is now common in many offlidéswadays, OCR has been an
electronic tool to translate images of handwritteymewritten or printed text into
machine editable text. In academic researches, BGRiield of pattern recognition,
artificial intelligence and machine vision. Thougleademic research in the field
continues, the focus on OCR has shifted to impleéatem of proven techniques.
Junkeret al. [2] researched on the evaluation of document arsaly@mponents by

recall, precision, and accuracy based on the OGRnwrcial software. A common



guestion is how to evaluate the effectiveness a@hstomplex document analysis
systems involving rather distinct components.

The performance of an OCR system depends on thalative accuracy and
speed of these steps. The steps include scanmegyopessing, processing and post-
processing. Skew detection is a part of preproogsstage which affects the
performance of an OCR system significantly if netestted and corrected properly. In
our experiments, we chose the OCR software nahbby FineReader Professional 9
for accuracy evaluation of our approaches.

In this research, we propose a novel dewarpingtimmeo transform pixels in
the curve coordinate system into those in the plac@ordinate system. Our
dewarping function now derived from interpolatioaskd on data collection from a
digital studio kit. Before using the digital studiat, the coordinates on the book
surface are marked by using a graph sheet. Theacegeire the graph-sheet images
by using a digital camera. In order to create dpwarfunction, we extract the pixel
coordinates data of the graph-sheet images fronpdtie being determined on the
graph-sheet images. After obtaining the coordindé&ta, we interpolate data based on
the graph-sheets coordinates data by using sphieepiolation method and impute
data in row by our row imputation algorithm, whican make the function complete.
After that, the dewarping function being createdssd to dewarp the warp document
image. However, for better OCR’s recognition raiesuracy, we-impute the pixels in
to a result image by our column imputation algenthTo make our imaging result
perfectly, we remove the undesirable shade apggatong the document surface due

to the position of the light source and the boolubing mathematic method.



1.2 Research problems

A warp document image is the type of image distortialled “perspective
distortion”. Perspective distortion can occur wiilkea text plane is not parallel to the
imaging plane. The effect is that the charactershéa away look smaller and
distorted.

Many novel approaches have been proposed for dodumage dewarping.

These approaches can be grouped into two categorie

1. Page reconstruction using specialized hardware asdtereo camera and
scanner etc [12], [13], [16].
2. Page reconstruction using a single camera spatiallgn uncontrolled

environment [6], [11], [14].

The first approaches require specialized hardwagdebased on 3-D shape
reconstruction. These approaches are not flexibgitd independent to the devices
that is the approach based on stereo camera[l2iedver some approaches use the
physical model of the device[16] or optical basedelcof the light source and the
book surface [13] to constructed the 3-D shape timegle-or the second approaches,
a document image are captured by using hand-helteres in an uncontrolled
environment, being more adaptable of acquiring dwnt image. However, in these
approaches, some of them use Text base line d®iefd], [14] which is not
independent to the content of the text, page lagmat Font styles. Some approach
require a physical setting of the equipment suclidisgnce and the angle between
camera’s lens and page surface [11]. Thus, in rés®arch, we propose the new

dewarping document image approach in an uncontrolavironment which is



independent to the content, page layout, Font stg@ied physical setting of the
equipments.

In this research we interest in one of another lpralof using a single camera
in an uncontrolled environment that is uneven ligit which is one of the major
problems of camera-based document image. It camrowatether the physical
environment and uneven response from the devigescedly when using artificial
lights or to image reflective content. The effestthat the image has the shade
appearing along the image plane. In our approaehpmpose a method to deshaded
the warp document image by using mathematical ndethat is least squares errors

method to make our resulting image more completely.

1.3 Objectives

To develop a new dewarped and deshaded methodverg@nd deshade

document images, which is acquired from digital eean

1.4 Scope of study

1.4.1 The experimental equipments must be set in theitonds follows:
1.4.1.1 The focused distance of the cameras must be tigkdram.
(equivalent to 90 mm.)
1.4.1.2 The book pasition must not be skew.
1.4.1.3 All of the equipments such as camera tripod, thekletc.
must fix in the position while acquiring the doceim images.
1.4.1.4 Each of book pages must be in separate documeugesn
1.4.2 The image file used in our experiment must berséte condition as

follows:



1.4.2.1 The file format must be JPEG with resolution 0D@% 1600
pixels.
1.4.2.2 The document image must be 256 gray scales.
1.4.3 The text on the documents should be black to ledgCR accuracy.
1.4.4 The performance of our method is evaluated by OGfRracy
percentages usingbby FineReader Professional 9 and OmniPage

Professional 16.

1.5 Resear ch procedures

1.5.1 Study the related researches involving documengéaalysis.

1.5.2 Set up the experimental equipments.

1.5.3 Develop the dewarping and deshading method fodtteiment
images.

1.5.4 Test against several document images test setihg Alkby
FineReader Professional 9 andOmnipage Professionals 16.

1.5.5 Conclude thesis.

1.6 Conceptual framework

In this'research we propase the novel dewarpingtioim based on
transformation of pixels coordinates. Since we findt the pixel coordinates on the
curve ‘surface are obviously distort comparing wiltle same pixels on the planar
image. Thus, to remove this image distortion, weatg the dewarping function to
transform the curve coordinate system into Cantestaordinate system. The

dewarping document image procedure is shown inrEiguL.



War p document image

v

I mage acquisition
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Dewar ping Function

v

Dewar ping image

A
Dewar p document image

Figure 1.1 dewar ping a document image procedure.

For the deshading approach, we suggest the deghfagiction base on
shading behavior of the image. We offer the mathmalamethod to removing the
shade along the document image plane by creatidgshading function based on

least square errors technique. The deshading agpreahown in Figure 1.2.

Dewar p document image

.

Deshading function

;

Deshading image

v

Rectified document image

Figure 1.2 deshading a dewar p.document image procedur e.



1.7Significance of the research

1.7.1 A dewarping function which is used for dewarpedamdocument image.
1.7.2 A deshading function which is used for deshadedcuchent image.

1.7.3 Increase the OCR recognition rates.

1.7.4 Obtaining the document image that is availabldneo@CR.

1.7.5 Create a new way to research in document imaggssal



CHAPTERII

THEORY AND RELATED LITERATURE

2.1 Theory

2.1.1 Digital image

Digital image is an image being stored in digital form. It may be converted

from analog data into numerical data by the image processor unit of imaging devices.
The image can be defined as two dimensional function, f (x,y), where x, y are spatial
coordinates and f are intensity or gray levels of an image at these coordinates. The
coordinates values and intensity values of the image are both discrete quantities. In
general, we use integer values for those discrete quantities for notationa clarity and
convenience. The notation of the m x n digital image can be written as a matrix form
as shown in Equation (1)

£(0,0) f01 - fOn-1)

fey) = 1)

fLn—-1 fm-11) - f(m-1ln-1)
In this matrix, each element can be called pixel, image element, picture element or
pel.
The intensity of any pixelsx, y may be defined as adiscrete gray level Z,

which canbe multiple values. Suppose that, if gray levels of the image have only 2
levels, the intensity values of the image will be O or 1 sometimes called binary image.
However, if gray levels of the image have 8 levels, the image will be 0 to 255 or 256
of intensity values. Thus, it can be considered that the number of gray levels is an

integer power of 2 as shown in Equation (2), where kis a bit number of the image:



L =2k 2
Discrete gray levels are integers values in the interval [0, L — 1] so that luminance of
the image is depend on the gray levels of any pixel intensity values. From the
previous information, it can be said that digital image composes of many pixels
containing with several discrete intensity values and discrete quantities of coordinates

asshowninFigure2.1

Figure 2.1 Digital image containing with various pixelsintensities.

2.1.2 Dewarping Function

Dewarping function is a coordinate transform T () function, from the curved

coordinate system given by f(x,y), to a Cartesian coordinate system, f(x,y") as

shown in Figure 2.2.

Origin
(0,0 (0,.0)
Xoeol X
-~ - 1 ~ \A
e A
fCe,y) f&'y")
Y Y
Curve coordinate system Cartesian coordinate system

Figure 2.2 Transfor mation between curved coordinate system to a
Cartesian coor dinate system
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The curved coordinate system [4], [10], [11] is defined as a set of pixel coordinates
residing in the book-middle-page surface. The Equation is shown in Equation (3).
fO&Ly) =T (x,y)) 3
In our work, we create the function based on coordinates data of the images
by using the spline interpolation method to interpolate the vaues between

coordinates data. The method will be explained on the next section.

2.1.3 Splinelnterpolation

Spline interpol ation, a method of numerical analysis, is aform of interpolation
where its interpolant is atype of piecewise polynomial caled spline. It is used to
represent the data values with function passing through the points called control
points. The points are given by (x, Vo), (x1, 1), --., (x5, y,,) from a given function
y=f(x). Suppose that, the function f{x) is continuous functions that may be
represented the n+1 data values with £(x) passing through the n+7 points. Then we
can find the value of y at any other value of x called interpolation.

Spline interpolation is preferred to use over another polynomial interpolation
method because of its small interpolation error. While another interpolation method
obtain higher order degrees of polynomial that may get oscillatory behavior in some
cases (see Figure 2.3), spline interpolation use only-low degrees of polynomia which

is not more than degrees 3.
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Eract function

F-o

Sth avder polynomial

-1™—F775 -0.5 -0.25 0.25 0.5 0.75%—"1

-0.2

Figure 2.3 Oscillatory behavior dueto using high polynomial degree.

Thus, spline interpolation uses information from more data points, but at the same
time keeping the function true to the data behavior. However, for the fitting,
smoothing and flexibility of the spline depend on its degrees of polynomial. The most
common splines interpolations used are:

1) Linear splineinterpolation

2) Quadratic spline interpolation

3) Cubic splineinterpolation
2.1.3.1 Linear splineinterpolation

The basic type of spline interpolation by using straight line passing through
the point as shown in Figure 2.4. Given(x,, vo), (X1, ¥1), -, (X5, ¥), fit linear splines
to the data. The linear splines are given by Equation (4), (5), (6). In the Equation we
denoted the point as y; = f(x;) and for the line as f;(x)

f3(x)
f(x3)

f()

A

f2(x) f(x2)
f1(x)

f (xo)\ f(x1)

»
»

Xo X1 X2 X3

Figure 2.4 Linear splineinterpolation sample
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filx) = flx) +my(x —xp) 1xp<x<x4 4
f2(0) = fx) +ma(x —x1) xS x<x, )
f3(0) = flx) + ma(x —x3) :x; < x<x3 (6)

For m; = f—(x;l)_i(xi) :1=1,2,3
i+17 A0

m isthe slope of linear function connected at the point.
Linear spline use data from the two consecutive data points. At the interior

points of the data, the slope changes abruptly.
2.1.3.2 Quadratic splineinter polation

To making the spline function more fitting as possible, we will obtain the
polynomial degrees 2 for n+17 point of data. As shown in Figure 2.5, the line becomes

more obviously smooth especialy at the interior points.

f1(x)
f() \ f2(0) f3(x)

) f(x3)
Tf(xo) / \ .
f(x2)

v

X0 X1 X2 X3

Figure 2.5 Quadratic splineinterpolation sample

The quadratic function is shownin Equation (7), (8) and (9)
i) =ax*+bx+c; :x9<x<x (7)
o) =ax> +byx+c, :x,<x<x, (8)

f3(0) =azx? + byx+c3 1x, <x < x5 9)
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To finding the coefficient of the function, we defined the condition of the quadratic

spline interpolation for n+1 datausing with n function and unknown coefficient with

3n data:

1.

The function is similar at the connection point or control point so that:
at f(x;)

filxy) = a1x? + byxy + ¢ = f(xy)

foa(x1) = apxf +byxy + 5 = f(x1)
at f(x2)

f2(x2) = azx3 + byx; + ¢ = f(x3)

f3(x2) = asx3 + b3x; +c3 = f(x)
The first and the last function must pass through the first and the last
points respectively:
a f (xo)

fi(xo) = ayx§ + byxo + ¢1 = f(xo)
a f(x3)

f3(x3) = azx3 + bsxs + c3 = f(x3)
First order derivative at the connection points must similar:
at f(x;)

file) = f7(x1)
2a1x, + by = 2a;x, + b,
a f(x)
f2(x2) = f3(x2)
2a,%5 + by = 2a3x, + bs

Second derivative at the first point must be zero value:

1 () =a; =0
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2.1.3.3 Cubic splineinterpolation

Cubic spline interpolation is the polynomial degrees of 3 as shown in Figure
2.6, which is the maximum degrees of its polynomial form for more flexibility, fitting

and smoothing spline curve.

F®)  fi(x) f2(0) f3(x)

Tf \ fxn) / \

f(x3)

Figure 2.6 Cubic spline inter polation sample

The basic form of polynomial function is shown in Equation (10), (11) and (12):

i) =ax3+bx*+cx+d; 1xg<x<x (10)
fo(x) = ayx3 +byx? +ex+d, 1x; <x<x, (11)
f3(0) =azx® + bx? + c3x+d; 1x, < x < x5 (12)

As similar to Quadratic spline that is data n+ 1, we portion the datain to n
portions which make the 4n coefficient data. This method use 4n condition functions
to finding the coefficient values. For the conditions of the function are:

1. Thefunctions are similar at the connection points or control points so that:

a f(xy)
fi(x) = a;x3 + byxf + ¢y + dy = f(x1)
fo(x1) = a3 + byxi + ¢ + dy = f(x7)
at f(x;)
f2(x2) = a3 + byx3 + x5 + dy = f(x3)

f3(x3) = a3x§ + b3x% + c3x, + d3 = f(x3)



15

2. Thefirst and the last function must pass through the first and the last point
respectively:
a f (xo)
fi(xo) = ayx§ + byx§ + cox0 + dy = f(xo)
a f(x3)
f3(x3) = azx3 + bsxd + c3x3 + d3 = f(x3)
3. First order derivative at the connection point must similar:
at f(x,)
fi(x) = f5(xz)
3a,x2 4 2x1b, + ¢, = 3a,x% + 2byx; + ¢,
at f(x2)
f2(x2) = f3(x2)
3a,x5 + 2x,b, + ¢3 = 3azx% + 2b3x, + 3
4. Second order derivative at the connection point must similar:
at f(xq)
1 () = f5' (1)
6a,x, + 2by = 6a,x, + 2b,
a f(x;)
2 (x2) = f3'(x2)
6a,x, + 2b, = 6a,x; + 2bs
5. Second order derivative at the first and the last points must be zero values:
a f (xo)
7' (xg) = 6ayxy+2b; =0
at f(x3)

3”(x3) = 6a3X3 + 2b3 =0
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2.1.4 Least Square Approximation

The objective of data approximation method isto find a simple representation
of the data by a function of the best-fitting curve from the given set of points. We
choose the form of function based on overall behavior of the data. The method of |east
squares assumes that the best-fit curve of a given function is the curve that has the
minimal sum of the deviations squared (least square error) from a given set of data.
Suppose that the data points are (x;, v1), (x5, ¥5), ..., (X, ¥). The fitting curve f(x)
has the deviation from each data point &:

& =Y — f(x)

Thus, the best fitting curve has the property that:

n
R=gf+eid+ei= > &= ) (i~ fx))’

n
=l i=1

There are two types of least square problems:

2.1.4.1 Linear least square:

The simple form of linear function is:
y=ax+b
We have to find the values of two parameters a and b that produced the

minimum errors of R:

- i(n - FG)?
i=1

n
= > (i - ax; - b)?
i=1
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Thus, R isthe function of both a2 and b denoted by R(a, b). Then,We can find

the minimum values of R by the conditions:

R _,
da
orR .
ob

From the partial differentiate we have :

R 0 (X , c
2" 3a Z(Yi_axi_b) ZZZ(Yi_axi_b)(_xi):O
i=1 i=1

Z—I; = %(Z(Yi — ax; — b)2> = ZZ(Yi —ax;—b)(-1) =0

Thusthat :

n n n
a ) xt +bei =inYi
i=1 i=1 7=
n n
ain + bn = ZYl
i=1 i=1

2.1.4.2 Non-linear least square :

Given a function f(x) of a variable x tabulated at n values y; =
f(x1), -, ¥n = f(x,) assume the function is of known anaytic form
depending on m parameters f(x;cy, ..., ¢,) and consider the over determined
set of m Equations :

v = f(x1; €1, s Cm)
Ym = f(Xn; €1,y s Cm)
Suppose we have the polynomial function:

Y(x;)) = c1 + Ccx; + 3% + -+ Crppg X"



We need to solve these Equations to obtain their valuescy, ..., ¢,,. The errors
fromfitting curveforeachi = 1,..,mis:
n n
= z € = Z(Yi — €y = CXp — C3X] = = Oy X[
i=1 i=1

The minimum R values under the condition :

oR 0, j=1 +1
aC] )} ] - ] -rm
Now we have:
—ZZ(Y L= 6oy — CaxP = — O X (=1) = 0
acl
6_ = ZZ(Y — CaX; = C3X} — = Cppyr X)) (—%;) = 0
C2
OR
3 =ZZ(YL'—Q—szi_%x?_"'_Cm+1xzm) (=) =0
Cm+1 .

Reforming the Equations :

=
—
+
=
=
o
+
=
R
@
‘+
D=
=
e
()
3
X
Il
NgE
=<

=]
S
S

lecl+2x 02+2x czt+ ,+me+1cm+1=z}’ixi

i=1 i=1 i=1

n n n n

m m+1 m+2 2m — m
E x; ¢+ E xX;  TCy+ E x; ezt .., E X7 Cmyr = E Y; x;
. P . .

We can rewrite it in amatrix form :
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2.2 Related literature

Many researcher have been proposed various techniques for document image
dewarping approaches. These approaches can be classified into two board categories

following to the acquisition of images:

1. 3-D shape reconstruction of the page using speciaized hardware like
stereo-camerag[12], structured light source[13], or laser scanners16].
2. Reconstruction of the page using single camera in an uncontrolled

environment[6], [11], [14]

2.2.1 3-D Shape reconstruction of the page

These approaches are based on 3-D shape reconstruction. One of the major
drawbacks of the approaches requiring specialized hardware is that they limit the
flexibility of capturing documents with cameras or scanners.

2211 Yamashita, A. Kawarago et al. [12] proposed the 3-D shape

reconstruction approaches by using stereo-cameras. The images are

reconstructed in 3-D shape executed from the result of the stereo-
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cameras. A flat surface is recovered from the curved or folded
surface of the 3-D shape.

2212 Zhang, L. and Tan, C.L. [13] proposed the Shape-From-Shading
(SFS) techniques to reconstruction the 3-D shape by considered
perspective projection under oblique light source. Then, after
reconstruct the shape, the images are flattened the warp surface using
aphysically-based deformation model.

2.2.1.3 Zhang, L. and Zhang, Z. et al. [16] proposed the dewaping method
for scanner-based document image. In this approach they offer the
shape reconstruction base on shading information in a scanned
document image using SFS. According to SFS, it is characterized by
1) a proximal and moving light source, 2) Lambertian reflection 3)
nonuniform aberdo distribution 4) document skew to build the
practical models for reconstruct the 3-D shape of the book surface.
Then they restore the scanned document image base on deshading

and dewarping mode!.

2.2.2 Reconstruction of the page using single camera in an controlled environment

These approaches, having caught more attention recently, are based on a
single camera in_an uncontrolled environment. Our method is base on these

approaches.

2221 Wu, M. and Li, R. et al. [11]proposed a book dewarping model
which flattens a curved book page to its original flat rectangle shape.
This model handle warped book images taken from top of the book

surface. The angle between camera lens and the book surface are
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2223
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realized and take it in to an account in the transform model. Then,
when they get the model, they map each pixel in warped region to a
pixel initsorigina rectangle region.

Zhang, L. and Tan, C.L. [14] proposed an image restoration technique
that corrects various warping distortions such as rolling curl, binding
curl and fold distortions in camera-based image. Their method use a
Spline Interpolation techniques based on ruled surface model
constructed from text linesin the 2D document image.

Schneider, D.C. and Block M. et al. [6] proposed using local
orientation features to interpolate a vector field from which a
warping mesh is derived. Then, they correct the image by
approximating the non-linear distortion with multiple linear

projections.



CHAPTER 1lI

RESEARCH METHODOLOGY

Our experimental process is classified as showsigare 3.1

Document

.

Image acquisition
l ___________ Warp document
image

Dewarping Function
e Recording the image coordinates
e Cubic spline interpolation
e Row imputatiol

.

Dewarping image
e Column imputation

Dewarp document
image

Deshading function

.

Deshading image

Rectified document image

Figure 3.1 Experimental process

3.1 Image acquisition

To capture document images by a digital camerajseethe equipments

as shown in Figure 3.2.
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Digital Camera

Digital Studio Kits

Figure 3.2 The experimental setting consisting afigital camera,
digital studio kits, camera tripod and thick book

The following specification of our experimental gguents are described

below:

1) Our digital camera model is Olympus E-1 with 5lioil effective
resolutions with resolution of 1200 x1600.

2) The focusing distance, we set at 45 mm, which isvadent to 90 mm due
to the crop factor of the digital camera or theef camera’s sensor.

3) For the thick book used in our experiment is 608gsapublished by Wrox

in uncoated paper.

According to the experimental setting, the book #amel camera must be in fixed

position unless the function cannot dewarp the vé@gument images correctly.

3.2 Dewarping Function

In this section, we will describe the process efating our purpose a
dewarping function to dewarping a warp documentgendn order to creating the

function, firstly, we have to recording coordinatista from our two types of graph-
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sheets images by measuring coordinates data frgnaghic program, described in
Section 3.2.1. Next, after getting the data from ¢naph-sheets, we interpolate the
given pair of coordinates by cubic spline interpiola method and impute the line in
to the gaps by our algorithm, described in Sec8ch2. After creating the function,

we will take the function in to dewarping image q&es.
3.2.1 Recording the image coordinates

According to the graph-sheet images, there aredifferent images as

l
follows:

il y \

’ o
# o
ll’ 4

1) The imagé /()j'graph-§heeﬁ Iqid on a planar surfacalied a planar graph-

sheet imé’i{;e Y 'g 4
2) The |mage of graph sheetJj.zu‘d on a curve surfa@alied a curve graph-
sheetimage. =
F ',-’«'v' 7—"4'(

The two graph-sheets i |mages—are shomtmn Figure 3.3

P g Ja\-n""

f §

|
&

[

@ (b)

Figure 3.3 The two Graph-sheets in the experiment.
(a) Curve graph-sheet (b) Planar graph-sheet
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To creating a dewarping function, at the beginnimg,must find out the
position of coordinates data from two graph-sheeages captured by our digital
camera with resolution of 1600 x 1200 pixels. W¢eduine the position of pixel
coordinates(X, ¥) (see Figure 3.4) by using Adobe Photoshop CS2vacdt at the
defining point (along the dash lines) on the imaigesl8 x 24 size of data, as shown

in Table 3.1.

tarting point on Y axis

eashe StaFin Nt on Xaxis

Figure 3.4 The determining measure point on the cis point of dash line

From Table 3.1 each line of coordinates data canrligen as a matrix¥4’ of
coordinates as shown in Equation 3.1. In our erpent, there are 18 lines each of

which consists of 24x; y) coordinates.

X11YV11 X12Y12 e XanYVin
X21YV21 - X22Y22 - o X2nYon

W = . . . (3.1)
Xm1Ym1 Xm2Ym2 XmnYmn

Wherem =18 andn=12
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Table 3.1 Coordinate data sample from the g@h-sheets images

Line 1 Line2 Line3 Line4
x1 yl X2 y2 x3 y3 x4 y4
288 182 288 292 288 401 288 512
331 177 331 288 331 399 331 510
374 171 374 283 374 395 374 507
418 166 418 279 418 391 418 504
464 161 464 274 464 387 464 500
508 155 508 269 508 383 508 497
552 149 552 264 552 380 552 495
599 143 599 259 599 375 599 492
648 137 648 254 648 371 648 489
698 132 698 250 698 368 698 486
753 127 753 246 753 364 753 484
809 123 809 242 809 362 809 482
867 119 867 239 867 359 867 480
928 117 928 237 928 358 928 479
988 117 988 237 988 358 988 478
1049 117 1049 237 1049 358 1049 479
1104 121 1104 240 1104 360 1104 481
1138 130 1138 247 1138 366 1134 484

3.2.2 Cubic spline Interpolation

From the previous section, the sizes of both gitpets image are
1600x1200. Obviously, however, the coordinates detarded by the software have
only 18 x 24 size of coordinates matrix. Thus, westrcreate the function having the
size closely to graph-sheets images. Firstly, wierpolate the data from the

coordinates matrix by using cubic spline interpolaimethod, see Figure 3.5.
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Spline line (Interpolate data) Graph-sheets coordinate data

1500’_/}, . . T\\ .

oo ——o—O0—4
MUDW 4
Y o
1200;@_@_@,_5_@—{5C O ———

oo e
1000 | E
B00F .
EUU‘CC
A = - oo o-ad——o o 4
4009_6‘9‘9“9—6—6—@_9_9_33 o e
QDD%W
% e
Dm

1] 200 400 B0 il 1000 1200

Figure 3.5 List of spline lines,

Dot markers assisted to generate splines along theok surface.

From Figure 3.5, the graph-sheets coordinatesatataubstituted with dot
markers and solid lines are the result from tHmspnterpolation. However, the gaps

appear on the graph between the lines (see Figéje Gannot make our function

perfectly.
1 1

': Gap between the spline lin

Ly, N Y
bororooroao e ETET
= [ o T . T e O o, M . S ..
Fo-oo-eoatE eI

i N . N . §
groee e e ot

Figure 3.6 The gaps appearing between the splinaés.
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Thus, we have to generate data in row between ehdhe splines lines by our
algorithm as depicted in Figure 3.7 called row inapion algorithm. Our algorithm
helped us to ensure that all type of data — rengrdoordinate data, interpolated data
and imputation data — are spread along the imagacguand the function is a good

representation of the document surface.

=

GR = Array of Gap distance between interpolate
data of Planar graph-sheet.

GC = Array of Gap distance between interpolated
data of Curve graph-sheet.

For i= 7 :number of GR array

R0
" number of period”

ro, :@Xn'
prop GR(i) v

new_period = n X prop,

up = Spline line below;

down = Spline line above;

Forj =1 :periods number
sub_periods = new _period X j;
newline = up + sub.periods;

if newline <= down
store in LUT;
end if

end for

end for

Figure 3.7 Row imputation algorithm
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According to the algorithm, the purpose of our alipon is to impute the lines
in row of our function. The process begin with rnegdthe Gap data of both graph-
sheets images, which are the average size of getpgeén each of the spline lines
(upper and below) along the image plane, as showfigure 3.6 previously. The
average gaps data are denoted;&sand GC being the arrays of double. Next, we

divide each values afCin to periods by periods number 12. Each sizénefgeriods
is denoted a. After that, thenew periods is made by creating a proporticgli;: X n.

The new _periods variable just having been created previously gpr@priate to
imputing the line being parallel to the spline Bra row. Finally, we impute the data
by adding the upper spline ling with sub_period = new periods x jin row, where
jis a For Loop from 1 to periods number. The resblour algorithm is shown in

Figure 3.8.

1600

1400 15

1200 &

1000 |2

gao

G00

400 s

200 1=

Figure 3.8 Result of rows imputation algorithm, dah lines
being the imputation data.
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After impute the lines, the gaps still appearsthatimputing lines are quite
parallel to the spline line (see Figure 3.9). Thenimpute another data in to the gaps
linearly. Finally, we have the dewarping functicwell as look-up table (LUT) with
the size of 1585 x 1085 corresponded to originalewgraph-sheets image size to
transform the curve coordination system in to Gaate coordinate system as shown

in Figure 3.10.

i - - = ——y —- i
m— - g = o — =
T F e — ——
- . P e ol o
e T . A £ =
e gz e s M

SR E T EBEEE ==

;.' ___ = b g — -..‘- ;;J_\_.-. :-_\.'.
- —l |I:-II..-A = s 3 =
—!:_ - '-._.-: 7;;1' %‘,,‘ -.é__ -:_'n-_-l'”‘_ :-= ___. ¥
= =L
e A e

1 1
0 200 400 B00 a0a 1000 1200

Figure 3.10 Final lookup-table of curve graph-sheet
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3.3 Dewarping Image

To dewarp a given image, we must convert an origlnaument image or
warp document image into the dewarp image by thaioéd function from previous

section. Our initial result image is shown in Figd.11 (a).

A
@ fadcoahg

Figure 3.11Dewarping imageéq%j g the Dewarping function
(a) Our initial result after dewarping
(b) Showing distance of planar graph-sheet image X axis
(c) Showing distance of our initial result image inX axis

From the result image, it shows that the proporﬁtmmg the column of our

result image is not appropriate (see Figure 3.)Ic@mparing with Figure 3.11 (c))
due to the curvature of the book surface. Thus¢cweate the other process to expand
the image along the column by our pixel imputatadgorithm as shown in Figure

3.12.
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DX =read distance data between coordinates
point that is recorded previously

max (DX)
max(DX)-DX '

Prop =
For i =1 :number ofDX
old = x(i);
New = x(1);
While Old < x(i+1)
Impute = prop(i) x L,
Loop = Prop(7);
Forj=1:Loop
imNew(New) = imOId(0ld);
New ++; Old++; Count++;

If Count = Impute

Fork=1:row

ImNew(k New) = mean(Imold(row-1:row+1,0ld-1:0ld),

New++;
End For
End If
End For
L++
End While

End For

Figure 3.12 Column imputation algorithm
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Imputation coordinate (marked cells): Impute

Array: ImNew L=1
LOoOP LOAOP LQOP
A ¥ A ____ oo o
ST TT TTTY T Ty { \
Count —» 123I567I9 I

Row

Figure 3.13 Method to selecting the position to imute the pixels.

According to our algorithm, the process starts witmating distance data in
curve graph-sheets column denoted as arraypXf Then, we make the array of

proportion Prop helping to define the period of pixel imputatiomgngputing from

max (DX)
max(DX)-DX’

Next, we define the 2 variable¥ew and Old to keep the coordinate
values x (of x, y graph-sheets image coordinates) of input and ouimages
respectively. After that, we look for the purposeepcoordinates to impute the pixels
called imputation coordinates famnew array (see Figure 3.13) by variablespute,
increased following the variable from Propi) * L with the condition that i9/d <
x(i+1). However, if that coordinate is not the imputati@oinate, the process will
copy the pixel fromimold image array tamnew image array -mold belongs to the
dewarp image andmnew belongs to the final pixel imputation image. Ire tfinal

process, this process is a pixel average beforautenthe pixel values in to the

imputation coordinates by averaging the pixelsh# inoid image at the determine
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coordinates Kow, 0ld) into Imnew image (see Figure 3.14). Finally, the final image

after impute is shown in Figure 3.15 (C).

imOld

!

imNew :H»

Figure 3.14 Average of six pixels aimOld imputing
in one pixels ofimNew

(b) (©)

Figure 3.15 Comparing image results (a) Original imge (b) Dewarp
image (c) Final dewarp image after pixel imputationprocess

3.4 Deshading Function

After we dewarp the document images, on the dewaage, there is a shade
appearing on our dewarp image due to position eflifht source and warping of the
book surface or sometime called uneven lightingaffAccording to the shade, the
shade emerges in 2 forms — shadow and light stssgeRigure 3.16). The light shade

is happened because this area is adjacent togiieslource; in contrast, the shadow
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shade is taken place due to its being farther ftwenlight source. In the shadow area,

the image may lose their detail due to the shadegluark.

Shadow shade

Light shade

Figure 3.16 The shade appearing on the warp
document image in two forms as Shadow shade ar
light shade respectively.

From this problem, we have to deshading the waguuh@nt image by using
least square errors method (LSE). According tol8E, it is a method used to find
the function of the best-fitting curve from the givset of points. In our works, we use
the LSE to get the function of overall intensitiethe images and fitting to the
purpose given set points.. These mean that we tm&vevo sub-process to deshading
our dewarp document images.

In order to get the function of image’s shade, &eehto recoord the overall
intensities of the images with the 2 shades oryitnaking the gray-scale image as
shown in Figure 3.17. The gray-scale has 0-100%lojray-levels increasing 5 % to
each scale. The image is captured by our digitaleca and dewarping completely by

our method.
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39[eJS 12)
sonjeA sanIsuap Jo %00T-0
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Figure 3.17 The Gray-scale image with densities fro 0 - 100% (21
grey-scales levels) increasing 5 % to each scaledadivide it in to
10 periods in vertical line (see dash lines).

After preparing the gray-scale image, we have tecbthe intensities data by
divide it in to 10 periods denoted as P followimgvertical line (see Figure 3.17).

Thus, we have 10 x 21 set of intensities data ag/shn Table 3.2.

From the intensities data, the maximum data aperiod 9. It means that this
period has the maximum intensities values. Thus, ple¢ all periods with the
maximum periods data as shown in Figure 3.18. Tia@hyshows that the data is

likely to be alogarithmic form.



Maximum intensities data period

Table 3.2 Sample of intétiss data from 10 x 21 values.

P1 P2 P3 P4
7 11 9 11
8 13 13 11
11 15 13 16
13 16 14 18
14 17 21 25
14 21 21 26
19 31 31 30
24 39 34 40
24 42 41 41
29 42 a7 56
31 52 61 58
40 64 70 69
42 69 78 78
49 77 89 79
52 81 99 96
60 85 102 102
68 93 103 113
74 103 105 118
84 104 113 125
87 108 118 131
102 110 120 136

P9

17
19
36
42
46
37
60
66
69
92
111
122
139
146
165
165
180
188
192
195
197
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period 1

period 2

period 3

period 4

period 5
period 6

period 7

period 8
====perod 9

= period 10

Intensities data

120

140

160

L
180

Figure 3.18 The graph between 9 periods and maximuimeriod.
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Thus, we choose an initial form of function as gaethmic function forms as shown
in Equation 3.2.

y=a+blnx (B.2

the coefficients can be found from least squatéadias Equation (3.3) and (3.4)

hiod Ny (yilnxi)—- Yisq1yiXizq Inx; (3.3)

nZ?:ﬂ In xi)z_(Z?:1 In xi)z

e Yi=1Yi—h Xi=q1(In xy) (3.4)

n

When we find the coefficients dataand b, we plot the graph to see the relation

between the two coefficients as show in Figure 3.19.

ED T T T T T T T T
.*.
50+ * -
* 3
.*
a0f . .
\ "
- +
0k Y -
204 .
10+ -
b
D-}I’: \ -
* * * * +
* * # 3
_1E| | 1 1 1 1 1 1 1
1 2 3 4 a 5] 7 g 9 10
Periods

Figure 3.19 The two coefficients data from intensiés data base on
logarithmic function.

From the graphz and b coefficients values are likely to be a polynondagree 2 and
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linear form respectively. Thus, we define the fash?2 coefficients data as Equation
(3.5) and (3.6)
a=cz*+ cyz + 5 (3.5)

b=cuz+cs (3.6)

Rewrite Equation (3.2), (3.5) and (3.6) by substiyx = x; andz = x, as follows:

f(xy, %) = a1%% + ayx, + asxylnx; + aulnx; + as (3.7)

Where variables, andx; belong to number of 9 periods (1-9 excluding maximu
periods data) and intensities data period respsygti¥rom Equation (3.7), there are 5
coefficients to solve, to find their values, weateematrix form base on LSE method

as Equation (3.8)

n n n n n - - n
4 2 3 2 2 2
Z X2,i Z X2, Z Xy, lnxyg Z X7, Inxq; Z X2,i Z X2,iYi
i=1 i=1 i=1 i=1 i=1 i=1
n n n n n n
3 3 2
Z X2, Z X2, Z xXz,lnxy; Z Xg,ilnxy; Z X2, Z X2,i¥i
L 4 L £ L a 4
i=1 i=1 i=1 i=1 i=1 [ 1] i=1
n n n n n a, n
3 2 2 2 2 _
Z x5,lnxq Z x5 iInxq Z x3,;(Inxq ;) xg,i(Inxq ;) Z Xg,:lnxy; |a3 | = Z(xz,ilnxu)}’i
i=1 i=1 i=1 i=1 i=1 a, i=1
n n n n n laSJ n
2 2 2
Z x5:lnxq Z xilnxy; Z Xi(Inxy;) Z(lnxu) Z Inxy; Z(lnxl,i)yi
i=1 i=1 i=1 i=1 i=1 i=1
n n n n n
2
Z X2, Z X2,i Z X,ilnxy; Z Inxq; n Z Yi
i=1 i=1 i=1 i=1 L L i=1
(3.8)

Wherey is maximum intensities data period (period 9).

3.5 Deshading Image

After we obtain the coefficients values ... as from Equation (3.8), we
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represent them in to the Equation (3.7). Then, ae get new intensities of the
dewarp document image with no shade along its pl@he result is shown in Figure

3.20 (b).

(b)

Figure 3.20 The rectified image from the deshadingnage
process (a) dewarp image (b) rectified image



CHAPTER IV

EXPERIMENTAL RESULTS

From previous chapter, we introduce a novel dewarpechnique for camera-

based document images. To implement the propogguloach in MATLAB
scientific software package, the program was runMiCBOOK Core2DUO 2.0

with a gigabyte memory. Our techniques tested ag#nme following data sets :

(1) Text documents with varying font sizes between 1B pt.

(2) Text documents with eight combination of varyingtfetyles: bold letters,
italic letters, or/and underlined letters. The skmg shown in Figure 4.1

(3) One-page documents with pictures.

(4) Page documents with varying book bound volumes.

This is a Times New Roman 16 points (Normal).
This is a Times New Roman 16 points (Bold).
This is a Times New Roman 16 points (ltalic).

This is a Times New Roman 16 points (Underline).

This is.a Times New Roman 16 points (Italic, Undeil

Thisisa Times New Roman 16 points (Bold, Italic).

This is a Times New Roman 16 points (Bold, Underlg.

Thisisa Times New Roman 16 points (Bold, Italic,
Underline).

Figure 4.1 Text-page document image with the variaifont styles at 16 pt.
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Figure 4.2 One-page Document images with picture.

From Figure 4.1, total test images in first andoselcdata sets were 3
combinations, each of which page layout was onensolwith typing English letters
of Times New Roman. The test images size of 22A®00 pixels were captured by a
digital camera model of Olympus E-1. The perforneaaotour method was evaluated
by OCR accuracy percentages ushizpy FineReader Professionaladd OmniPage
Professional 16as widely used in several researches [2, 6]. Aliogrto Abby
FineReader and OmniPage Professigritieir functions of the curvature correction
based on text-line detection -and -geometric detect@Espectively were used for
accuracy comparisons [6]. Junker [2] proposed taedard measurements, which can
prove that our algorithm has a better or worsecéffeness than another algorithm,
such as recall, precision, and accuracy. Our acguexaluation was defined as

follows:
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.. Number of characters correctly detected by OCR
1) Character Precision = 4 4

Total number of characters detected by OCR

Number of words correctly detected by OCR
Total number of words detected by OCR

2) Word Precision =

Number of characters correctly detected by OCR

3) Character Recall =

Total number of characters in the document

Number of words correctly detected by OCR
4) Word Recall = 4 4

Total number of words in the document

Using the FineReader’s curvature correction enghahich are deskewed
image and straighten text line, it automaticallyedes the text component on the
document ,and finally deskews and dewarps the dentrnnmage. However, the
OmniPage’s curvature correction engine, 3D deskiévautomatically detects the
geometric attribute of the image by building thesmgrids mapping on the image . It
can dewarp the document image and allows userstagjuthe grids manually to
increase the accuracy. However, their algorithmsgdcaot applied to some document
images as shown in Table 4.1 and Figure 4.3, whgblicable and not applicable

rectification were represented by A and NA, respeby.



44

(b)

(c) (d)

Figure 4.3 Results from FineReader’s and Omni’s cwature correction engine.
(a) Valid document content from FineReader approactdenoted as A (b) Invalid
document content from FineReader approach denotedsaNA (c)Valid-document

content from Omnipage approach denoted as A (d) Iralid document content
from Omnipage approach denoted as NA
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Table 4.1 Applicable or not applicable to 32 combiations of document images with various Font
styles comparing between our technique (Our tech)ral Abby’s curvature correction.
Note: Font code with # [NBIU] is an abbreviation ofFont size, Normal, Bold, Italic and Underline

Our tech using Our tech using
Font Abby Omni Abby’s | Omni's
18n A A A A
18b A A A A
18i A A NA A
18u A A NA A
18bi A A A A
18bu A A NA A
18iu A A NA A
18biu A A A A
16n A A A A
16b A A NA A
16i A A NA A
16u A A NA A
16bi A A A A
16bu A A A A
16iu A A NA NA
16biu A A A A
14n A A NA A
14b A A A A
14i A A A A
14u A A A NA
14bi A A A A
14bu A A A A
14iu A A NA A
14biu A A NA NA
12n A A A A
12b A A A A
12i A A A A
12u A A NA A
12bi A A A A
12bu A A NA A
12iu A A NA A
12biu A A NA A
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For the text-page document images, we test oup@ge document data set
by our method. Our method includes the 2 proceasedewarping and deshading.

The result images by using dewarping function amw in Figure 4.4.



(b)

Normal font-style Bold font-style

Underline font-style Italic font-style

Bold and underline font-style - Italic and underline font-style

Bold and Italic font-style All font-style

(c)

Figure 4.4 Experiments on text-page document imagegth the following
font styles : 18 pt Italic Underline Time New Roman(a) Original document
Image (b) Dewarp document image (c) Eight variousont style results.

47
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After we get the dewarp image from our method, @st bur method

performance by OCR to convert the text being ontext-page document. The results

of our method performance comparing with OCR’svature correction are shown in

Table 4.2 - 4.3 with excluding NA and including Né Table 4.4 — 4.5.

Table 4.2 Average word and character recall rates%) for varying Font sizes excluding NA

image test

OCR Font size Average word recall Average character recall
Our method | FineReader| Our method | FineReader

FineReadel 18 pt. 99.43 95.76 99.90 98.82
16 pt. 99.30 82.83 99.90 91.15

14 pt. 98.76 82.27 99.42 87.91

12 pt. 88.32 78.62 91.32 86.07

Our method | OmniPage | Our method| OmniPage
OmniPage 18 pt. 99.49 96.45 99.80 97.52
16 pt. 98.49 96.72 99.50 98.23

14 pt. 97.00 97.40 98.74 97.50

12 pt. 97.13 94.78 98.17 96.40

Table 4.3 Average word and character precision rate (%) for varying Font sizes excluding NA

image test
OCR Font size| Average word precision | Average character precisio
Our method | FineReader| Our method | FineReader
FineReadel 18 pt. 99.57 96.65 99.87 99.21
16 pt. 99.55 88.53 99.85 94.21
14 pt. 98.80 87.85 99.41 92.45
12 pt. 89.25 85.07 93.83 90.21
Our method | OmniPage | Our method| OmniPage
OmniPage 18 pt. 99.63 97.76 99.86 98.41
16 pt. 98.89 97.54 99.68 98.67
14 pt. 97.04 97.45 98.73 97.51
12 pt. 97.40 94.97 98.76 97.30
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Table 4.4 Average word and character recall rates%) for varying Font sizes image test

OCR Font size Average word recall Average character recall
Our method | FineReader | Our method | FineReader

FineReadelf 18 pt. 99.43 47.88 99.90 49.41
16 pt. 99.3 41.42 99.90 45.58

14 pt. 98.76 51.42 99.42 54.95

12 pt. 88.32 39.31 91.32 43.28

Our method | OmniPage | Our method| OmniPage
OmniPage 18 pt. 99.49 96.45 99.80 97.52
16 pt. 98.49 84.63 99.50 85.95

14 pt. 97.00 73.05 98.74 73.13

12 pt. 97.13 94.78 98.17 96.40

Table 4.5 Average word and character precision rat (%) for varying Font sizes image test

OCR Font size | Average word precision | Average character precisiof
Our method | FineReader| Our method | FineReader
FineReadef 18 pt. 99.57 47.83 99.87 49.61
16 pt. 99.55 44.27 99.85 47.10
14 pt. 98.80 54.91 99.41 57.78
12 pt. 89.25 42.53 93.83 45.06
Our method | OmniPage | Our method | OmniPage
OmniPage 18 pt. 99.63 97.76 99.86 98.41
16 pt. 98.89 85.34 99.68 86.33
14 pt. 97.04 73.09 98.73 73.13
12 pt. 97.40 94.97 98.76 97.30

From Table 4.2-4.3, our results improve 11.58 % &6& % for word

and character recall, respectively. The results gisld the improvement of 7.73 %

and 4.22 % for word and character precision respayt these percentage excludes

NA. In case of including NA shown in table 4.4-4tBsting with FineReader, the

results improve 52.63 % and 48.15 % for words dratacter recall. The results also

yield the improvement of 49.51 % and 48.35 % fordvand character precision. In

the same manner, testing with OmniPage, the sesulprove 10.8 % for word and

character recall and 10.45 % and 10.53 % for word eéharacter precision. In the
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summary, our method outperforms the FineReder'section engine up to 48 — 52 %
for words and character recall and 48 — 49 % fordwand character precision
respectively and the OmniPage’s engine up to 1@% for word and character of
both recall and precision. Our results from botheReader and OmniPage show that
the 18pt. font size from all font styles yield thest accuracy. Then we also examined
the eight 18pt. text-pages with varying book bouwalsimes for finding the accuracy
of our dewarping function to other bound volumesbobk. We start at 10 to 40
sheets. The results are shown in Table 4.6 andréd&y show that the accuracy begin

decrease obviously at 40 sheets.

Table 4.6 Average words and character recall rate%) for
difference pages on a thick bound volumes

Page Average recall (%) Average recall (%)
difference using FineReader using OmniPage
Word Character Word Character
10 99.53 99.84 99.38 99.58
20 99.72 99.96 99.56 99.89
30 99.37 99.8 99.05 99.47
40 97.12 99.08 98.54 99.14

Table 4.7 Average words and character precision rat (%) for
difference pages on a thick bound volumes

Page Average precision (%) | Average precision (%)
difference using FineReader using OmniPage

Word Character Word Character

10 99.60 99.82 99.70 99.90

20 99.82 99.94 99.63 99.92

30 99.41 99.86 99.48 99.75

40 97.87 99.14 99.06 99.51

According to the two One-page document images pittture, the results of

our dewarping method are shown in Figure 4.5
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(b)

(d)

Figure 4.5 Experiment on a one-page document imagéth one picture (a) and
(c) are warp image (b) and (d) are our result image

From the resulting images, there is a shade alomgdcument due to the position of
the light source. According to the shade behavtlw,image may be divided in two
sections; the curved section located on the rightlhis brighter than on the right hand

and the left hand section is darker and some detayl hide in the shadow of the



52

image (see Figure 4.6). Thus, we deshade the intggesar process called deshading

image by our deshading function. The results ohddsg are shown in Figure 4.7

Shadow section

Bright section

Figure 4.6 The image being divided in two sections Shadow
section and Bright section
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(©

Figure 4.7 Experiment on a one-page dewarped documieimage with
one picture (a) and (c) are dewarped one-page docemt image with
one picture (b) and (d) are deshaded document image
The results show that the shadow on the image é&s temoved. However, the

image scale and brightness on the document imaggeeserved. The image detail in

the shadow section is clearer (see Figure 4.8).

(a) (b)

Figure 4.8 Rectified images (b) and (d) comparing ith dewarped document
images (a) and (c)



CHAPTER YV

CONCLUSIONS AND DISCUSSIONS

5.1 Conclusions and Discussions

Finally, we evaluate the restoration results by parimg our estimated surface
shape with the real shape as well as the OCR mpeafoce on original and restored
document images. The results show that the gearaetd photometric distortions are
mostly removed and the OCR results are improvedkedly. Our method
outperforms the FineReader’s curvature correctipricu48 and 49 percent for word
and character precisions, respectively and 10-1d%otlie Omnipage’s curvature
correction. As a result, our approach was capabledtify all documents while the
other failed to rectify some document images. le #xperimental results, the
capability of our approach is limited to the foitesof 12 pt., which yields the worst
efficiency as a small size of document images. Adiog to the OCR’s curvature
correction engine, the result show that OmniPaga@ne has more efficiency than
FineReader’'s engine due to it allows the user adhes engine manually rather than
only automatically warping the image as in FineRea®ur approach is independent
to neither font styles such as bold, italic, anderine letters nor serif or non-serif
letters. For the camera test chart image, theg$irdines rotated through 45 degrees
were not restored perfectly by using our approashslaown in Figure 5.1. Our
approach does not cover the problem of text resstoranear and at the spine of the
book. For the deshading image, our deshading aplproan remove a shade on the

document image clearly and make the image brigtitan the original. All of
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document image components (text and graphic) aite qbvious, better seeing their

details.

Figureb5.1 The straight line through 45 degree not being restored perfectly

5.2 Futureworks

In future works, the dewarping function should biguated especially in row
imputation algorithm to solve the non straight ltheough 45 degree problem and in
column imputation algorithm to find a new methodttlis better than average the
pixel before impute in to an imputation coordinaléext, we will increase Text
quality for more accuracy. of the OCR recognition.

According to the commercial versidnpassible, the image coordinates will
be preferred to being recorded automatically amdftimction as a look up table will
be stored in database being various in book pags sind book bound volumes. The
commercial software should automatically detect doeument skew, warped and
shade taking place along the book surface. Thepawent setting may be set as
instant equipment such as camera fixing, whicheatelo than a camera tripod, for

more accuracy of the image result and reducin@ties as possible.
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