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             HIV-1 protease is one of the importance targets for drug development. To date, 
many protease inhibitors are in clinical used, however, a major problem in the treatment of 
the HIV infection with protease inhibitor is the development of drug resistance. To 
understand the molecular basic of drug resistance, the molecular dynamic (MD) simulation 
of wild-type and mutant proteases complexed with inhibitors, saquinavir and ritonavir, were 
carried out. The protonation states of the two aspartic residues, Asp25 and Asp25’, has been 
examined by simulating four possible protonation states, non-protonation, mono-protonation 
and di-protonation of the active site residues and evaluated by means of properties of 
structure and dynamics, quantum chemical and free energy calculations. The results lead to 
a conclusion that the appropriate condition is the monoprotonation on Asp25. The MD 
simulations of a wild-type, G48V, L90M and G48V/L90M of HIV-1 protease with saquinavir 
and those of a wild-type, V82F, I84V, V82F/I84V of HIV-1 protease with ritonavir have been 
carried out. It was found that the double mutation of both complexes has the largest impact 
on the bindings. The conformation changes in double mutant complexes consequently 
reduce the interaction between drug and protease. The results for both WT and mutants are 
in a good agreement with the experimental inhibition constant and the resistance fold. 
Fundamental understanding of the above properties is known to be prerequisite for the 
structure-based drug screening and design, both for wild and mutant types.  
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CHAPTER 1 
INTRODUCTION 

1.1 Research rationale 

The human immunodeficiency virus type 1 (HIV-1) is the causative agent in 
acquired immunodeficiency syndrome (AIDS). The spread of the AIDS has increasingly 
become one of the biggest social, economic and health challenges in the world. This 
disease has killed more than 25 million people since it was first recognized in 1981 in 
U.S.(1). There are three essential enzymes involved in the replication cycle of this virus 
which are reverse transcriptase (RT), protease (PR) and integrase (IN). They were, then, 
become important targets for the drug development. Although effective drugs have 
been developed against HIV-1 PR and HIV-1 RT, however, it was reported that inhibitors 
at the first target are more potent (2). Therefore, HIV-1 PR is an attractive target for 
antiviral therapy. 

Currently, a large number of HIV-1 PR inhibitors, both pseudopeptidic and non-
peptidic in nature, have been designed, many of which are extensively used in anti-
AIDS chemotherapy. However, a major limiting factor in the treatment of the HIV 
infection with protease inhibitor is the emergence of viral strains that show resistance to 
protease inhibitors (2). It has been estimated that one out of every seven new infections 
in America is caused by viral strains resistant to at least one type of inhibitor (2). The 
current medical strategy for delaying the incidence of resistance is to use a combination 
of potent antiviral agents acting on different targets. However, the PR inhibitors used in 
combination therapy were designed to act against the wild-type enzyme and are less 
effective against the mutants. Hence, the new inhibitors which are active also against 
the mutants responsible for resistance were developed. Recently, one of FDA (The Food 
and Drug Administration) approved PR inhibitors, darunavir, actives against PR inhibitor-
resistant HIV-1 variants (3). Moreover, brecanavir which is new potent HIV-1 PR against 
wild type (WT) virus and multiple PR inhibitor-resistant isolates is in trial phase (3).  

The future success of development those inhibitors depends on understanding 
the molecular basis of resistance. So far, drug discovery groups have used the 
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structural characteristics of only WT PR to design inhibitors. Detailed structural 
information of mutant HIV-1 PR inhibitor complexes has played a key role in structure-
based drug design of more potent inhibitors that against both of WT and mutant PR.   

To investigate the molecular basic of drug resistance, the molecular dynamics 
(MD) simulation is a suitable and powerful tool. This method can provide structural and 
dynamics properties of mutant complexes on the atomic level. Thus, MD simulations of 
WT and mutant PR complexed with inhibitor were carried out in this thesis.   

1.2  Acquired immunodeficiency syndrome (AIDS) 

In 1981, doctors in the United States began to notice a series of unusual 
infections in gay men in Los Angeles, San Francisco, New York, and other big cities. 
These infections had previously been extremely rare, except amongst people whose 
immune systems had been seriously weakened in some way. The most life-threatening 
seemed to be Pneumocystis pneumonia (PCP) and Kaposi's sarcoma (KS). But a whole 
range of other severe protozoa, fungal, bacterial and viral infections and tumors had 
also been detected amongst gay men in these cities. (1) 

In addition, doctors had begun to find persistently swollen lymph glands 
(persistent generalised lymphadenopathy (PGL)) in otherwise perfectly healthy gay men. 
The majority of these men stayed healthy for months or years after diagnosis. But some 
went on quickly to develop the infections mentioned above. (1)  

These problems were first reported in the June 5th 1981 edition of Morbidity and 
Mortality Weekly Report (MMWR), the United States Centers for Disease Control and 
Prevention (CDC) bulletin for doctors. The report, from doctors in Los Angeles, came 
about as a result of a sharp increase in requests for a drug used to treat PCP, which was 
only available through the CDC at that time. Staff spotted a pattern, and the MMWR 
report subsequently brought the syndrome to the attention of doctors in other cities of 
the United States. (1) 
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In 1982, the CDC in the United States acknowledged that there were an 
epidemic, and formally defined the 'acquired immune deficiency syndrome' (AIDS). The 
number of people who developed AIDS seemed to be doubling every six months in the 
United States and AIDS was soon found in every part of the country. (4) 

 
Figure 1.1 The latest statistics on the world epidemic of AIDS & HIV were published by 
UNAIDS/WHO in May 2006, and refer to the end of 2005. (5)  

The spread of the AIDS has increasingly become one of the biggest social, 
economic and health challenges in the world. It is great concern owing largely to the 
failure of chemotherapies and a global emergency claiming over 8,000 lives every day. 
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In fact, 5 people die of AIDS every minute. The number of AIDS deaths continues to 
increase every year (see Table 1.1). 

 
Figure 1.2 Estimated global numbers of people living with HIV, 2001-2005. (6) 

From the UNAIDS/WHO report update in the end of 2005, it was shown that AIDS 
has killed more than 25 million people since it was first recognized in 1981 despite 
recent, improved access to antiretroviral treatment and care in many regions of the 
world, the AIDS epidemic claimed ~2.8–3.6 million lives in 2005; more than half a million 
(570,000) were children. The total number of people living with the human 
immunodeficiency virus (HIV) is ~36.7–45.3 million. Close to 5 million people were newly 
infected with the virus in 2005. (5) 

Table 1.1 Estimates of the global HIV & AIDS epidemic at the end of 2005 (million). (7) 
 Estimate Range 

People living with HIV/AIDS in 2005 
- Adults 
- Women 
- Children 
- Newly infected 
- Deaths  

38.6  
36.3  
17.3  
2.3 
4.1  
2.8  

33.4-46.0  
31.4-43.4  
14.8-20.6  
1.7-3.5  
3.4-6.2  
2.4-3.3  
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1.3  Human immunodeficiency virus (HIV) 

Beginning with the isolated of a novel retrovirus in 1983 which was later 
associated with AIDS, a clearer picture of the disease began to emerge. This virus 
which has been known as HTLV-III (Human T-cell Leukemia Virus Type 3) and ARV 
(AIDS related virus) is now known as human immunodeficiency virus, HIV. (8) 

HIV is a member of the genus lentivirus, part of the family of retroviridae. 
Lentiviruses have many common morphologies and biological properties. Many species 
are infected by lentiviruses, which are characteristically responsible for long duration 
illnesses associated with a long period of incubation. Lentiviruses are transmitted as 
single-stranded negatively-sensed enveloped RNA viruses. Upon infection of the target-
cell, the viral RNA genome is converted to double-stranded DNA by a virally encoded 
reverse transcriptase which is present in the virus particle. This viral DNA is then 
integrated into the cellular DNA for replication using cellular machinery. Once the virus 
enters the cell, two pathways are possible: either the virus becomes latent and the 
infected cell continues to function or the virus becomes active, replicates and a large 
number of virus particles are liberated which can infect other cells.(9)  

Two distinct types of HIV have been identified, HIV-1 and HIV-2. HIV-1 has been 
further divided into three virus groups: the predominant M group, which is responsible 
for most of the epidemic, and N and O groups. HIV-1 is the more virulent and easily 
transmitted, and is the source of the majority of HIV infections throughout the world. HIV-
2 is largely confined to west Africa (10). Both species originated in west and central 
Africa, jumping from primates to humans in a process known as zoonosis. HIV-1 has 
evolved from a simian immunodeficiency virus (SIV) found in the chimpanzee 
subspecies, Pan troglodyte troglodyte (11). HIV-2 crossed species from a different strain 
of SIV, found in sooty mangabey monkeys in Guinea-Bissau (10). 
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1.3.1  The clinical course of HIV-1 infection 

The primary target of HIV seems to be CD4 T-lymphocytes which are 
part of the machinery of our immune system. Infection with HIV-1 is associated with a 
progressive loss of CD4 T-cells. This rate of loss can be measured and is used to 
determine the stage of infection. The loss of CD4 T-cells is linked with an increase in 
viral load. The clinical course of HIV-infection generally includes three stages: primary 
infection, clinical latency and AIDS (Figure 1.3). HIV plasma levels during all stages of 
infection range from just 50 to 11 million virions per ml (12). 

 
Figure 1.3 Graph showing HIV virus and CD4 levels over the course of an untreated 
infection (9) 

1.3.1.1 Primary infection  

Primary or acute infection is a period of rapid viral replication that 
immediately follows the individual's exposure to HIV. During primary HIV infection, most 
individuals (80 to 90 %) develop an acute syndrome characterized by flu-like symptoms 
of fever, malaise, lymphadenopathy, pharyngitis, headache, myalgia, and sometimes a 
rash (13). Within an average of three weeks after transmission of HIV-1, a broad HIV-1 
specific immune response occurs that includes seroconversion. Because of the 
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nonspecific nature of these illnesses, it is often not recognized as a sign of HIV infection. 
Even if patients go to their doctors or a hospital, they will often be misdiagnosed as 
having one of the more common infectious diseases with the same symptoms. Since not 
all patients develop it, and since the same symptoms can be caused by many other 
common diseases, it cannot be used as an indicator of HIV infection. However, 
recognizing the syndrome is important because the patient is much more infectious 
during this period 

1.3.1.2 Clinical latency  

As a result of the strong immune defense, the number of viral 
particles in the blood stream declines and the patient enters clinical latency (Figure 1.3). 
Clinical latency is variable in length and can vary between two weeks and 20 years. 
During this phase HIV is active within lymphoid organs where large amounts of virus 
become trapped in the follicular dendritic cells (FDC) network early in HIV infection. The 
surrounding tissues that are rich in CD4 T-cells also become infected, and viral particles 
accumulate both in infected cells and as free virus. Individuals who have entered into 
this phase are still infectious. 

1.3.1.3 The declaration of AIDS  

AIDS is the most severe manifestation of infection with HIV. Acute 
HIV infection progresses over time to clinical latent HIV infection and then to early 
symptomatic HIV infection and later, to AIDS, which is identified on the basis of certain 
infections.  

1.3.2 Structure of HIV 

HIV is different in structure from previously described retroviruses. It is 
an essential spherical particle with around 120 nm in diameter (120 billionths of a meter; 
around 60 times smaller than a red blood cell). HIV-1 is composed of two copies of 
single-stranded RNA enclosed by a conical capsid, which is in turn surrounded by a 
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plasma membrane that is formed from part of the host-cell membrane. Other enzymes 
contained within the virion particle includes RT, IN and PR. (9) 

 

 

Figure 1.4 Structure of HIV. (9) 

Table 1.2 HIV-gene functions. (14) 
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Figure 1.5 Drawing of the mature HIV virion surrounded by ribbon representations of the 
structurally characterized viral proteins and protein fragments. The protein structures 
have been displayed to the same scale. (15) 

HIV has several major genes coding for structural proteins that are found 
in all retroviruses, and several nonstructural (accessory) genes that are unique to HIV. 
The gag gene provides the physical infrastructure of the virus; pol provides the basic 
enzymes by which retroviruses reproduce; the env gene supplies the proteins essential 
for viral attachment and entry into a target cell. The accessory proteins tat, rev, nef, vif, 
vpr, and vpu enhance virus production. Although called accessory proteins, tat and rev 
are essential for virus replication. In some strains of HIV, a mutation causes the 
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production of an alternate accessory protein, tev, from the fusion of tat, rev, and env 
(Table 1.2). The 3-dimentional structures of structural proteins of HIV were displayed in 
Figure 1.5. 

The gp120 and gp41 proteins, both encoded by the env gene, enable 
the virus to attach to and fuse with target cells to initiate the infectious cycle. Both, 
especially gp120, have been considered as targets of future treatments or vaccines 
against HIV. 

1.3.3  Replication of HIV (8) 

A schematic representation of the replication cycle of HIV appears in 
Figure 1.6, a myriad of cellular machinery is used to augment HIV’s special tool. With 
over 175,000 articles indexed for HIV and/or AIDS on Medline, it is certainly one of the 
most thoroughly studied systems today. As such, many details of the biology of HIV will 
be omitted for the sake of brevity. 

1.3.3.1 Virus entry 

The entry of HIV into a host cell may be divided into 3 distinct 
steps: attachment, coreceptor interaction and fusion. Attachment of HIV-1 to the host 
cell surface is mediated through gp120 on the virion surface binding to a CD4 antigen 
on the host cell. Endogenous CD4 is present on the surface of many lymphocytes, which 
make up a critical part of the body’s immune system. This gp120-CD4 complex interacts 
with a coreceptor on the cell surface, typically chemokine CXCR4 or CCR5. 
Transmembrane glycoprotein gp140 mediates membrane fusion to complete virus entry 
into the host cell. 

1.3.3.2 Uncoating the capsid core 

Following fusion, the p24 encased capsid core is disrupted to 
dump the contents into the cytoplasm of the host cell. It seems that this is accomplished 
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with the help of a cytoplasmic peptidyl-prolyl cis-trans isomerase called cyclophilin A 
(hCyp-18) which had been incorporated into the virion. 

 

 
Figure 1.6 Schematic representation of the replication cycle of HIV. (15) 

1.3.3.3 Reverse transcription 

Successful entry of the contents of the viral capsid core is 
followed by the reverse transcription of complementary DNA strand from the viral RNA 
template by the viral enzyme reverse transcriptase (RT) in a complex with other viral 
proteins. RT then degrades the RNA and produces the double-stranded viral DNA. RT is 
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highly error-prone since it is unable to catalyze the proof-reading which a normal DNA 
polymerase performs. 

1.3.3.4 Nuclear import 

The newly synthesized viral DNA is then imported into the 
nucleus of the host cell. A short triple-helical region, made from a flap of about 99 
bases, synthesized during an interruption of reverse transcription seems to be 
necessary for this event. Other viral proteins, such as vpr, are also thought to be 
involved but the system is complex.  

1.3.3.5 Integration 

The property placed viral DNA is processed and transferred to 
the host genome by the viral enzyme IN as the central agent. Once the viral DNA has 
been inserted, infection in that cell is for all intents and purpose permanent since finding 
a way to selectively remove that little patch of DNA from the host genome would seem to 
be a monumental task. 

1.3.3.6 Transcription and translation 

Once the viral DNA has been inserted into the host cell’s 
genome, HIV may persist in a latent, proviral state for many years in unstimulated T cell. 
Activation of the host cells results in transcription of the viral DNA by the host cell 
machinery into messenger RNA (mRNA). Early genes to be activated express auxiliary 
proteins tat, nef, rev, and few others, tat act as a strong promoter of viral transcription, 
nef acts as a weak negative regulator and rev promotes switching to the expression 
involve a variety of interactions with the cellular proteins. The auxiliary proteins have also 
been implicated in other role such as the down-regulation and degradation of cell-
surface CD4 in infected cell by vpu and nef, respectively, to promote the release of new 
visions. The second phase of transcription produces the unspliced mRNA for the 
precursor proteins gag (Pr55gag) and gag-pol (Pr180gag), which is the results of a 
translation frame shifting event, in an approximately 20:1 ratio. The unspliced RNA is 
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also intended to be used as the genome of the next generation of the virus. Gag and 
gag-pol are transported out of the cell nucleus by a poorly understood mechanism and 
anchor to the wall through linkage with myristate their N-termini. The precursor for the 
envelope glycoproteins gp120 and gp140 are treated like cellular membrane proteins: 
synthesized, processed (glycosylated and cleaved) and transported to the cell surface 
in the endoplasmic reticulum and the golgi apparatus though some interaction with the 
gag precursor has been implicated. 

1.3.3.7 Production of a new virion 

Assembly of a new virus particle begins at the cell surface with 
the clustering of roughly 2,000 gag protein, processed envelope proteins gp120 and 
gp41, two copies of the viral genomic RNA, some viral tRNA and some other 
components like the gag protein mediates the budding process. Some other 
components like cyclophilin A which will be used after infection of the next cell. It 
appears that the gag protein mediates the budding process. Some of the details 
involving cellular and viral components have recently been elucidated. Release is 
assisted by viral vpu in an incompletely understood process. 

1.3.3.8 Virion maturation 

The immature virion is a not-quite spherical blob with an outer 
membrane derived from the host cell but including the viral coat proteins gp120 and 
gp41. The inside has roughly alignment of the gag protein surrounding the RNA though 
older work point to a more ordered structure. HIV protease (PR) is required at this stage 
to cleave the gag and gag-pol polyproteins into constituent structural (p17, p24, p7, p6, 
p2, p1) and functional (PR, RT, IN) proteins. 

1.3.3.9 External factors 

The roles of outside factors have not been outlined here but they 
certainly should not be discounted. For example, some narcotics have been shown to 
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act at least as cofactors in AIDS. On the other hand, confection with hepatitis G virus 
(GBV-C) may actually improve chance for survival of AIDS.   

1.3.4  Treatment  

HIV infection is a chronic infectious disease that can be treated, but not 
yet cured. There are effective means of preventing complications and delaying, but not 
preventing, progression to AIDS. At the present time, not all persons infected with HIV 
have progressed to AIDS, but it is generally believed that the majority will. People with 
HIV infection need to receive education about the disease and treatment so that they 
can be active partners in decision making with their health care provider. 

A combination of several antiretroviral agents, termed Highly Active Anti-
Retroviral Therapy HAART, has been highly effective in reducing the number of HIV 
particles in the blood stream (as measured by a blood test called the viral load). This 
can improve T-cell counts. This is not a cure for HIV, and people on HAART with 
suppressed levels of HIV can still transmit the virus to others through sex or sharing of 
needles. There is good evidence that if the levels of HIV remain suppressed and the 
CD4 count remains greater than 200, then the quality and length of life can be 
significantly improved and prolonged. Improved antiretroviral inhibitors against proteins 
such as Reverse transcriptase, Integrase and tat are being researched and developed. 
One of the most promising new therapies is a new class of drugs called fusion or entry 
inhibitors. (16) 

As yet, no vaccine has been developed to prevent HIV infection or 
disease in people who are not yet infected with HIV, but the potential worldwide public 
health benefits of such a preventive vaccine are vast. Researchers in many countries 
are seeking to produce such a vaccine, including through the International AIDS 
vaccine initiative. 
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1.4  HIV-1 Protease  

A protease, PR, is an essential enzyme for the viral replication that cleaves 
proteins to their component peptides. The HIV-1 Protease hydrolyzes viral polyprotein 
into functional protein products that are essential for viral assembly and subsequent 
activity. In 1989, the protease enzyme of HIV-1 was crystallized and its three-
dimensional structure was determined by Navia et al. from Merck laboratories (17). 
Subsequently, a more accurate structure was reported by Kent and coworker (18). 
Since then, PR structure has been extensively characterized in terms of function, 
substrate specificity and inhibitor binding. This knowledge makes HIV-1 protease is a 
very important target for drug design strategies to combat AIDS monotherapy. 

1.4.1  Functions  

HIV protease processes gag and gag-pol (p160) polyprotein, which 
must be cleaved before nascent viral particles (virions) can mature, products into 
functional core proteins and viral enzymes (19,20). Cleavage of these polyprotein by 
protease at different cleavage sites produces three large proteins (p24, p17 and p7) 
that contribute to the structure of the virion and to RNA packaging, and three smaller 
proteins (p6, p2 and p1) of uncertain function as well as the viral enzymes reverse 
transcriptase, integrase and protease. Although mammalian cells contain aspartyl 
proteases, none efficiently cleave the gag polyprotein. Three of the HIV-cleavage sites 
are phenylalanine–proline or tyrosine–proline bonds, which are unusual sites of attack 
for mammalian proteases (21). Proteolytic cleavage of the polyprotein results in 
morphologic changes in the virion and condensation of the nucleoprotein core. The 
protease is packaged into virions, and the cleavage events it catalyzes occur 
simultaneously with or soon after the budding of the virion from the surface of an 
infected cell. Proviral DNA lacking functional protease produces immature, noninfectious 
viral particles. 
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Figure 1.7 The translational products of the HIV gag–pol gene and the sites at which the 
gene product is cleaved by the virus-encoded protease. p17 denotes capsid protein 
(CA), p24 matrix protein (MA), and p7 nucleocapsid (NC); p2, p1, and p6 are small 
proteins with unknown functions. The arrows denote cleavage events catalyzed by the 
HIV-specific protease. (21) 

1.4.2  Structure 

The initial knowledge of the structures of retroviral proteases came from 
the crystallographic studies described above. The HIV-1 PR was postulated to belong to 
the family of aspartic acid proteases based on the identification of the Asp-(Ser/Thr)-Gly 
catalytic triad. Other members of this family, including the endogenous enzymes Pepsin, 
Cathepsin D and Renin, are single chain proteins of over 300 residues folded into two 
domains; each of which supplies a catalytic triad of Asp-(Ser/Thr)-Gly. PR is much 
smaller at one 99 residues in length and possesses only a single Asp-Thr-Gly triad so a 
homodimeric structure was proposed. (8)  
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Figure 1.8 Structure of HIV-1 PR. 

The HIV-1 PR enzyme functions as a homodimer composed of two 
identical 99-amino acid chains (22), with each chain containing the characteristic Asp-
Thr-Gly active-site sequence at positions 25 to 27 (23). The crystal structure of HIV-1 
protease reveals a dimer exhibiting two-fold rotational C2 symmetry (17). The conserved 
active-site motifs are located in loops that approach the center of the dimer (Figure 1.8). 
The two subunits are linked by a fourstranded antiparallel β-sheet involving both the 
amino and the carboxyl termini of each subunit. Upon binding, both subunits form a long 
cleft where the catalytically important aspartic acids are located in a coplanar 
configuration on the floor of the cleft. In addition, the enzyme contains a so-called “flap 
structure” in each subunit, an antiparallel β-hairpin with a β-turn that extends over the 
substrate binding site (24,25). The HIV-1 PR structure can be separated into three parts: 

1.4.2.1 The terminal domains  

Terminal domain or dimerization domain consists of the termini 
four-stranded beta-sheet; (residues 1-4, and 95-99 of each monomer), the turn 
encompassing residues 4-9, and the helix (residues 86-94 of each monomer). This 
domain is quite crucial in dimer formation and stabilization of an active PR. 
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Figure 1.12 Mechanism of HIV-1 PR One of the proposed reaction mechanisms. 1) 
Enzyme reaction centre: catalytic aspartates (25 and 25’), peptide bond and lytic water 
molecule. 2) Tetrahedral intermediate following HW2 transfer between water molecule 
and OD2 of Asp25’, nucleophilic attack of the resulting hydroxyl anion (OW–HW1) on the 
peptide carbon (C), and HD2 transfer between Asp25 and the carbonyl oxygen of the 
peptide bond. 3) An anti-gauche to gauche transition of the C–N bond allowing the 
nitrogen lone pair to accept HW2 proton of Asp25’. 4) C–N bond rupture and hydrogen 
transfer between one of the hydroxyl groups of the tetrahedral intermediate onto Asp25. 
Balls represent carbon atoms bonded to other fragments of the protein or the substrate. 
(30) 

HIV-1 protease also contains a structural water molecule in the active 
site, which forms a bridge between the substrate and the flaps (Figure 1.13). This water 
molecule donates its hydrogen to a carbonyl atom in the substrate and hydrogen bonds 
to the amide hydrogen in residues Ile50 and Ile50’, thus is stabilizing the closed 
conformation of the enzyme (Figure 1.13). 
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Figure 1.13 schematic representations of two flaps of HIV-1 PR and their hydrogen 
bonds with the water molecule. The same water molecule makes another two hydrogen 
bonds with the peptidyl inhibitor or substrate. (31) 

1.5 HIV-1 PR inhibitor 

The crucial role of the PR in the viral life cycle has made it an important 
therapeutic target. PR inhibitors block the activity of the enzyme and prevent viral 
replication, therefore, represent some of the most potent agents available as therapeutic 
strategies designed to inhibit HIV-1 replication. All the available protease inhibitors were 
invented after the first three dimensional atomic structure of HIV-1 PR was solved in 
1989; this indicates a great application in structure-based drug design. The catalytic 
mechanisms of protease inhibitors are different, depending on the type of inhibitor (32): 
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• Transition-state analogues work by directly blocking the catalytic activity 
by non-covalent and reversible binding to the active site. 

• Non-peptide active site inhibitors (28,33) bind covalently and irreversibly 
to residues in the active site. 

• Allosteric inhibitors interact with the enzyme by binding at a site distant 
from the active site. The binding induces a change in the overall 
structure of the protease, e. g., locking the structure in a certain position, 
thereby preventing catalysis. 

• Dimerization inhibitors (34) that act at the dimerization interface and 
prevent dimerization. 

• Monoclonal antibodies (35) bind specifically to non active site epitopes 
on the protease and prevent catalysis. 

The clinical inhibitors (Figure 1.14) are all linear transition-state analogues that 
bind to the active site. They are asymmetric peptide mimetics with a central secondary 
hydroxy group that binds to the catalytic aspartic acid residues and mimics the oxygen 
in the tetrahedral transition-state for amide cleavage (36). The asymmetry of inhibitors 
may be of importance for resistance development, since the enzyme is a symmetrical 
dimer and thus has problems in adapting to an asystemically inhibitor. The first HIV-1 
PIs to be approved by the U.S. Food and Drug Administration (FDA) was saquinavir in 
1995. Recently, there are ten FDA approved protease inhibitors in clinical uses:  

• Saquinavir (Ro 31-8959) (37)  

• Amprenavir (VX-478) (38) 

• Indinavir (MK-639) (39)  

• Nelfinavir (AG1343) (40) 
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• Ritonavir (ABT-538) (41) 

•  Lopinavir (ABT-378) (42) 

• Atazanavir (BMS-232632) (43) 

• Tipranavir (PNU-140690) (44) 

• Fosamprenavir (GW-433908) (45) 

• Darunavir (TMC-114) (46) 

These drugs are competitive inhibitors binding at the substrate binding site of 
the PR, i.e., all have been designed to compete with natural substrates for the active 
site, on the basis of structural and chemical complementarities, as well as 
thermodynamic stabilities. Efficacy of these drugs is limited due to the natural selection 
of protease variants that are still catalytically competent but have low affinity of the drugs 
than wild type enzyme. 
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Figure 1.14 Clinical inhibitors of HIV-1 PR. 
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Table 1.3 Inhibition of HIV-1 PR. 
Generic name Brand name Approval year IC50 (nM) IC90 (nM) Ki (nM) 

Saquinavir Invirase® 1995  16 0.15 
Ritonavir Norvir® 1996  137 0.17 
Indinavir Crixivan® 1996  27.2 0.14 
Nelfinavir Viracept® 1997  25.8 0.28 

Amprenavir Agenerase® 1999 80  0.015 
Lopinavir Kaletra® 2000   0.0013 

Atazanavir Reyataz® 2003 2-5 8-12  
Fosamprenavir Telzir®,Lexiva® 2003  57  

Tipranavir Aptivus® 2005   8.9 
Darunavir Prezista® 2006   0.016 

1.6 HIV-1 drug resistance  

HIV-1 drug resistance is a result of mutations occurring within the wild-type viral 
genome that produce variants capable of efficiently replicating in the presence of 
antiretroviral agents. The first report of HIV-1 drug resistance was to zidovudine (ZDV) in 
1989 (47). Subsequently, drug resistance to all therapeutic antiretroviral agents has 
been observed. Although highly active antiretroviral therapy for the treatment of HIV-1 
infection has produced substantial decreases in morbidity and mortality in recent years, 
as many as 50% of patients fail therapy within 1 year of initiation. As drug resistant HIV-1 
variants are often selected during the course of antiretroviral therapy, drug resistance is 
considered a major contributor to treatment failure.   

1.6.1 Evolution of HIV-1 drug resistance  

The evolution of HIV-1 drug resistance within an individual depends on 
the generation of genetic variation in the virus and on the selection of drug-resistant 
variants during therapy. HIV-1 genetic variability is a result of the inability of HIV-1 
reverse transcriptase (RT) to proofread nucleotide sequences during replication (48). 
This variability is compounded by the high rate of HIV-1 replication, the accumulation of 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

48

proviral variants during the course of HIV-1 infection, and genetic recombination when 
viruses of different sequence infect the same cell. As a result, innumerable genetically 
distinct variants (quasispecies) evolve within an individual in the months following 
primary infection (49).  

Development of drug resistance depends on the extent to which virus 
replication continues during drug therapy, the ease of acquisition of a particular 
mutation (or set of mutations), and the effect of drug-resistance mutations on drug 
susceptibility and virus fitness. Some mutations selected during drug therapy confer 
measurable phenotypic resistance by themselves, whereas other mutations compensate 
for the diminished replicative activity that can be associated with drug resistance or 
cause resistance only when present in combination with other mutations.  

It is estimated that every possible single point mutation occurs between 
104 and 105 times per day in an untreated HIV-1-infected individual and that double 
mutants also occur commonly (49). Therefore, most drug-resistance mutations are 
probably present prior to the start of therapy. However, viruses containing sufficient 
drug-resistance mutations to replicate in the presence of multiple drugs do not appear 
to exist in previously untreated persons infected with wild type viruses. Indeed, once 
potent HIV-1 suppression is achieved in previously untreated persons, it usually persists 
indefinitely if therapy is not interrupted (50).  

1.6.2 HIV-1 protease drug resistance 

Early development of antiretroviral therapy focused on inhibitors of 
reverse transcriptase. Both nucleoside and nonnucleoside inhibitors of this enzyme 
showed significant antiviral activity. However, the clinical benefit of these drugs had 
been limited due to drug resistance, limited potency, and host cellular factors. Thus, 
inhibitors targeted against a second essential enzyme of HIV-1 were urgently needed. 

In 1988, the protease enzyme of HIV-1 was crystallized and its three-
dimensional structure was determined, allowing for the rapid development of protease 
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inhibitor. Initially, it was hypothesized that HIV-1 protease, unlike reverse transcriptase, 
would be unable to accommodate mutations leading to drug resistance. This is not the 
case, and to date more than 45 possible amino acid substitutions in the HIV-1 protease 
have been observed during treatment with the currently available protease inhibitors. 
Some mutated residues are located adjacent to the pocket in the protease molecule 
where inhibitors bind, while others are located outside of the binding pocket. Thus, the 
mutations in the protease gene are classified as either major or minor: 

• Major mutation: In general, major mutations are either (1) 
selected first in the presence of the drug; or (2) shown at the 
biochemical or virologic level to lead to an alteration in drug 
binding or an inhibition of viral activity or viral replication. By 
themselves, major mutations have an effect on phenotype. In 
general, these mutations tend to be the major contact residues 
for drug binding. 

• Minor mutation: In general, minor mutations appear later than 
major mutations, and by them do not have a significant effect on 
phenotype. In some cases, their effect may be to improve 
replicative fitness of virus carrying major mutations.  

The major amino acid mutations associated with clinical resistance have 
been mapped. A substitution of phenylalanine for valine at position 82 is the initial 
mutation associated with resistance to indinavir and ritonavir and mutations in glycine at 
position 48 and leucine at position 90 results in initial resistance to saquinavir (Table 
1.4). In general, initial single amino acid mutations yield only a slight change in drug 
sensitivity. However, secondary mutations accumulate in the virus and can lead to high-
level drug resistance. Unlike the initial mutations, the secondary mutations in virus from 
patients with resistance to different protease inhibitors overlap. HIV protease can 
tolerate a substantial amount of mutation; at least one third of its 99 amino acids can 
deviate from the wild-type sequence without altering function.  
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Table 1.4 HIV-1 resistances to protease inhibitors (51). 

 
a The role of secondary substitutions in the development of resistance is not completely understood. Some 
substitutions are known to be compensatory, enhancing the replicative efficiency of the virus. Other changes exist as 
naturally occurring polymorphisms in untreated patients.  

An obvious and expected mechanism for the development of resistance 
to HIV PR inhibitors is caused by the changes of specificity-determining residues that 
can directly interfere with the binding of the inhibitor to the enzyme. The mutations that 
do not directly change the shape or character of the binding cavity can indirectly 
influence inhibitor binding via long-range structural perturbations of the active site, or 
they can change the efficiency of catalysis and the stability of the enzyme. 

As shown in Figure 1.15, The International AIDS Society–USA Drug 
Resistance Mutations Group reviews new data on HIV drug resistance in order to 
maintain a current list of mutations associated with clinical resistance to HIV. This list 
includes mutations that may contribute to a reduced virologic response to a drug. The 
mutations listed have been identified by 1 or more of the following criteria: (1) in vitro 
passage experiments or validation of contribution to resistance by using sitedirected 
mutagenesis; (2) susceptibility testing of laboratory or clinical isolates; (3) genetic 
sequencing of viruses from patients in whom the drug is failing; (4) correlation studies 
between genotype at baseline and virologic response in patients exposed to the drug.  
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Figure 1.15 Mutations in the protease gene associated with resistance to protease 
inhibitor. (52) 
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1.7  Saquinavir resistance 

In vivo saquinavir therapy appears to select almost exclusively for mutations at 
codons 90 and 48 (53-55). Saquinavir-resistant variants emerge in approximately 45% of 
patients after 1 year of monotherapy with 1,800 mg daily (56). The frequency of 
genotypic resistance is lower (22%) in patients receiving combination therapy with 
zidovudine, zalcitabine, and saquinavir (57). In contrast to in vitro-selected virus, where 
the valine-for-glycine substitution at position 48 (G48V) is the first step to resistance, the 
methionine-for-leucine substitution at residue 90 (L90M) exchange is the predominant 
mutation selected in vivo while the G48V (2%) or the double mutant (<2%) is rarely 
found. In another recent study of in vivo resistance during saquinavir monotherapy no 
patient was found to harbor a G48V mutant virus. Interestingly, Winters et al. (58) 
observed a higher frequency of the G48V mutation in patients receiving higher 
saquinavir doses as monotherapy. All patients (six of six) who initially developed G48V 
also acquired a V82A mutation either during saquinavir treatment or after switching to 
either indinavir or nelfinavir. An identical mutational pattern was found in another study 
during saquinavir monotherapy. Some residues represent sites of natural polymorphism 
of the HIV-1 protease (positions 10, 36, 63, and 71) and appear to be positively 
correlated to the L90M mutation. Another substitution, G73S, has been recently 
identified and may play a role in saquinavir resistance in vivo. Isolates from five patients 
with early saquinavir resistance and those from two patients with induced saquinavir 
resistance after a switch of therapy to indinavir carried the G73S and the L90M 
substitutions (59). 

In vitro, saquinavir selects for variants with one or both of two amino acid 
substitutions in the HIV-1 protease gene, a G48V, a L90M, and the double substitution 
G48V-L90M (54). In most cases, G48V is the first mutation to appear, and continued 
selection results in highly resistant double-mutant variants. A substitution at either 
residue results in a 3- to 10-fold decreased susceptibility to the inhibitor, whereas the 
simultaneous occurrence of both substitutions causes a more severe loss of 
susceptibility of 100-fold. Amino acid residue 48 is in the flexible flap loop of the 
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enzyme, while residue 90 is located outside the binding pocket of the enzyme. 
Substitutions at position 48 could result in less conformational freedom and greater 
rigidity of the flap. The L90M substitution may induce conformational perturbations in the 
enzyme altering binding of the inhibitor. Ermolieff et al. reported that the inhibition 
constants Ki of the constructed mutants were significantly higher than those of wild-type 
virus: 3-fold for L90M, 13.5-fold for G48V, and 419- fold for G48V/L90M (60). Maschera 
et al. determined the affinity of the wild type and the three mutant proteases L90M, 
G48V, and L90M/G48V (61). The affinity values for saquinavir were 1/20, 1/160, and 
1/1,000 of that of the wild type, respectively. The catalytic efficiencies (kcat/Km) of the 
mutant proteases G48V and L90M/G48V were markedly reduced, 1/10 to 1/20 of that of 
the wild-type protease. These findings document the deleterious effects of these 
mutations on enzyme function and significantly reduced binding of the inhibitor. Of note, 
the decreased catalytic efficiencies resulted primarily from increased Km values, as 
opposed to changes in kcat. This suggests that the enzyme will maintain function in the 
presence of substrate excess, explaining the viability of the mutant viruses.  

Table 1.5 Comparison of Ki values with association and dissociation rate constants for 
WT and mutant protease with saquinavir. (61) 

 
a Calculated from Ki and kon. 
b ND, not determined. 

1.8 Ritonavir resistance 

Phenotypically resistant virus generated by serial in vitro passages is associated 
with specific mutations at positions 84, 82, 71, 63, and 46 (62). The I84V substitution 
appeared to be the major determinant of resistance, resulting in a 10-fold reduction in 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

54

sensitivity to ritonavir. Addition of the V82F mutation confers an even greater level of 
resistance, 10- to 20-fold. The substitutions M46I, L63P, and A71V, when introduced into 
the protease coding region of wild-type NL4-3, did not result in significant changes in 
drug sensitivity. Based on replication kinetics experiments, these changes are likely to 
be compensatory for active-site mutations, restoring the impaired replicative capacity of 
the combined V82F and I84V mutations. Computer modeling of ritonavir binding to the 
HIV-1 protease, based on the crystal structure of the related inhibitor A-78791 (24), 
demonstrated the structural effects of the V82F and I84V substitutions in HIV-1 protease 
on the interaction with ritonavir at the S1 and S1’ subsites (Figure 1.15). Conformational 
adjustments due to these mutations result in decreases in enzyme-inhibitor interactions 
which are associated with loss of drug activity.  

Molecular dynamics simulation studies suggest that the M46I substitution results 
in a closed conformation of the flap domain relative to the wild-type enzyme, when a 
substrate or an inhibitor is bound. The role of the L63P and A71V substitutions is not 
obvious, since these mutations are away from the immediate vicinity of the active site 
and are not involved in substrate binding. The catalytic efficiencies (kcat/Km) for the 
mutant HIV proteases M46I, V82F, I84V, and M46I/V82F are reduced relative to wild-
type enzyme by factors of 2.2, 3.8, 2.6, and 1.6, respectively. Schock et al. observed 
that the mutant with the double substitution M46I/L63P had a greater catalytic efficiency 
(per mole per second) than that of the wild-type enzyme for every substrate (110 to 
360%), strongly suggesting that these changes likely play a compensatory role for other 
deleterious mutations.  
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(a) 

 
(b) 

Figure 1.16 Computer-generated model of HIV-1 protease-ritonavir complexes of wild-
type HIV-1NL4-3 and the V82F/I84V double mutant. (a) Interaction between ritonavir and 
the protease at the S1’ subsite; (b) the same interactions at the S1’ binding subsite. I84V 
decreases the interaction with the Cβ group of the benzyl side chain of ritonavir, whereas 
V82F results in a severe spatial overlap with the phenyl ring of the inhibitor at the P1’ site. 
Note the effects of the double mutant on the van der Waals interactions between the 
enzyme and the inhibitor. (51) 

Phase I/II clinical trials of ritonavir monotherapy demonstrated a rapid decline in 
plasma HIV RNA to ∼1% of baseline levels (63). After 32 weeks of treatment, only 
patients receiving the highest dose of ritonavir (1,200 mg daily) maintained a mean HIV 
plasma RNA reduction .0.8 log unit. Genotypic analysis of the HIV protease of viral 
isolates from patients with a rebound in viremia revealed a stepwise, ordered 
accumulation of multiple mutations at nine different codons resulting in amino acid 
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substitutions at residues 20, 33, 36, 46, 54, 71, 82, 84, and 90. An initial mutation at 
position 82 was consistently observed and appeared to be necessary for the primary 
loss of antiviral effect. There was no patient with a rise in viral load without variation at 
residue 82, as either a single substitution or part of a complex mutational pattern. This 
observation suggests that the primary mechanism for resistance is the selection of 
preexisting V82 single mutants with incompletely suppressed replication in the presence 
of ritonavir. The substitution at position 82 is followed most frequently by mutations at 
positions 54, 71, and 36. In contrast to in vitro experiments with ritonavir, in vivo I84V 
emerged late and less frequently. The L90M mutation was also observed less frequently 
and was always accompanied by at least two additional mutations. Emergence of I54V 
was not predicted by in vitro selection. The coappearance of I54V with V82A/F in vivo 
suggests a possible compensatory role of I54V (64). 

1.9 Research objectives 
In view of the fact that the experimental findings indicate the rapid emergence of 

drug resistance to most of the PR inhibitors in use, due to site specific mutations in the 
enzyme occurring at one or more residues and these mutations are broadly conserve in 
nature and are a serious obstacle for efficient protease inhibitor salvage therapy with 
alternative protease inhibitors. This study was focus on the major mutation of saquinavir 
and ritonavir that observe on the different position (residues 48(48’) and 90(90’) for 
saquinavir, 82(82’) and 84(84’) for ritonavir) around the binding pocket. For this reason 
the effect from these positions around the binding pocket were observed. 

These project pursuers the following goals: 
1. The problem of the protonation state of the active site residues, Asp25 

and Asp25’, was addressed using the MD simulations of G48V complexed with 
saquinavir in the three possible protonation states, protonate at each of the two Asp and 
diprotonate.  

2. MD simulations of wild-type, single mutants (G48V and L90M) and 
double mutant (G48V/L90M) complexed with saquinavir at the protonation state 
obtained from (1) were performed. The binding free energy calculations were also 
applied to evaluate the relative binding affinity of each HIV-1 PR-inhibitor complex.  
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3. The same methods in (2) were applied for ritonavir complexed with wild-
type and mutants, V82F, I84V and V82F/I84V. 
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CHAPTER 2 
THEORY 

2.1 Potential energy functions (65) 

To investigate the relationships between structure, function and dynamics at the 
atomic level of biological molecules, it is not yet feasible to treat the systems using 
quantum mechanics calculation. Therefore, the problems become much more tractable 
when turning to empirical potential energy functions which are much less 
computationally demanding. However, one of the disadvantage of the use of empirical 
force field is that no drastic changes in electronic structure are allowed, i.e., no events 
like bond making or breaking can be modeled.  

Recently generation potential energy functions (or force fields) provide a 
reasonably good compromise between accuracy and computational efficiency. They are 
often calibrated to experimental results and quantum mechanical calculations of small 
model compounds. Their ability to reproduce physical properties measurable by 
experiment is tested; these properties include structural data obtained from x-ray 
crystallography and NMR, dynamic data obtained from spectroscopy and inelastic 
neutron scattering, and thermodynamic data. The most commonly used potential energy 
functions are the AMBER, CHARMM, GROMOS and OPLS/AMBER force fields. The 
continuing development of force fields remains an intense area of research with 
implications for both fundamental as well as applied researches in the pharmaceutical 
industry. 

The energy, E, is a function of the atomic positions, R, of all the atoms in the 
system, these are usually expressed in term of Cartesian coordinates. The value of the 
energy is calculated as a sum of internal or bonded, terms Ebonded, which describe the 
bonds, angles and bond rotations in a molecule, and a sum of external or nonbonded 
terms, Enon-bonded. These terms account for interactions between nonbonded atoms or 
atoms separated by 3 or more covalent bonds. These are drawn together to form a 
potential energy function: 
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bondednonbonded EE)R(V −+=                            (2.1) 

2.1.1 Intramolecular interactions 

The bondedE  term is a sum of the following three terms 

bondalongrotatebendanglestretchbondbonded EEEE −−−− ++= ,                       (2.2) 

which correspond to three types of atom movement, 23r , 234θ  and 1234φ  shown in Figure 
2.1. 

 
Figure 2.1 Geometry of a simple chain molecule, illustrating the definition of interatomic 
distance 23r , bend angle 234θ , and torsion angle 1234φ . (66) 

The bondedE  is the energy function for stretching a bond between two 
atoms, atoms 2 and 3 in Figure 2.1. It is a harmonic potential representing the interaction 
between atomic pair where atoms are separated by one covalent bond, i.e., 2, 3-pair. 
This is the approximation to the energy of a bond as a function of displacement from the 
equilibrium bond length, b0. The force constant, Kb, determines the strength of the bond. 
Both ideal bond lengths and force constants and specific for each pair of bound atoms, 
i.e., their value only depend on chemical type of atoms-constituents. 

2
0

21
)bb(KE

pairs,
bstretchbond −= ∑

−
−                (2.3) 

Values of force constant are often evaluated from experimental data 
such as infrared stretching frequencies or from quantum mechanical calculations. 
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Values of bond length can be inferred from high resolution crystal structures or 
microwave spectroscopy data. 

The second term in Equation 2.2 is associated with alteration of bond 
angles θ from equilibrium values θ0, which is also represented by a harmonic potential. 
Values of θ0 and Kθ depend on chemical type of atoms constituting the angle.  

2
0 )(KE

angles
bendbond θθθ −∑=−                           (2.4) 

These two terms describe the deviation from equilibrium geometry; 
effectively, they are penalty functions and that in a perfectly optimized structure, the sum 
of them should be close to zero. 

The third term in Equation 2.2 represents the torsion angle potential 
function which models the presence of steric barriers between atoms separated by 3 
covalent bonds (1,4-pairs). The motion associated with this term is a rotation, described 
by a dihedral angle and coefficient of symmetry n=1, 2, 3 around the middle bond. This 
potential is assumed to be periodic and is often expressed as a cosine function. 

))ncos((KE
pair,

angletorsion φφ −− ∑=
−

1
41

                         (2.5) 

2.1.2 Non-bonded interactions 

The energy term representing the contribution of non-bonded 
interactions in the potential function has two components which are the Van der Waals 
interaction energy and the electrostatic interaction energy.  

ticelectrostavdwbondednon EE)R(V +=−                           (2.6) 

The van der Waals energy, Evdw, describes the repulsion or attraction 
between atoms that are not directly bonded. This term can be interpreted as the part of 
the interaction which is not related to atomic charges. The van der Waals interaction 
between two atoms arises from a balance between repulsive and attractive forces. The 
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repulsive force arises at short distances where the electron-electron interaction is 
strong. The attractive force, also referred to as the dispersion force, arises from 
fluctuations in the charge distribution in the electron clouds. The fluctuation in the 
electron distribution on one atom or molecules gives rise to an instantaneous dipole 
which, in turn, induces a dipole in a second atom or molecule giving rise to an attractive 
interaction. Each of these two effects is equal to zero at infinite atomic separation R and 
become significant as the distance decreases. The attractive interaction is longer range 
than the repulsion but as the distance become short, the repulsive interaction becomes 
dominant. This gives rise to a minimum in the energy. Positioning of the atoms at the 
optimal distances stabilizes the system. Both value of energy at the minimum E* and the 
optimal separation of atoms r* (which is roughly equal to the sum of van der Waals radii 
of the atoms) depend on chemical type of these atoms.  

 
 

Figure 2.2 Lennard-Jones pair potential showing the r-12 and r-6 contributions. Also 
shown is the WCA (Water Conservation Area) shifted repulsive part of the potential. (66) 
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Figure 2.3 Empirical potential energy function and their components. 

The van der Waals interaction is most often modeled using the Lennard-
Jones 6-12 potential which expresses the interaction energy using the atom-type 
dependent constants, A and C. Values of A and C may be determined by a variety of 
methods, like non-bonding distances in crystals and gas-phase scattering 
measurements. The van der Waals interactions are one of the most important for the 
stability of the biological macromolecules. 
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The second term of the non-bonded interaction is Eelectrostatic which is due 
to internal distribution of the electron. It is created by positive and negative parts of the 
molecule. The electrostatic interaction between a pair of atoms is represented by 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

63

Coulomb potential; D is the effective dielectric function for the medium and rik is the 
distance between two atoms having charges qi and qk. 

∑=
− bondednon ik

ki
ticelectrosta Dr

qqE                                       (2.8) 

The empirical potential energy function is differentiable with respect to 
the atomic coordinates; this gives the value and the direction of the force acting on an 
atom and thus it can be used in a molecular dynamics simulation. 

2.2 Energy minimization (67) 

An important method for exploring the potential energy surface is to find 
configurations that are stable points on the surface. This means finding a point in the 
configuration space where the net force on each atom vanishes, i.e., the derivative or 
gradient 0=∇ )R(V . By adjusting the atomic coordinates and unit cell parameters (for 
periodic models, if requested) so as to reduce the model potential energy, stable 
conformations can be identified. Perhaps more important, the addition of external forces 
to the model in the form of restraints allows for the development of a wide range of 
modeling strategies using minimization strategies as the foundation for answering 
specific questions. For example, the question "How much energy is required for one 
molecule to adopt the shape of another?" can be answered by forcing specific atoms to 
overlap atoms of a template structure during an energy minimization. 

Derivatives provide information that can be very useful in minimization 
procedure. There can be more than one minimum for a large molecule. The minima are 
called local minima. The ideal solution of geometry minimization is the global minimum. 
Due to numerical limitations, however, it is impossible to exactly reach the global 
minimum or even the local minimum. In practice, local minimum refers to a point on the 
potential energy surface where the applied minimization procedure cannot further 
reduce the function value. Mostly, the magnitude of the first derivative is a rigorous way 
to characterize convergence. The minimum has converged when the derivatives are 
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close to zero. The typical tolerance, for example, in AMBER program is in the range of   
10-5 to 10-6 kcal/mol.Å. To reach the minimum the structure must be successively 
updated by changing the coordinates (take a step) and checking for convergence. 
Each complete cycle of differentiation and stepping is known as minimization iteration. 
The efficiency of minimization can be judge by both the number of iterations required to 
converge and number of function evaluation needed per iteration. Normally, thousands 
of iterations are required for macromolecules to reach the convergence.  

Two first-order minimization methods, which are frequently used in molecular 
modeling, are steepest descents and conjugate gradient methods. Both techniques use 
the first derivative of the potential function. Additionally, the Newton-Raphson method 
which uses both the first and the second derivatives to locate the minimum, namely the 
second-order method, is also widely used.   

2.2.1 Steepest descent method 

In this method, the energy was minimized by repeating minimization 
along the direction of the force. The first derivative of the potential energy surface was 
used with respect to the Cartesian coordinates. The method moves in the parallel 
direction to the net force by considering moving down the steepest slope of the 
interatomic forces on the potential energy surfaces. By adding an increment to the 
negative gradient of the potential energy ( )R(V∇− ) or forces, the descent is 
accomplished (see Figure 2.4).  

The method is commonly used in the initial step for relaxing the poorly 
refined structure either resolved from the crystallography or model building since it 
reasonably converges at the initial step and requires minimal computing time. However, 
the progress becomes slow when approaching the minimum. This leads to another 
minimization method known as conjugate gradient to be used. 
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Figure 2.4 The method of steepest descents. 

2.2.2   Conjugate gradient method  

The conjugate gradient method also uses the first derivatives of the 
potential energy. But instead of local gradient for downhill as in the steepest descent 
method, the conjugate gradient technique define the new gradient direction for each 
iteration by using information from previous gradient directions to determine the 
optimum direction for the line search. It is considered to select a successive search 
direction in order to eliminate repeated minimization along the same direction. This 
made the method more efficient and gives smaller number of iterations to reach the 
convergence, comparing to the steepest descent method. The conjugate gradient 
method is displayed in Figure 2.5. 

Generally, this method converges in approximately M steps for a 
quadratic function, where M is the number of degrees of freedom of the function. Note 
that several terms in the potential energy are quadratic. Nevertheless, the disadvantage 
is that the line minimizations need to be performed accurately in order to ensure that the 
conjugate direction is set up correctly and thus time consuming. In addition, the method 
can be unstable if conformation is so far away from a local minimum. 
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Figure 2.5 The method of conjugate gradient. 

2.2.3 Newton-Raphson method 

The Newton-Raphson method uses the second-order derivative 
providing information about curvature of the function, as well as the first derivatives 
providing the gradient. In addition to the use of the gradient to identify a search 
direction, the curvature of the function is also applied to predict where the function 
passes through a minimum along that direction, i.e., to predict where along the gradient 
the function will change direction. This gives rise to the Newton-Raphson method to 
converge faster (if the starting geometry is not too far from the minimum) and more 
accurate with a tolerance up to 10-9 kcal/mol.Å in comparing to that of 10-6 kcal/mol.Å of 
the conjugate gradient method. However, for a molecule of N atoms it requires not only 
the vector of 3N first derivatives but also the Hessian matrix of (3N)2 second derivatives, 
which must be inverted. The need to calculate the Hessian matrix, the iteration makes 
this algorithm computationally expensive and large storage requirement. In particular, 
calculating, inverting and storing the second derivative matrix are prohibitive for large 
systems (usually more than 100 atoms). Furthermore, when a structure is far from the 
minimum, the minimization can become unstable.  
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From the above description, it can be seen that different minimization 
algorithms have different advantage and disadvantages. To optimize the minimization 
procedure it is usually best to combine several algorithms in the minimization scheme. 
For instance, the steepest descents method should be used for the first 10-1000 steps 
of minimization procedure to obtain the configuration close to the local minimum, then 
the conjugate gradient or Newton-Raphson method (depending on how large the 
system) is employed to reach the minimum. 

2.3  Molecular dynamics simulation 

One of the principal tools in the theoretical study of biological molecules is the 
method of molecular dynamics simulations (MD simulation). This computational method 
calculates the time dependent behavior of a molecular system. MD simulation has 
provided detailed information on the fluctuations and conformational changes of 
proteins and nucleic acids. These methods are now routinely used to investigate the 
structure, dynamics and thermodynamics of biological molecules and their complexes. 
They are also used in the determination of structures from x-ray crystallography and 
from NMR experiments. 

An experiment is usually made on a macroscopic sample that contains an 
extremely large number of atoms or molecules sampling an enormous number of 
conformations, whereas the molecular dynamics simulation generate information at the 
microscopic level, including atomic positions and velocities. The conversion of this 
microscopic information to macroscopic observables such as pressure, energy, heat 
capacities, etc., requires statistical mechanics. Statistical mechanics is fundamental to 
the study of biological systems by molecular dynamics simulation.  
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Figure 2.6 The cartoon shown the comparison of experiment and molecular simulation. 

In statistical mechanics, averages corresponding to experimental observables 
are defined in terms of ensemble averages; one justification for this is that there has 
been good agreement with experiment. An ensemble average is average taken over a 
large number of replicas of the system considered simultaneously and given by 

∫∫= )r,p(p)r,p(AdrdpA NNNNNN
ensemble                         (2.9) 

where )r,p(A NN  is the observable of interest and it is expressed as a function of the 
momenta, p, and the positions, r, of the system. The integration is over all possible 
variables of r and p. There exist different ensembles with different characteristics. 

• Microcanonical ensemble (NVE) : The thermodynamic state characterized by a 
fixed number of atoms, N, a fixed volume, V, and a fixed energy, E. This 
corresponds to an isolated system.  

• Canonical Ensemble (NVT): This is a collection of all systems whose 
thermodynamic state is characterized by a fixed number of atoms, N, a fixed 
volume, V, and a fixed temperature, T. 

•  Isobaric-Isothermal Ensemble (NPT): This ensemble is characterized by a fixed 
number of atoms, N, a fixed pressure, P, and a fixed temperature, T. 
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•  Grand canonical Ensemble (MVT): The thermodynamic state for this ensemble 
is characterized by a fixed chemical potential, M, a fixed volume, V, and a fixed 
temperature, T.  

The molecular dynamics method was first introduced by Alder and Wainwright in 
the late 1950's (68) to study the interactions of hard spheres. Many important insights 
concerning the behavior of simple liquids emerged from their studies. The next major 
advance was in 1964, when Rahman carried out the first simulation using a realistic 
potential for liquid argon (69). The first molecular dynamics simulation of a realistic 
system was done by Rahman and Stillinger in their simulation of liquid water in 1974 
(70). The first protein simulations appeared in 1977 with the simulation of the bovine 
pancreatic trypsin inhibitor (BPTI) (71). Today in the literature, one routinely finds 
molecular dynamics simulations of solvated proteins, protein-DNA complexes as well as 
lipid systems addressing a variety of issues including the thermodynamics of ligand 
binding and the folding of small proteins. The number of simulation techniques has 
greatly expanded; there exist now many specialized techniques for particular problems, 
including mixed quantum mechanical-classical simulations that are being employed to 
study enzymatic reactions in the context of the full protein. Molecular dynamics 
simulation techniques are widely used in experimental procedures such as x-ray 
crystallography and NMR structure determination. 

2.3.1 Basic theory of molecular dynamics 

MD simulation technique is based on the classical equation of motion, 
i.e. Newton’s equation (Equation 2.10). Basically, from the force acting on each atom, 
the acceleration of each atom in the system can then be determined. By integrating the 
equation of motion, a trajectory describing the position, velocities and the accelerations 
over time can be obtained. The average values of many properties can then be 
determined from this trajectory. 

amF vv =                                                 (2.10) 
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Where Fv  is the force exerted on particle, m is particle mass and av  is the acceleration 
of the particle and equal to the second derivative of the position over time. The force can 
be expressed as the gradient of the potential energy. 

VF ∇−=v                                                   (2.11) 

where V is the potential energy of the system. 

By combining Equation 2.10 and 2.11, the Newton’s equation of motion 
thus relate the derivative of the potential energy to the changes in position as a function 
of time, Equation 2.12. 

dr
dV

dt
rdm −=2

2v
                                      (2.12) 

Since, the acceleration equals to the derivative of velocity over time and 
velocity equal to the derivative of position over time, the acceleration can then be 
related to the position, velocity and time as follow: 
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where x is the position of the particle, x0 and v0 are initial position and velocity, 
respectively. To calculate the trajectory, the initial position of atoms, initial distribution of 
velocities and the acceleration are needed. The acceleration can be determined from 
the gradient of the potential energy while the initial position can be obtained from 
experimentally resolved structures. The initial distribution of velocities is resolute from a 
Maxwell-Boltzmann distribution at a given temperature (Equation 2.14) 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

71

∑=









−








=

m
P

)N(
T

Tk
mvexp

Tk
m)v(p

BB

23
1

2
1

2
2

22
1

π                         (2.14) 

where N is the number of atoms in the system. 

For this purpose we need to be able to carry out the forces F that acting 
on the atoms and these are usually derived from a potential energy V(R), where R = (r1, 
r2, …, rN) represents the complete set of 3N atomic coordinates. The potential energy is 
a function of the atomic positions (3N) of all the atoms in the system. Due to the 
complicated nature of this function, there is no analytical solution to the equations of 
motion. They must be solved numerically. Numerous numerical algorithms have been 
developed for integrating the equations of motion. 

Time integration algorithms are required to integrate the equation of 
motion of the interacting particles and follow their trajectories. They are the engine of a 
molecular dynamics program, which are based on finite difference methods. The 
equations are solved step-by-step in discrete time interval that is called time step, δt. 
Knowing the positions and some of their time derivatives at time t, the integration 
scheme gives the same quantities at later time t+δt. By iterating the procedure, the time 
evolution of the system can be followed for long times. There are many integration 
methods widely used in a molecular dynamics simulation. 

2.3.2  Integration algorithms (66) 

  The integration algorithms approximated by a Taylor series expansion 
(Equation 2.15) was introduced to solve the equation numerically as for the complicated 
system (function of atomic position) that dose not have analytical solution. 
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where x is the position, v is the velocity (the first derivative with respect to time), a is the 
acceleration (the second derivative with respect to time). 

In molecular dynamics, the most commonly used time integration 
algorithm is probably the so-called Verlet algorithm. The basic ideal is to two third-order 
Taylor explanations for the position x(t), one forward x(t+δt) and one backward x(t-δt) in 
time. The relation can be written as, 
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Summing these two equations, one obtains 

22 t)t(a)tt(x)t(x)tt(x δδδ +−−=+             (2.17) 

This is the basic form of the Verlet algorithm. Because we are integrating 
Newton’s equation, acceleration, a(t), is just the force divided by the mass (Equation 
2.10). As one can see the truncation error of the algorithm when evolving the system by 
δt is of the order of four, event if third derivatives do not appear explicitly. This algorithm 
is at the same time simple to implement, accurate and stable, explaining its large 
popularity among molecular dynamics simulations. 

The advantages of the Verlet algorithm are, i) it is straightforward, and ii) 
the storage requirements are modest. The disadvantage is that the algorithm is of 
moderate precision. A problem with this version of the Verlet algorithm is that velocities 
are not directly generated. While they are not need for the time evolution, their 
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knowledge is sometimes necessary. Moreover, they are required to compute the kinetic 
energy K, whose estimate is necessary to test the conservation of the total energy 
E=K+V. This is one of the most importance tests to verify that a MD simulation is 
proceeding correctly. One could compute the velocities from the position using 

t
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=                          (2.18) 

To overcome this difficulty, some variants of the Verlet algorithm have 
been developed. They give rise to exactly the same trajectory, and the stored variables 
are different in memory and at what times. The leap frog algorithm (Equation 2.19) is one 
of such variants where velocities are handled somewhat well. In this algorithm, the 

velocities are first calculated from tt δ
2
1

+  and then used to calculate the position x at 

time tt δ+ . The velocities at time t can then be approximated by Equation 2.20. 
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The advantage of this algorithm is that the velocities are explicitly 
calculated, however, the disadvantage is that they are not calculated at the same time 
as the positions. The velocities at time t can be approximated by the relationship: 
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An improved integrating, which was also used in simulations, is the 
Velocity Verlet algorithm which is designed to further improve on the velocity 
evaluations. The positions, velocities and accelerations at time t+δt are obtained from 
the same quantities at time t in the following way: 
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            (2.21) 

The advantage is the best evaluation of velocities but there is also the 
disadvantage which is computationally more expansive than other integration algorithm 
(Verlet and Leap-Frog).  

2.3.3  The basic steps in MD simulation 

The MD method is deterministic in which the state of the system at any 
time are predictable once positions and velocities of each atom are known. MD 
simulations are sometime time consuming and computational expensive. Nevertheless, 
the faster and cheaper of the computer today bring up the calculation to the 
nanosecond time scale. 

The basic step in MD simulation was shown in Figure 2.7. The initial 
system, in which the coordinated can be normally obtained from x-ray or NMR data or 
built up using molecular modeling method, is minimized in order to get rid of bad atomic 
contacts due to the addition of some newly atoms and residues, i.e., hydrogen atoms, 
amino acid residues as well as water molecules. The initial velocities of the system were 
assigned to the system using Maxwell-Boltzmann distribution as described above. Prior 
to the production dynamics, the heating and equilibration dynamics were performed 
with the aim to decreases the probability that localized fluctuations in the energy such 
as hot spots in which will persist throughout the simulation. Following the initial 
thermalization/equilibration, some more period of time for equilibrations were applied 
until the system is reached the equilibrium by adjusting the temperature and rescaling 
the velocities. The trajectory of the systems is calculated and used for analysis.  
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Figure 2.7 Basic steps on MD simulation study. 

2.3.4  Periodic boundary condition 

The periodic boundary condition was introduced in the MD simulations 
for reducing the boundary effect at the edge of the simulation box where the molecules 
which stay close to the edge of the box receive the incomplete interaction (one side 
interaction). The periodicity was applied to the system of interest in which locating at the 
central cell. The interactions of the molecule nearby the edge of the box were then 
complete by involving the interaction from the next box. Furthermore, the number of 
molecules was kept constant by entering of the image of the leaving cell. 

This ideal is represented in Figure 2.8. The original box contains a solute 
and solvent molecules which is surrounded with identical images of itself. The positions 
and velocities of corresponding particles in all of the boxes are identical. The common 
approach is to use a cubic or rectangular parallelepiped box, but other shapes are also 
possible, e.g., truncated octahedron. By this approach, we obtain what is in effect an 
infinite sized system.  
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Figure 2.8 Periodic boundary conditions. As a particle moves out of the simulation box, 
an image particle moves in to replace it. In calculating particle interactions within the 
cutoff range, both real and image neighbors are included. (66) 

2.3.5  Potential cut-off for non-bonded interaction 

  The calculation of non-bonded interactions is the most time-consuming 
part in the MD simulation since all pair interactions are calculated for every pair of atoms 
in the system. In order to reduce the calculation time, the total force acting on a particle 
from neighboring particles are of the main contribution. The interactions are evaluated 
between each pair of particles with a distance less than a cut-off radius, rco. This 
compromises between the correction and efficiency. 

2.3.6  Treatment of long range interaction 

  Presently simulations of bimolecular systems include a very large 
numbers of atoms ten to hundred of thousands atoms. They are involved over 
timescales of many nanoseconds. The accurate computation of electrostatic and van 
der Waals interactions is the most difficult task in computer modeling. The most time 
consuming part of any molecular dynamics simulation is the calculation of the 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

77

electrostatic interactions. There interactions fall off as 1/r, where r is the reparation 
between charges, and have consequently to be considered as long-range.    

 The need for efficiency treatment of long-range electrostatic interactions 
in the molecular size has been clearly well-known in the last decade. Eelectrostatic 
represents a sum over N(N-1)/2 pairs; i.e., it is an O(N2) calculation necessary to 
evaluate all non-bonded pair in macromolecular systems. The treatment long-range 
forces were ignored in the macromolecular simulations, being with the use of ‘truncation’ 
or ‘cutoff’, roff. These methods were developed to limit the computational effort needed 
by the evaluation of the long-range forces. However, there is problem to select the 
truncation technique. One can use a straight truncation method, which the electrostatic 
interactions are zero at roff. The truncation simulations can perform in the old version of 
AMBER package. Another truncation method, the shifting function S(r), scales the 
interaction potential to zero at the specific distance 
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

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offoff
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rr,))r/r((
)r(S

0
1 22

                                     (2.22) 

 One can see that the short-range interactions are disturbed. The 
distortion and overestimation of the short-range interactions are the drawbacks of the 
shifting function scheme. The switching function is other smoothing scheme, which 
brings the potential to zero between a switcheson and switchesoff distance. With a 
suitable switcheson the short-range interactions are not distorted, giving continuous force 
or potential energy. Although the truncation methods can significantly reduce the 
amount of computational time for evaluating the electrostatic interactions, these 
methods are inaccurate because of finite cutoff distance which restricts severely the 
infinite character of the system. This may result an unstable geometry for a long 
simulation. 

In order to improve the treatment of the long-range electrostatic 
interaction, the Particle Mesh Ewald (PME) method was used to calculate the full 
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electrostatic energy of a periodic box in a macroscopic lattice of repeating images. The 
method is based on the Ewald summation method and particle mesh method, which 
gives the exact result for the electrostatic energy of a periodic system containing an 
infinite replicated neutral box of charged particles. The method is usually used for the 
complex molecular system with periodic boundary condition. 

Consider the Coulomb’s law: 

ij

ji
r r

qq
V

ij

04πε
=                                                    (2.23) 

where 04πεε = , the Ewald method split the Coulomb potential which is slowly 
converged into three exponentially converged contributions as described in Equation 
(2.24) 

srft VVVV ++=                                                  (2.24) 

where tV , fV , rV and Vs are potential for total, Fourier Space part, Real Space part and 
Self interaction, respectively. Each contributor is given as follows: 
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Application of the PME method allows fast Fourier transform (FFT) to be 
applied, thus, the method is better. The advantages of the PME are the method for the 
treatment of long-range forces in macromolecular systems. The high accuracy can be 
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obtained with relatively little increase in computational cost and efficiently implemented 
into usual MD algorithm such as AMBER package.   

2.4  The molecular mechanics Poisson-Boltzmann surface area (MM/PBSA)  

The MM/PBSA approach represents the post processing method to evaluate free 
energies of binding or to calculate absolute free energies of molecules in solution. The 
sets of structures are usually collected with molecular dynamics or Monte Carlo 
methods. However, the collections of structure should be stored in the format of an 
AMBER trajectory file.  

In general, the free energy of the inhibitor binding, ∆Gbinding, is obtained from the 
difference between the free energy of the receptor-ligand complex (Gcpx), and the 
unbound receptor (Grec) and ligand (Glig) as follows: 

)GG(GGG ligreccpxcpxbinding +−== ∆∆                         (2.26) 

In the MM/PBSA methodology, the free energy of ABBA →+  is calculated 
using the following thermodynamic cycle: 
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vdWticelectrostaraintgasgas EEEEH ∆∆∆∆∆ ++=≈                     (2.29) 
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)GG(GG B
SA

A
SA

AB
SASA ∆∆∆∆∆ +−=                        (2.31) 

gasG∆  is the interaction energy between A and B in the gas phase that related 
to the enthalpic changes in the gas phase and A

solvG∆ , B
solvG∆  and AB

solvG∆  are the 
solvation free energies of A, B and AB, which are estimated using a continuum 
approach (Poisson-Boltzmann/surface area),  

AB
SA

AB
PB

AB
PBSA

AB
solv GGGG ∆∆∆∆ +==    (2.32) 

where AB
PBG∆  is the polar solvation energy, which is computed in continuum solvent, 

usually using a finite-difference Poisson-Boltzmann (PB) model and AB
SAG∆  is nonpolar 

solvation term, which can be derived from the solvent-accessible surface area (SA). 

For a series of compounds with similar structures and binding modes, the 
entropy contribution can be omitted if one is only interested in the relative order of 
binding affinities. However, if one intends to obtain the absolute binding free energy or 
the compounds are very different, the contribution of entropy cannot be neglected. 
There are several approaches to estimate the entropy, including the normal-mode 
analysis, the quasi-harmonic analysis, and the quasi-Gaussian approach. The first two 
approaches, which are more practical for the biological systems, are much similar in 
theory except that the atomic fluctuation matrix in quasi-harmonic analysis is not from a 
normal mode calculation, but is obtained from the snapshots of MD simulations. 
Estimates of entropy from normal-mode analysis have some limitations, for example, the 
anharmonic contribution is not taken into account and low frequency modes that lead to 
large displacements are not treated accurately in the harmonic limit. On the other hand, 
quasiharmonic analysis, which is an alternative to harmonic analysis, incorporates some 
effects due to the anharmonic nature of macromolecules. However, there are some 
serious problems for the quasi-harmonic analysis if the microstates are not well sampled 
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with MD simulations. Considering that normal-mode analysis has been successfully 
applied in estimating the binding entropy for several biological systems. By now, 
MM/PBSA has been successfully applied to binding free energy calculations for several 
systems. 

In AMBER program, the molecular mechanical energies are determined with the 
SANDER module and represent the internal energy (bond, angle and dihedral), van der 
Waals and electrostatic interaction. An infinite cutoff for all interactions is used. The 
electrostatic contribution to be the solvation free energy is calculated with the Poisson-
Boltzmann (PB) method, for example, as implemented in Delphi program (72) or by 
generalized Born (GB) method implemented in SANDER module in AMBER program. 
The hydrophobic contribution to the solvation free energy is determined is determined 
with solvent accessible surface area dependent term (73). The surface area is 
computed with Paul Beroza’s molsurf program, which based on analytical ideas 
primarily developed by Mike Connolly. Estimates of conformational entropies can be 
made with the nmode module from AMBER.    

2.4.1  Poisson-Boltzmann (PB) model (30) 

Calculations of electrostatic potentials required for evaluating the 
ionization and interaction energies are based on the Poisson-Boltzmann model of 
electrostatic interactions. The foundation of the PB model constitutes the fundamental 
equation of electrostatics, differential Poisson equation that describes the electrostatic 
potential Φ(r) in a medium with a dielectric scalar field ε(r) and with a charge density 
ρ(r). 

)r()r()r( πρΦε 4−=∇⋅∇                           (2.33) 

When one deals with a macromolecule (in this case the protein) 
immersed in an aqueous medium with mobile ions, the charge density ρ(r) can be 
separated into two components: 

m
ext

f
int)r( ρρρ +=                           (2.34) 
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where f
intρ  describes the interior charge distribution of the fixed (f) positions of all the 

charges in the protein and m
extρ  is a mobile (m) exterior charge density modeled by a 

Boltzmann distribution. Equation 2.33 takes the form 
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int ΦλρπΦε 4         (2.35) 

where ni is the bulk number density of type-i ions, qi is the ionic charge, k is the 
Boltzmann constant, and λ equals 1 for ion-accessible regions and 0 elsewhere. 

Linearizing the exponential terms in the mobile charge distribution and 
assuming equal number of positively and negatively charged ions one obtains 
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Next, the modified Debye-Hückel parameter is introduced 
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where NA is the Avogadro constant, e the charge of an electron, and I the ionic strength. 
The ionic strength is represented as 

∑=
i

ii zcI 2
2
1                            (2.38) 

where ci and zi are the molar concentration and the valency of the mobile ions, 
respectively. 

Introducing 2κ in Equation 2.37, one obtains the linearized Poisson-
Boltzmann equation where the protein is represented as a low dielectric medium 
containing fixed charges and the solvent is represented as a medium of dielectric 
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constant of 80 which contains mobile ions that screen the fixed charges according to 
the Debye-Hückel model: 

)r()r()r()r()r( int φκλπρφε 24 +−=∇⋅∇            (2.39) 

The charges are usually located at nucleic positions determined by x-ray 
crystallographic methods or high-resolution Nuclear Magnetic Resonance (NMR) 
spectroscopy. 

2.4.2  Solvent accessible surface area (SASA) (74) 

The accessible surface is traced out by the probe sphere center as it 
rolls over the protein. It is a kind of expanded van der Waals surface. If one increases 
each atom's van der Waals radius by the probe radius, one get so-called expanded 
atom radii. The union of the expanded atoms is what Tim Richmond (1984) calls the 
solvent-excluded volume. It is the region enclosed by the accessible surface. 

 
Figure 2.9 Schematic of the SASA 
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CHAPTER 3 
MD SIMULATIONS OF DIFFERENT PROTONATION STATES OF G48V 
HIV-1 PR COMPLEXED WITH SAQUINAVIR IN AQUEOUS SOLUTION 

The ability of protein residues to exchange protons with their environment and 
the dependence of this process on pH influence the electrostatic properties of enzymes. 
At extreme values of pH, for instance, proteins unfold and enzymes cease to function. 
The rate of enzymatic catalysis and also the binding of inhibitors, as has been observed 
experimentally, depend upon pH. These processes are, therefore, thermodynamically 
linked to protonation states of the system. Protonation states of ionizable residues 
determine the overall charge distribution of enzymes. This distribution may play a crucial 
role in the reaction path, e.g., drawing the substrate near the active site or stabilizing 
possible transition states. Also the appropriate protonation state of active site residues is 
often required to activate an enzyme because most enzymes contain residues that 
promote acid-base catalysis. Moreover, the protonation state of ionizable residues 
surrounding the active site may also be important since their electrostatic field can 
stabilize transition states of the reaction path. 

The properties of HIV-1 PR are also affected by pH. The activity of this enzyme 
varies with pH and is peaked at pH ~5 - 6 (75). Studies of the pH dependence of the 
kinetics of HIV-1 PR have been used to deduce the titration behavior of the active site 
aspartyl dyad, Asp25 and Asp25’. These studies yield two distinct pKas for the dyad in 
the free enzyme (76). Competitive inhibitors of HIV-1 PR bind in the active site, 
displacing water and forming contacts with the carboxyl groups of the dyad. As a 
consequence, they also can alter the pKas of the dyad. Thus, studies of protonation 
states of dyad of HIV-1 PR are essential for further modeling of its properties, e.g., 
molecular dynamics for both wild-type and mutant type.  

Up to date, many previous studies proposed the protonation state of catalytic 
dyad of HIV-1 PR as shown in Table 3.1. Different protonation states were found 
depending on the local environment of the enzyme-inhibitor complex. The single 
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protonation state at one of two acidic acids has been most commonly observed with the 
binding of inhibitor. However, the calculations of ionization constants of titratable 
residues in peptides or proteins proposed that the crucial aspartates in the active site of 
the enzyme may have different protonation states depending on the type of the bound 
ligand (30). Unfortunately, the information about protonation state of saquinavir and 
ritonavir complexes were not available. Thus, molecular dynamics simulations of the 
G48V HIV-1 PR complexed with saquinavir in explicit aqueous solution were carried out 
in this study for all three possible protonation states of the two aspartic residues, Asp25 
and Asp25’. 

Table 3.1 The proposed protonation states of HIV-1 PR from the previous studies.  
Year System of interest  Methods Proposed results Ref. 
1995 HIV-1 PR complexed 

with the S- and R- 
isomers of the U85548E 
inhibitor  

The free energy 
simulation 

Only one catalytic 
aspartic acid residue is 
protonated 

(77) 

1996 HIV-1 protease 
complexed with 
pepstatin inhibitor 

NMR measurements At least, monoprotonated (78) 

2000 HIV-1 PR complexed 
with hydroxyethylene 
isostere inhibitors  

The free energy 
simulation 

Only the case with Asp25 
OD2 protonation results in 
the reasonable binding 
affinity. 

(79) 

2001 HIV-1 PR complexed 
with  Pepstatin A 
inhibitors 

Ab Initio Molecular 
Dynamics-Based 
Assignment 

Both Asp groups in the 
complex are protonated. 

(80) 

2003 HIV-1 PR complexed 
with A74704 inhibitor. 

Quantum 
mechanics and 
molecular 
mechanical method. 

Protonated state of 
complex is 
monoprotonated state on 
OD2 of Asp25. 

(81) 
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Figure 3.1 Schematic representation of the HIV-1 PR complexed with saquinavir (a) in 
which molecular structure of Gly48 (b) and Val48 (c) in the G48V and of saquinavir (d) 
were also displayed.  

3.1  Computational methods 

3.1.1  Atomic charges of saquinavir 

Saquinavir is not standard residues in the AMBER residue libraries; 
therefore, their force field parameters are not available in the AMBER package. Thus, 
potential parameters for saquinavir were developed using the following steps. Geometry 
of the starting structure of saquinavir was taken from the crystal structure of saquinavir 
bound to wild-type protease (PDB code: 1HXB). Then, optimized at the Hartree-Fock 
level with 6-31G** basis functions to adjust the bond-length involving hydrogens. Finally, 
the RESP charge fitting procedure was employed to calculate partial atomic charges of 
the inhibitor (82). All electronic structure calculations were carried out with the program 
package Gaussian98 (83). The results were summarized in Table 3.2. 
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Figure 3.2 The atom labels of saquinavir. 

3.1.2 The pKa calculations of HIV-1 PR 

An assumption used for assigning the protonation state of the ionizable 
residues in the simulations was inspected by the prediction of the pKa values. The 
method estimates the pKa shift by calculating the electrostatic free energy of ionizable 
residues in the neutral and the charge states in solution (84). The computations were 
done by solving finite different Poisson-Boltzmann equations implemented in the 
University of Houston Brownian Dynamics program (UHBD) (85). The protocols describe 
as follows. Polar hydrogens were added to the x-ray model using the Python based 
Molecular Viewer (PMV) (86). For generating electrostatic potentials, the model was then 
placed in a 65 × 65 × 65 dimension with a grid spacing of 2.5 Å. The focusing 
technique was additionally employed using finer grid spacing of 1.2, 0.75, and 0.25 Å 
for a cubic dimension of 15, 15, and 20, respectively (84,87). Atomic radii and charges 
available in UHBD program were originally derived from optimized potentials for liquid 
simulations and CHARMm22 parameter sets (88). The 1.4 Å probe radius with a 
resolution of 500 dots/atomicsphere was used. The calculations employed a solvent 
dielectric of 80 with 150 mM ionic strength, and a temperature of 298 K. A dielectric 
constant of HIV-1 PR was examined by varying to 1, 4, and 20. We found that a protein 
dielectric constant of 20 produced the best pKa prediction. A dielectric constant of 1 
and 4 yielded unusual pKa values due to an overestimation of electrostatic potentials. 
This phenomenon is thoroughly discussed in an early work (84). 
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Table 3.2 RESP charges of saquinavir molecule obtained from single point HF/6-31G* 
calculation on the HF/6-31G** optimized geometry.  
Atom label Charge Atom label Charge Atom label Charge 

C9  
C10 
N1  
H12 
C8  
H11 
C7  
H10 
C6  
H9  
C5  
C4  
H8  
C3  
H7  
C2  
C1  
O1  
N2  
H6  
C11 
C13 
C14 
O3  
N3  
H3-H4  

-0.377 
0.592 
-0.636 
0.201 
-0.074 
0.144 
-0.151 
0.149 
-0.226 
0.164 
-0.048 
-0.016 
0.149 
-0.414 
0.199 
0.359 
0.727 
-0.573 
-0.785 
0.358 
0.184 
-0.745 
1.088 
-0.653 
-1.080 
0.420 

H5  
C12 
O2  
N4  
H49 
C16 
C17 
C18 
C19-C20 
C21-C22 
C23 
H18-H19 
H20-H21 
H22 
H16-H17 
H15 
C15 
O4  
H14 
H13 
C24 
H23-H24 
N5  
C25 
C26 
O5  

0.116 
0.970 
-0.686 
-1.102 
0.409 
1.005 
-0.443 
0.193 
-0.201 
-0.139 
-0.156 
0.145 
0.138 
0.132 
0.113 
-0.063 
0.014 
-0.743 
0.460 
0.091 
-0.040 
0.077 
-0.575 
0.054 
0.682 
-0.528 

C35 
C36 
C37 
H43-H45 
C38 
H46-H48 
H50 
H25 
C27 
H26-H27 
C28 
H28 
C29 
H29-H30 
C30 
H31-H32 
C31 
H33-H34 
C32 
H35-H36 
C33 
H37 
C34 
H38-H39 
H1-H2 
N6 

0.876 
-0.531 
-0.531 
0.121 
-0.531 
0.121 
0.342 
0.094 
-0.322 
0.131 
0.106 
0.006 
-0.170 
0.033 
0.104 
-0.008 
-0.043 
0.009 
-0.163 
0.098 
0.034 
0.030 
0.040 
0.037 
0.206 
-0.880 
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3.1.3 Preparation of the initial structures  

In order to investigate the relative dynamics properties among different 
protonation states of the mutant HIV-1 PR complexed with the inhibitor (saquinavir), 
three MD simulations were preformed, monoprotonate on Asp25 (Mono-25), 
monoprotonate on Asp25’ (Mono-25’) and diprotonate on both aspartic acids (Di-pro). 
The crystal structure of saquinavir bound to wild-type protease was taken from the 
Protein Data Bank PDB (1HXB) (89) and used as the reference structure. In the 1HXB 
crystal structure, two orientations of the drug molecule are presented (each with roughly 
40-50% occupancy). The first orientation of saquinavir molecule was chosen. This 
orientation of saquinavir in complex with HIV-1 PR fits very well to the definition of chains 
A and B given by Krohn et.al., who published this crystals structure (89). This structure 
was commonly used in almost all publications.  

All missing atoms of the protein were added using the LEaP module in 
the AMBER 7 software package (90). Hydrogen atoms were then added to the two 
catalytic aspartic residues in order to generate the Mono-25, Mono-25’ and Di-pro states 
using the LEaP module in AMBER 7 software package. The Mono-25, Mono-25’ and Di-
pro systems were solvated by TIP3P water molecules (91). The crystallographic waters 
were also included in the simulations. The sodium and chloride ions were added to 
neutralize the system.  

 
Figure 3.3 Saquinavir complexed with Mono-25 (a), Mono-25’ (b) and Di-pro (c) HIV-1 
PR.  
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It should be noted that the x-ray structure of the double mutant, 
G48V/L90M-SQV complex (1FB7) could be considered as an alternative template (92). 
However, the x-ray coordinates of the second monomer of the double mutant are not 
available. Thus, 1HXB is considered to be more appropriate as a template. The mutant 
protease enzyme was modeled from this structure replacing glycine by valine at residue 
48 (G48V) using the AMBER 7. 

Table 3.3 Number of water molecules, counter ions and total atoms together with the 
dimension of simulation boxes of the three simulations, Mono-25, Mono-25’ and Di-pro. 

 

 
Figure 3.4 The complex of G48V HIV-1 PR and saquinavir in solvate box. 

 

Number of system 
Waters Counter ions Total atoms 

Box dimension  
(Å3) 

Mono-25 9,633 8 Cl-, 3 Na+ 32,150 76 × 78 × 68 
Mono-25’ 9,627 8 Cl-, 3 Na+ 32,134 73 × 77 × 68 
Di-pro 9,627 8 Cl-, 3 Na+ 32,133 76 × 78 × 68 
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3.1.4 Molecular dynamics simulations  

Three MD simulations were carried out using the SANDER module of 
AMBER 7 (93) with the Cornell force for the mutant, G48V, HIV-1 PR complexed with 
saquinavir in the above mentioned states. Before starting the MD simulations, two steps 
of energy minimizations were performed: (i) only water molecules were subjected to 
energy minimization using 3,000 steps for steepest descent method and then 2,000 
steps for conjugate gradient method. (ii) The whole systems energy minimization was 
employed with 3,000 steps for steepest descent method and then 2,000 steps for 
conjugate gradient method. It should be noted that position-restrained minimizations of 
some particular regions were carried out for systems that clashed during minimization 
because of incidental overlay of atoms. This procedure was repeated until there was no 
sign of bad contacts.  

The MD simulations were performed employing the periodic boundary 
condition with the NPT ensemble. A Berendsen coupling time of 0.2 ps was used to 
maintain the temperature and pressure of the systems (94). The SHAKE algorithm (95) 
was employed to constrain all bonds involving hydrogens. The simulation time step of 1 
fs was used. All MD simulations were run with a 12 Å residue-based cutoff for 
nonbonded interactions and the particle-mesh Ewald method was used for an adequate 
treatment of long-range electrostatic interactions (96). 

The simulation consists of thermalization, equilibration, and production 
phases. Initially, the temperature of the system was gradually heated from 0 to 298 K 
during the first 60 ps. Then, the systems were maintained at 298 K until MD reached 400 
ps of the simulation. Finally, the production phase started from 400 ps to 1 ns. The 
convergence of energies, temperature, and global RMSD was used to verify the stability 
of the systems. The MD trajectories were collected every 0.1 ps. The 600 ps trajectory of 
the production phase was used to calculate the average structure. All MD simulations 
were carried for 1 ns. MD trajectories were evaluated in term of RMSD, distances, 
torsion angles using the CARNAL and Ptraj modules of AMBER 7.  
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3.1.5 Quantum chemical calculations  

Quantum chemical calculations were performed to investigate the 
interaction energy between catalytic residues (Asp25 and Asp25’) and saquinavir in the 
different protonated states of the complexes using the Gaussian 98 program (83). Initial 
structures of the complex in the three protonation states were averaged from the whole 
trajectory, then; the geometry was relaxed using energy minimization from the AMBER 7 
program. The selected residues, Asp25 and Asp25’, were capped by CH3NH– and        
–COCH3 groups at the C- and the N-terminal, respectively. The geometry of the 
hydrogen atoms in the cap methyl group were optimized using semi-empirical 
calculations at the PM3 level. Then, single point calculation with the density functional 
theory B3LYP was applied to investigate the total energy of the system. The basis sets 
used are the 6-31G(d,p) for unprotonated residue and the extended 6-31+G(d,p) for 
protonated residue. The interaction energies between saquinavir and the catalytic dyad 
residues ( cpxE∆ ) was calculated following equation: 

)EE(EE SQV'AspAspcpxcpx +−= + 2525∆                          (3.1) 

where E on the right hand side represents total energy of the systems given in the 
subscript (cpx = complex and SQV = saquinavir) and 'AspAspE 2525+  is total energy of 
the Asp25 and Asp25’ dimer. Evaluations were also performed to understand the 
contribution of pair interactions, ∆EAsp25-SQV and ∆EAsp25’-SQV to the cpxE∆  i.e., 

bdSQV'AspSQVAspcpx EEEE 32525 ++= −− ∆∆∆              (3.2) 

where the ∆E3bd denotes an error due to three-body correction. In other words, the third 
particle was excluded from the calculation of the pair interactions which are defined as 

( )
( )




+−=

+−=

+−

+−

SQV'AspSQV'AspSQV'Asp

SQVAspSQVAspSQVAsp

EEEE
EEEE

252525

252525

∆

∆
            (3.3) 

where SQVAspE +25  and SQV'AspE +25  are total energy of the SQV complexed with 
Asp25 and SQV complexed with Asp25’, respectively. 
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  In addition the pair interaction energy between two catalytic residues 
(Asp25 and Asp25’) was calculated separately according to the following equation: 

  ( )252525252525 AspAsp'AspAsp'AspAsp EEEE +−= +−∆             (3.4) 

where 'AspAspE 2525+  is total energy of the Asp25 and Asp25’ dimer. 

3.2   Results and discussion 

3.2.1  Reliability of the simulations 

The total, potential and kinetic energies as well as temperature over 600 
ps simulation time were plotted and shown in Figures 3.5-3.7. The results indicate that 
our system propagates properly. The mean values for the total energy, kinetic energy 
and potential energy are summarized in Table 3.4. The average temperatures of the 
systems during the simulations are also in Table 3.4. 
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Figure 3.5 The plots of total (back), kinetic (red) and potential (green) energies (a) as 
well as temperature (b) over 400-1,000 ps for Mono-25 system. 
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Figure 3.6 The plots of total (back), kinetic (red) and potential (green) energies (a) as 
well as temperature (b) over 400-1,000 ps for Mono-25’ system. 
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Figure 3.7 The plots of total (back), kinetic (red) and potential (green) energies (a) as 
well as temperature (b) over 400-1,000 ps for Di-pro system. 
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Figure 3.8 Global RMSD values of HIV-1 PR (black line) and saquinavir (red line) with 
respect to the starting structure over 400-1,000 ps for Mono-25 (a), Mono-25’ (b) and Di-
pro (c) systems.  

The global root mean square deviation (RMSD) values of protease 
enzyme and saquinavir with respect to the starting structure were plotted against the 
400-1,000 ps simulation time as shown in Figure 3.8. The mean RMSD values of PR and 
saquinavir are summarized in Table 3.4.     
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Table 3.4 Mean values of total, potential and kinetic energy as well as temperature  

3.2.2 Flexibility of enzyme 

 

Figure 3.9 RMSD as a function of simulation time of the two chains, A (black line) and B 
(gray line), of the G48V HIV-1 PR mutant type complexed with saquinavir in the Mono-25 
(a), Mono-25’ (b) and Di-pro (c) states.   

The RMSD of all atoms with respect to the starting geometry as a 
function of simulation time was evaluated separately for each chain of the HIV-1 PR. The 
results were shown in Figure 3.9. The plots describe the structure relaxations when the 
molecule was dissolved in the solution. The RMSD values of all plots increase rapidly for 
the first 100 ps indicating a change in enzyme geometry relative to the starting x-ray 
structure. Although the value of almost all plots remain constant after 200 ps, however, 
the RMSDs for chain A of Mono-25 (Figure 3.9a) and both chains of Mono-25’ still 
increase slowly (Figure 3.9b). This data suggest that monoprotonated states, Mono-25 
and Mono-25’, require longer time than the Di-pro state to approach equilibrium. To 

Values Mono-25 Mono-25’ Di-pro 
Total Energy (kcal/mol) 
Potential Energy (kcal/mol) 
Kinetic Energy (kcal/mol) 
Temperature (K) 
RMSD of PR (Å) 
RMSD of SQV (Å) 

-8.02 × 104 
-9.97 × 104 
1.95 × 104 

297.98 
1.55 ± 0.08 
0.99 ± 0.08 

-7.52 × 104 
-9.36 × 104 
1.84 × 104 

297.97 
1.46 ± 0.07 
1.05 ± 0.15 

-8.02 × 104 
-9.96 × 104 
1.95 × 104 

297.96 
1.07 ± 0.11 
1.84 ± 0.13 
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enhance the reliability of the data, all systems were considered to be in equilibrium after 
400 ps. Cooperative effects due to different protonation states and asystematic 
geometry of the saquinavir inhibitor lead to higher RMSD on chain A (Figures 3.9a and 
3.9b) when compared with chain B of the two monoprotonated states. This difference 
was not detected for the Di-pro state (Figure 3.9c) where both catalytic residues, Asp25 
and Asp25’ were protonated. 
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Figure 3.10 RMSD per residues of the Mono-25 (black), Mono-25’ (red) and Di-pro 
(green) states where the highly flexible residues were labeled. 

To ascertain for more details on the flexibility of each residue in the 
enzyme structure, the RMSD for each residue were calculated and displayed in Figure 
3.10. From the plot, one can see that RMSD values of most residues are less than 1.0 Å, 
however, there are three highly flexible regions with RMSD more than 1.0 Å. Those 
regions are terminal (residues 1-5), cheek (cheek turn: residues 11–22) and flap 
(residues 43–58) regions that generally known as the flexible regions of HIV-1 PR. To be 
clearly seen, the highly flexible residues were labeled in Figure 3.10. For the three 
states, the highly flexible residues are found in the same regions that located on the 
solvent accessible surface of the enzyme. The significantly difference were observed on 
residues 17, 51 and 37’-39’. In the catalytic binding pocket (residues 25-30), which have 
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low RMSD values, slightly difference between monoprotonated and diprotonated state 
were detected. Note that the RMSDs of these residues for Di-pro state are higher than 
that of Mono-25 and Mono-25’ states.      

3.2.3 Flexibility of the saquinavir inhibitor 

The structure of saquinavir is known to consist of five subsites which are 
P1, P2, P3, P1’ and P2’ subsites as shown in Figure 3.11.  
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Figure 3.11 Definition of five subsites of saquinavir structure that labeled by circle and 
torsional angle of each subsite was defined by tor.    

The root-mean-square displacements of each subsite with respect to the 
starting coordination, the x-ray structure, were plotted in Figure 3.12 and their 
distributions (labeled by tor in Figure 3.11) were plotted in Figure 3.13. Evaluations were 
carried out for each subsite of the three protonation states. Note that due to the rigid 
nature of the planar P1’ subsite, therefore, its torsional plot was not taken into 
consideration. The RMSD plots through the simulation time indicate clearly that 
conformations of all subsites in the three protonated states are almost unchanged, 
except for the P2 subsite of Mono-25 and P2’ subsite in all states. 
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Figure 3.12 Root-mean-square displacements (RMSD) of each subsite of saquinavir 
(defined in Figure 3.11) for the three simulated systems, (a) Mono-25, (b) Mono-25’ and 
(c) Di-pro. 

As a result of these observations, attention was focused on P2 and P2’ 
subsites. The RMSD plot for P2 subsite for the Mono-25 state (Figure 3.12a) is 
significantly higher than the other two states and the plot for P2’ for the three states are 

P’2 

P2 

P1, P1’, P3 

P’2 
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highly flexible when compared with the other subsites. The first event indicates a 
change of P2 subsite of Mono-25 from one (RMSD ~ 0.05 Å) to another (RMSD ~ 0.36 Å) 
conformations (more details are discussed later). Furthermore, the high flexibility of P2’ 
subsite for all protonation states (Figures 3.12a - 3.12c) seems to indicate the detection 
of three preferential conformations for this subsite of saquinavir, e.g., at RMSDs ca. 0.4, 
0.6 and 0.7 Å for Di-pro system etc. This assumption was confirmed by the plot shown in 
Figure 3.13. 

Figure 3.13 Changes of torsional angles of four subsites of saquinavir inhibitor, (a) P1 
subsite; (b) P2 subsite; (c) P2’ subsite; (d) P3 subsite, (defined in Figure 3.11) for the 
three simulated systems where solid, dashed and dotted lines in the torsional angle 
plots represent the Mono-25, Mono-25’ and Di-pro systems, respectively. The two 
conformations corresponding to torsional angles of 90.3º and -75.5º of P2 are also given 
in an inset.    
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Detailed information on the conformational flexibility of each subsite of 
saquinavir can be seen in terms of distributions of the torsional angles (Figure 3.13) after 
equilibrium, defined in Figure 3.13. All plots show pronounced and sharp peaks 
indicating slight flexibility of each subsite in a narrow range. For P2’ (Figure 3.13c) and 
P3 (Figure 3.13d) subsites, their conformations are not sensitive to the change of 
protonation states, leading to the most probable torsional angles of 0º and 180º, 
respectively. Figure 3.13b, the torsional angle of P2 subsite of the Mono-25 of ~90º (solid 
line, Figure 3.13b) differs substantially from that of ~-75º for the other two states. The 
difference between the positions of the two peaks, ~166º, suggests that the orientation 
of the P2 subsite of saquinavir in the Mono-25 state complex is almost opposite to that of 
the other states. This statement is supported by the snapshot shown in an inset of Figure 
3.13b. Note that single preferential conformation after equilibrium of P2 subsite for the 
Mono-25 state took place at the torsion angle of ~90º (solid line, Figure 3.13b) is 
consistence with the RMSD = 0.36 Å shown in Figure 3.14a. Furthermore, the sharp 
peak at the torsional angles of ~-75º for the Mono-25’ and Di-pro (Figure 3.13b) states 
corresponds to the conformation represented by the RMSDs of ~0.08 Å (Figures 3.12b-
3.12c). 

It is interesting to note that, the observed conformation of P2 subsite of 
saquinavir in the Mono-25 state is similar to the x-ray structure found in the double 
mutant, G48V/L90M, HIV-1 PR complex (92). It was also proposed by the x-ray data that 
rotation of the P2 subsite of saquinavir in the G48V/L90M mutation depends only on the 
position of Gly48 which lies much closer to the inhibitor than the Leu90. However, x-ray 
structure for the present system (single G48V mutation of HIV-1 PR complexed with 
saquinavir) is not available. 

In addition, the three peaks of P1 subsite for the three states are slightly different 
(Figure 3.13a). A sharper and higher peak at the torsional angle of -157º (Mono-25, solid 
line) than the other at -172º (Di-pro, dot line) and -142º (Mono-25’, dash line) indicate a 
higher rigidity of P1 subsite in the Mono-25 than the other two states.  
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Figure 3.14 Definition of torsional angles tor1 - tor4 (a) of the P2’ subsite of saquinavir 
inhibitor and their changes as a function of simulation time; (b) Mono-25; (c) Mono-25’; 
(d) Di-pro.   

To seek more information on the high flexibility of P2’ subsite, the four 
possible torsional angles, tor1 (N2-C4-C3-O1), tor2 (O1-C3-N1-C2), tor3 (C3-N1-C2-C1) and 
tor4 (N1-C2-C1-H) were defined (Figure 3.14a) and evaluated. The results were plotted in 
Figures 3.14b-3.14d. The tor1 and tor2 for all protonated states are highly stable 
showing preferential orientations at approximately -50º and 0º, respectively. These 
results suggested that the –C3=O1 functional group of P2’ subsite (see Figure 3.14a) was 
tilted by 50º from the C3-C4-N2 plan while C2 was detected to locate almost in the O1-C3-
N1 plane (tor2 = 0º). Fluctuations were observed for tor3 of Di-pro and tor4 for all states. 
Particular, tor4 shows three preferential conformations at -60º, 60º and 180º. This fact 
can be understood by a free rotation of the –H3 and –(CH3) functional groups. An 
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appearance of tor4 at the three torsional angles for all states indicates a staggered 
conformation among the three hydrogen atoms of the –CH3. The same conclusion can 
also be made for tor3 of the diprotonated state, Di-pro, in which the three –CH3 groups 
are observed to rotate freely with the three preferential states in the staggered 
conformation.  

3.2.4 Enzyme – saquinavir interaction 

 
 

Figure 3.15 Detected hydrogen bonds (dash line) in the HIV-1 PR enzyme-saquinavir 
complex in (a) Mono-25, (b) Mono-25’ and (c) Di-pro states, where the average 
hydrogen bond distances (H---A distance) in Å are numbered. 
 

It is well known that inhibitor or substrate was held in the active site of 
enzyme via the intermolecular forces, such as electrostatic, hydrophobic, dispersion 
forces, etc. For the investigated system where the hydrophilic OH group of saquinavir 
binds directly to the catalytic residues, the catalytic region contains residues 25–30: 
Asp25-Thr26-Gly27-Ala28-Asp29-Asp30 and some water molecules. It appears that the 
electrostatic forces in the catalytic pocket play a key role of the complex. Therefore, 
attention was focused on the hydrogen bonding between inhibitor and enzyme. In 
addition, interaction between saquinavir and the catalytic dyad was also investigated.  
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Hydrogen bonding between HIV-1 PR and saquinavir was determined 
based on the CARNAL module in the AMBER 7 using the following criteria, (i) the 
distance between proton donor (D) and acceptor (A) atoms was less than or equal to 
3.5 Å and (ii) the D-H…A angle was greater than or equal to 120º. Analysis was carried 
out cover the entire trajectory after equilibration. The detected hydrogen bonds with the 
H---A distances were shown in Figures 3.15a-3.15c. It is interesting to note that 
hydrogen bonds between saquinavir and HIV-1 PR were formed only in the two regions 
that are flap and active site region. The number of hydrogen bonds were found 4, 5 and 
6 for the Mono-25, Mono25’ and Di-pro states, respectively. In the flap region, hydrogen 
bonds were formed only with the Val48 of the HIV-1 PR. In the Mono-25 state (Figure 
3.15a), the deformation of d5 bond (5.75 Å) was observed. This observation is due to 
the rotation of the NH2 functional group of P2 subsite of saquinavir (inset of Figure 
3.13b). In addition, the remaining hydrogen bond (d1) at the average distance of 2.25 Å 
is slightly stronger than those of 2.59 Å and 2.76 Å for the Mono-25’ and Di-pro states, 
respectively. For the active site region of the two monoprotonated states, the OH 
functional group of saquinavir was found to form three hydrogen bonds (d2-d4) with the 
two catalytic residues in which, one hydrogen bond with the protonated and the other 
two with the unprotonated carbonyl group. An exception was found for the Di-pro state 
where, the unprotonated group is not available, therefore, the other bond was formed 
with Gly27 (d6 and d7 in Figure 3.15c).  
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Figure 3.16 Indirect binding between HIV -1 PR and saquinavir via hydrogen bonds 
(dash line) through water molecules in the (a) Mono-25 and (b) Mono-25’ states where 
the average distance (in Å) are numbered.  
 

Furthermore, indirect binding between saquinavir and the three residues, 
Gly27, Asp29 and Asp30, of the HIV-1 PR via the hydrogen bonds through water 
molecules was detected and displayed in Figure 3.18. In the Mono-25 state (Figure 
3.16a), the conformation of P2 subsite was found to rotate and indirectly bind to the three 
residues of enzyme. The oxygen atom and hydrogen atom of P2 subsite form hydrogen 
bonds with Asp29 and Gly27 via two water molecules and with Asp30 via one water 
molecule (Figure 3.16a), respectively. Even though those hydrogen bonds were not 
detected for Mono-25’. However, the nitrogen atom of the NH2 group of P2 subsite for 
Mono-25’ was found to form a hydrogen bond with Asp30 via one water molecule 
(Figure 3.16b), instead.  
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Table 3.5 Interaction between saquinavir (SQV) and the catalytic residues, Asp25 and 
Asp25’, of HIV-1 PR for the three protonated states yielded from ab initio calculations 
(see text for more details).  

To evaluate the interaction between saquinavir and the catalytic 
residues, quantitatively, DFT calculations were performed. The interaction energy 
between saquinavir and catalytic dyad ( cpxE∆ ) and pair interactions as well as error 
due to three body effects ( bdE3∆ ) are summarized in Table 3.5 (see method of 
calculation for more details).  

Table 3.6 Average RMSDs as well as their deviations for the ASP25 and Asp25’ of the 
Mono-25, Mono-25’ and Di-Pro systems evaluated after equilibration, 400-1,000 ps. 

The average RMSDs of the ASP25 and ASP25’ residues for the three 
investigated systems with the deviations of less than 0.16 Å were summarized in Table 
3.6. This indicates reliability of the DFT energy calculations in which the MD snapshots 
can be represented by the average structure. 

In terms of complexation energies, the obtained order of the cpxE∆  is 
Mono-25 > Mono-25’ > Di-pro, i.e., interaction energy of -28.4 kcal/mol for the Mono-25 
state is significantly lower than those of -28.0 and -11.5 kcal/mol for the Mono-25’ and 

Interaction energy (kcal/mol) Mono-25 Mono-25’ Di-pro 
cpxE∆  -28.4 -28.0 -11.5 

SQVAspE −25∆  -8.0 -18.0 -6.2 
SQV'AspE −25∆  -19.2 -8.0 -7.9 

'AspAspE 2525−∆  -8.8 -2.6 +0.8 
bdE3∆  -1.2 -2.1 +2.6 

Mono-25 Mono-25’ Di-pro Res. No. 
RMSD Deviation RMSD Deviation RMSD Deviation 

Asp25 
Asp25’ 

0.56 
0.37 

0.10 
0.06 

0.38 
0.47 

0.08 
0.12 

0.18 
0.35 

0.05 
0.16 
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Di-pro states, respectively. This evidence is in good agreement with that previously 
reported for saquinavir complexed with wild type HIV-1 PR in which only Asp25 
monoprotonated state is in the reasonable binding affinity (79,97,98). In addition, 
quantum mechanics and molecular mechanics calculations (99) for the HIV-1 PR – 
A74704 inhibitor complex leads also to the conclusion that the protonated state of the 
active site of the complex is monoprotonated state on Asp25. 

In Table 3.5, the total interaction energy can be separated into three 
terms of pair interaction and additional three-body correction terms. As expected, the 
main contribution to interaction energy between SQV and catalytic residues is due to the 
electrostatic interactions between saquinavir and non-protonated state aspartic acids 
which amount to -19.2 and -18.0 kcal/mol for the Mono-25 and Mono-25’, respectively. In 
addition, interactions with the two protonated residues are -8.0 kcal/mol for both Mono-
25 and Mono-25’. Summation of the two terms of the pair interaction, 25AspSQVE −∆  and 

'AspSQVE 25−∆ , yields the total interaction of -27.2 kcal/mol for Mono-25 and -26.0 
kcal/mol for Mono-25’. These two values are almost consistent with the total interaction 
between saquinavir and the two aspartic residues calculated from cpxE∆ . The 
difference is due to many-body correction term, Asp25’ and Asp25 were excluded in the 
calculation of the 25AspSQVE −∆  and 'AspSQVE 25−∆  respectively. Taking into account 
the data summarizing above, no significant difference was found among the interaction 
between saquinavir and the catalytic residues of the HIV-1 PR of the two mono-
protonated states. 

Interest is focused on the Asp25-Asp25’ interaction, a significantly lower 
Asp25-Asp25’ interaction energy of -8.8 kcal/mol for the Mono-25 than that of -2.6 
kcal/mol for the Mono-25’ suggests us to make a clear conclusion that protonation at the 
Asp25 leads to a better arrangement in the catalytic dyad. Interestingly, such 
rearrangement does not make any difference on the 25AspSQVE −∆  or 'AspSQVE 25−∆  
interactions (Table 3.5) in comparison between the two monoprotonated residues. This 
finding also agrees well with the hydrogen bond formation between saquinavir and 
catalytic residues of the Mono-25 and Mono-25’ where three hydrogen bonds were 
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observed and the hydrogen bond distance for the two systems are almost equivalent, 
d2, d3 and d4 in Figure 3.15. 

Furthermore, rearrangement of the catalytic dyad was supposed to be 
the source of conformation change of the P2 subsite of saquinavir in the Mono-25 state 
(Figure 3.13) and of the vanishing of one hydrogen bond between Val48 and saquinavir 
in the flap region (Figure 3.15a). The above data suggest us to conclude that interaction 
in the catalytic site should be used as criteria to enhance capability in drug designing 
and drug screening instead of using the total inhibitor/enzyme interaction. In addition, 
interaction between the inhibitor and the catalytic region of the enzyme is supposed to 
relate directly to the activity of the inhibitor in the catalytic process.  

3.3   Conclusion 

We have reported results of 1 ns MD simulations of three protonation states 
(Mono-25, Mono-25’ and Di-pro) for G48V mutant HIV-1 PR complexed with the 
saquinavir inhibitor. Detailed analyses of structure and dynamics characters among the 
three protonation states of G48V mutant were given in terms of the flexibility, hydrogen 
bonding and conformational changes as well as binding energy between inhibitor and 
enzyme. The results indicate that the three complexes display a distinct dynamical 
behavior. A major structure change via complexation was found at P2 subsite of 
saquinavir which affected the hydrogen bonding for enzyme–inhibitor interaction and 
water molecule. The interaction data yielded from quantum chemical calculations 
supports the previous conclusion which state that the protonated state of the active site 
of the mutant-type HIV-1 PR complexed with saquinavir is a monoprotonated state on 
Asp25 (Mono-25). The energy data indicates also that protonation at the Asp25 leads to 
a better arrangement in the catalytic dyad. In addition, conformation of the P2 subsite in 
the Mono-25 is consistent with that obtained from the x-ray structure of G48V/L90M 
mutant HIV-1 PR complexed with saquinavir. 
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CHAPTER 4 
MD SIMULATIONS OF WILD-TYPE AND MUTANTS HIV-1 PR COMPLEXED 

WITH SAQUINAVIR IN AQUEOUS SOLUATION 

Saquinavir resistances were observed to take place at Gly48 and Leu90 during 
in vivo and in vitro passage with saquinavir, respectively. Residues Gly48 locates in the 
flap region of the HIV-1 PR while Leu90 is outside the binding pocket of the enzyme.  
Saquinavir selects for variants with one or both of two amino acid substitutions in the 
HIV-1 protease gene, a valine-for-glycine substitution at position 48 (G48V), a 
methionine-for-leucine substitution at residue 90 (L90M), and the double substitution 
G48V-L90M (51). In most cases, G48V is the first mutation to appear, and continued 
selection results in highly resistant double-mutant variants. The kinetic study data on 
L90M, G48V and G48V/L90M mutants indicate the following order of resistance. The 
corresponding inhibition constants (Ki) for saquinavir are WT, L90M, G48V and 
G48V/L90M, respectively.   

In this study, we employed a computational approach to access information 
regarding molecular structure and dynamics of the G48V, L90M and G48V/L90M HIV-1 
PR conferring to saquinavir resistance. The four MD simulations were carried out for the 
wild-type, G48V, L90M and G48V/L90M HIV-1 PR complexed with saquinavir in explicit 
aqueous solution. The comparison of MD results provides insightful details of how the 
mutants are associated with saquinavir resistance. The study provided fundamental 
principles on the molecular mechanism of inhibitor binding and resistance, which will be 
useful for designing an anti-HIV inhibitor to combat AIDS. Moreover, the MM/PBSA 
methods have been performed to evaluate the binding free energy of all protein-ligand 
complexes and compared with the experimental data, Ki and IC50 values.  
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Figure 4.1 Schematic representation of wild-type HIV-1 PR complexed with saquinavir 
(a) and comparison of wild-type (Gly48 and Leu90) and mutant types residues (Val48 
and Met90).     

4.1 Computational methods 

4.1.1  Preparation of the initial structures 

The MD simulations of four different complexes are preformed in this 
chapter. Those complexes are between saquinavir and a wild-type HIV-1 PR (WT-SQV), 
two of single mutants, G48V-SQV and L90M-SQV, and a double mutant (G48V/L90M-
SQV). The x-ray structure of the wild-type HIV-1 protease-saquinavir complex (PDB 
code: 1HXB) was chosen from the PDB and used as an initial structure for all 
complexes. Three mutant protease complexes were modeled from that crystal structure, 
1HXB, replaced Gly48 by Val (G48V) and Lue90 by Met (L90M) for both chains using 
the LEaP module in AMBER 7 software package (90).  

Regarding the MD results among the four protonation state of HIV-1 PR 
complexed with saquinavir given in chapter 3, the complex was observed to prefer the 
monoprotonation state at Asp25, i.e., only the catalytic Asp25 residue was protonated. 
All initial structures of this chapter were produced to satisfy this situation. In this study, 
hydrogen atom was added to Asp25 in order to build the monoprotonated state at 
Asp25 by AMBER 7 simulation package. For the ionization states of other ionizable 
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residues (excepted Asp25 and Asp25’) computed by the pKa calculation (calculation 
details were in chapter 3).   

     From the initial structure, hydrogen atoms were added using LEaP 
module. The crystallographic water molecules were maintained throughout the 
preparation process. The complexes were immersed in a 10 Å radius sphere of TIP3P 
water model (91) to allow the protein-ligand complexes in an aqueous solution. In 
addition, the sodium and chloride ions were added to neutralize the systems. The 
number of water molecules, counter ions, total atoms and dimension of simulation boxes 
were given in Table 4.1.  

Table 4.1 Number of water molecules, counter ions and total atoms together with the 
dimension of simulation boxes of the four simulations, WT, G48V, L90M and G48V/L90M. 

4.1.2 Molecular dynamics simulations 

Energy-minimization and MD simulations were performed using SANDER 
module of AMBER 7 with the Cornell force field (100). First, energy minimization was 
applied for water molecules using 3,000 steps of the steepest descents and then 2,000 
steps of the conjugate gradients. Subsequently, the whole systems were subjected to 
energy minimization with 3,000 steps of the steepest descents and 2,000 steps of the 
conjugate gradients. 

The MD simulations were performed employing the periodic boundary 
condition with the NPT ensemble. A Berendsen coupling time of 0.2 ps was used to 

Number of System 
Waters Counter ions Total atoms 

Box dimension  
(Å3) 

WT 9387 8 Cl-, 3 NA+ 31394 67 × 72 × 82 
G48V 9384 8 Cl-, 3 NA+ 31403 67 × 72 × 82 
L90M 9387 8 Cl-, 3 NA+ 31390 67 × 72 × 82 
G48V/L90M 9384 8 Cl-, 3 NA+ 31399 67 × 72 × 82 
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maintain the temperature and pressure of the systems (94). The SHAKE algorithm (95) 
was employed to constrain all bonds involving hydrogens. The simulation time step of 1 
fs was used. All MD simulations were run with a 12 Å residue-based cutoff for 
nonbonded interactions and the particle-mesh Ewald (PME) method was used for an 
adequate treatment of long-range electrostatic interactions (96). 

The MD simulation consists of thermalization and equilibration. During 0-
60 ps, the temperature of the system increases from 0 to 298 K using NVT condition. 
Then the temperature was maintained at 298 K during equilibration employing at NPT 
conditions. The reference pressure and temperature were set to 1 atm and 298 K, 
respectively. The MD trajectories were collected every 0.1 ps. The convergence of 
energies, temperature and pressure of the systems, and the atomic root-mean square 
deviation of the enzyme and the inhibitor (RMSD) were used to verify the stability of the 
systems. The series of snapshot between 400 and 1,000 ps of the equilibrium phase 
were used for free energy calculations and structure evaluation. 

4.1.3 Calculation of the binding free energy 

In an evaluation of the binding free energy (∆Gbind) of HIV-1 PR and 
saquinavir, MM/PBSA method was employed the complexes, using MM/PBSA module in 
AMBER 7 program, which interfaces the DelPhi4 program (72). The MM/PBSA approach 
calculates ∆Gbind on the basis of a thermodynamic cycle.  

The enthalpic change in the gas phase upon binding (EMM) was 
computed with no cutoff. The electrostatic free energy of solvation was computed using 
the Poisson-Boltzmann solver implemented in the DelPhi 4 program (72). The grid 
spacing was set to 1/3 Å with the boundary conditions of Debye-Hückel potentials. 
Atomic charges were taken from the Cornell force field. The water and protein dielectric 
constants were set to 80.0 and 4.0, respectively. The solvent-accessible surface area 
(SASA) was calculated using a 1.4 Å probe radius. Atomic radii were taken from the 
PARSE parameter set (73). The nonpolar free energy of solvation was obtained by 
(0.00542 × SASA) + 0.92 kcal/mol (73).  
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In the study, the entropy contribution (T∆S) was not included. 
Considering the entropic effects, structural reorganization and solvent entropy are 
important contribution in enzyme-ligand bindings. However, a number of studies 
published by Kollman’s and Warshel’s groups showed that related contribution due to 
this effect, the same protein complexed with different in inhibitors, is rather small 
(101,102).  Some example are the thermodynamic study of four FDA approved drugs 
(indinavir, nelfinavir, saquinavir and ritonavir) where the experimental T∆S values of the 
V82F/I84V are ~0.7 kcal/mol less favorable than that of the wild-type (103). Therefore, 
explanation of the entropies term to understand the ∆Gbind changes, which is the main 
goal of our work, should be a reasonable assumption. In addition to the above 
information, normal mode analysis (NMA) is a useful tool to estimate entropic changes of 
the solute molecule but the calculation is considered problematic and time-consuming. 
In addition, this approach does not take the solvent entropy into consideration. With 
those reasons, NMA would not greatly improve the correlation between the experimental 
Ki and the binding free energy. Thus the calculation of the solute T∆S term has been 
omitted in the study. 

4.2   Results and discussion 

4.2.1  Reliability of the simulations  

The total, potential and kinetic energies as well as temperature over 400-
1,000 ps simulation time were plotted and shown in Figures 4.2-4.5. The results 
demonstrated a well-behaved MD simulation for all systems. The mean values for the 
total energy, kinetic energy and potential energy were summarized in Table 4.2. The 
average temperatures of the system for all systems were also shown in Table 4.2.  
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Figure 4.2 The plots of total (back), kinetic (red) and potential (green) energies (top) as 
well as temperature (button) over 400-1,000 ps for WT-SQV system. 
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Figure 4.3 The plots of total (back), kinetic (red) and potential (green) energy (top) as 
well as temperature (button) over 400-1,000 ps for G48V-SQV system. 
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Figure 4.4 The plots of total (back), kinetic (red) and potential (green) energies (top) as 
well as temperature (button) over 400-1,000 ns for L90M-SQV system. 
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Figure 4.5 The plots of total (back), kinetic (red) and potential (green) energies (top) as 
well as temperature (button) over 400-1,000 ps for G48V/L90M-SQV system. 
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The global RMSD values of backbone atoms of protease enzyme and all 
atoms of saquinavir with respect to the starting structure were plotted against the 400-
1,000 ps simulation time as shown in Figure 4.6. The mean RMSD values of PR and 
saquinavir over 400-1,000 ps are summarized in Table 4.2 

Figure 4.6 Global RMSD values of backbone atoms of HIV-1 PR (black line) and all 
atoms saquinavir (red line) with respect to the starting structure over 400-1000 ps for (a) 
WT-SQV, (b) G84V, (c) L90M and (d) G48V/L90M.  
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Table 4.2 Mean values of total, potential and kinetic energies as well as temperatures for 
the four simulated systems.  

The energies and RMSD plots (Figures 4.2-4.6) demonstrated a well-
behaved MD simulation for all systems. After 400 ps, the RMSD fluctuations of backbone 
of HIV-1 PR are less than 1.3 Å. This structural fluctuation is not uncommon in the typical 
MD simulation of protein, indicating the reliable equilibrium of the system in this chapter.  

4.2.2 Flexibility and conformational changes of SQV subsites 

In Schechter & Berger’s nomenclature, residues to the left of the isostere 
are referred to as the P1, P2, P3, etc. subsite, and those to the right are given the 
designation P1’, P2’, P3’, etc. Similarly, HIV-1 PR binding pockets are designated as S1, 
S2, S3 and S1’, S2’, S3’). For PR-SQV complexes, the definitions of each subsite of 
saquinavir were displayed in Figure 4.7. In this study, flexibility and conformational 
changes of the inhibitor side chains P1, P1’, P2, P2’, and P3 were investigated in terms of 
torsion angle fluctuations that labeled by tor1-tor7 in Figure 4.7 and RMSD value of each 
subsite. 

Values WT-SQV G48V-SQV L90M-SQV G48V/L90M-SQV 
Total Energy 
Potential Energy 
Kinetic Energy 
Temperature 
RMSD of PR 
RMSD of SQV 

-7.82 × 104 
-9.74 × 104 
1.92 × 104 

299.75 
1.12 ± 0.10 
1.82 ± 0.70 

-7.83 × 104 
-9.75 × 104 
1.93 × 104 

298.75 
1.23 ± 0.16 
1.79 ± 0.55 

-7.58 × 104 
-9.81 × 104 
1.96 × 104 

299.85 
1.15 ± 0.08 
1.60 ± 0.40 

-7.93 × 104 
-9.86× 104 
1.96 × 104 

298.35 
1.23 ± 0.09 
1.74 ± 0.13 
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Figure 4.7 According to a conventional classification of the protease subsites, the 
binding pockets are designated by the inhibitor side chains, P1, P2, P3, P1’ and P2’. 
Torsional angles of the subsites were defined by tor1-tor7. 

Figure 4.8. RMSDs of each SQV subsite with respect to the starting structure versus the 
simulation time for the wild-type (a), G48V (b), L90M (c) and G48V/L90M (d) mutants, 
where black, red, green, blue and sky-blue lines represent the RMSDs for the P3, P2, P1, 
P2’ and P1’ subsites, respectively. 
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The RMSD plots show that conformation of the P3 (black), P1 (green), and 
the P1’ (sky-blue) subsites for all simulations do not change significantly during the 
simulations. This indicates that the inhibitor sidechains of the bound SQV in the binding 
pocket of the enzyme are considerably rigid. Meanwhile, P2’ (blue) sidechains for all 
systems show larger degree of atomic displacements. These are due to the rotation of 
the three methyl groups of the isopropyl chain. Thus, the flexibility of these subsites is 
relatively higher upon binding. It appears that the most significant difference between 
the wild-type and the mutants was found at the P2 subsite of SQV. The RMSD changes in 
the single and double mutants are higher than that in the wild-type. This indicates that 
there is a greater degree of conformational change of the P2 subsite taking place on the 
G48V, L90M and G48V/L90M complex only. 
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Figure 4.9 Fluctuation of the tor1-tor7, corresponding to the dihedral angles of the 
inhibitor side chains, for the P1, P2, P3 and P1’, respectively (see Figure 4.7 for definition).  

From Figure 4.9, an oscillation of all dihedral angles throughout the 
simulations suggested that in the WT-SQV complex, all SQV sidechains undergo a 
narrow range of dynamic fluctuation. In other words, the inhibitor side chains were 
inflexible and retained their starting conformation during the course of the MD trajectory. 
In the case of the mutants, all torsion angles except for tor2, tor3 and tor6 adopted the 
values similar to that of the WT-SQV (Figure 4.9). This indicated that the conformations of 
these subsites are unchanged. However, a remarkable shift in tor2, tor3 and tor6 imply a 
rotation of the P2 and P2’ subsites. For tor6 of P2’ subsite, the L90M-SQV system shows 
two preferential conformations at 0º and 120º, while the wild-type, G48V and 
G48V/L90M show only one preferential conformations at 0º, 0º and -120º, respectively. 
This fact can be understood by a free rotation of the –C(CH3)3 functional groups. Thus, 
the three preferential conformations (120º, 0º and -120º) are identical due to molecular 
symmetry. 
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The results of tor2 and tor3 suggested a substantial rotation of the P2 of 
SQV in the all mutants (Figure 4.9). The different of torsional angle (tor2) was observed 
during MD simulation, ~90º for WT-SQV and ~-90º for G48V-SQV and G48V/L90M-SQV. 
In case of L90M-SQV, tor2 changes from 90º to -90º as shown in Figure 4.9. For tor3, the 
sidechains of WT-SQV and G48V-SQV located at the same torsion angle (180º), 
whereas, those of the G48V/L90M-SQV and L90M-SQV are 80º. This rotation of P2 
subsite involves a decrease of the strength of the hydrogen bond between the mutated 
residue and the P2 subsite (described in the next topic). The overall change in terms of 
torsion angles is supposed to explain a decrease of saquinavir sensitivity. 

4.2.3 Flexibility and conformational change of HIV-1 PR 

4.2.3.1 Catalytic Site of HIV-1 PR 

 The catalytic cavity of the HIV-1 PR located at the dimer interface 
and formed by Asp25 and Asp25’ is shown in Figure 4.1. To investigate flexibility and 
conformational changes of the active site, the RMSD value of the Asp25 and Asp25’ 
were calculated and displayed in Figure 4.10. From the plots, it indicates that RMSD of 
Asp25 is larger than that of Asp25’ for all systems. This is due to hydrogen atom that 
added to generate Mono-25 protonation state for the simulated system (see 4.1.4 for 
details). Moreover, the RMSD of Asp25 in WT-SQV complex fluctuates in widely range 
and shows highest RMSD when compared with other three complexes. However, such 
high flexibility dose not effect the binding between hydroxyl group of SQV and active 
site of the HIV-1 PR because the high RMSD is due to the rotation of the CB-CG bond of 
the Asp25 (Figure 4.11) that dose not disturb the essential hydrogen bonding (more 
details in next topic). 
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Figure 4.10 RMSD of Asp25 (black) and Asp25’ (red) for WT-SQV (a), G48V-SQV (b), 
L90M-SQV (c) and G48V/L90M-SQV (d). 
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Figure 4.11 The CA-CB-CG-OD1 torsional angles of Asp25 of WT-SQV (a) and 
G48V/L90M-SQV (b) complexes. 
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4.2.3.2 The mutate residues of HIV-1 PR 
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Figure 4.12 RMSD of residues 48 (black), 48’ (red), 90 (green) and 90’ (blue) for WT-
SQV (a), G48V-SQV (b), L90M-SQV (c) and (d) G48V/L90M-SQV. 

In Figure 4.12, the conformational change and flexibility of mutate 
residues which are Res48, Res48’, Res90 and Res90’ were evaluated in term of RMSD 
plots with respect to the initial structure. The apparent different between the wild-type 
and the mutants HIV-1 PR-SQV complexes was observed for all mutate residues. From 
the plots, RMSDs of all four residues thought the simulation suggested that all four 
residues in the WT-SQV complex undergo a narrow range of dynamic fluctuation (Figure 
4.12a). The observation fir the WT-SQV system is completely in contrast with that of the 
G48V/L90M-SQV complex as shown in Figure 4.12d. For single mutants (G48V (Figure 
4.12b) and L90M (Figure 4.12c), the RMSDs of mutate residues Val48 (Val48’) for G48V 
and Met90 (Met90’) for L90M are higher than that in the WT-SQV complex. It indicates 
that the structure of mutate residues of mutant complexes differ from that of the WT-SQV 
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complex. Surprisingly, all four residues show higher flexibility and larger RMSD values 
for G48V/L90M-SQV complex (Figure 4.12d). This behavior can directly affect the 
binding between drug and catalytic pocket of HIV-1 PR. Moreover, the high RMSD 
values of double mutant complex support its resistant fold and explain a decrease of 
saquinavir’s sensitivity in the HIV-1 PR inhibition.              

4.2.3.3 Flap region of HIV-1 PR 

 
Figure 4.13 HIV-1 PR flap structures of the WT-SQV (black), G48V-SQV (red), L90M-SQV 
(green) and G48V/L90M-SQV (blue), some selected residues and saquinavir are 
presented in stick mode. For simplicity, hydrogen atoms are not shown.  

 Significant changes of atomic positions were observed at the 
protein flaps. Moreover, the flap structure of chain A is different from that of chain B. This 
is caused by the interactions of the enzyme to the asymmetric inhibitor. Particularly, the 
perturbation adopts heavily on the flap conformation of chain A rather than chain B due 
to a bulky group P3 sidechains. As shown in Figure 4.13, position 48 was in close 
contact with the Phe53 side chain of the enzyme and the P2 and P3 groups of SQV. 
Since the substituted valine of the mutant cannot be entirely accommodated in the 
hydrophobic pocket due to steric conflict of the dimethyl groups with the Phe53 and 
Phe53’ side chains, the flap, therefore, shifted toward the symmetric axis of the enzyme. 

Phe53 Phe53’ 

Res48 
Res48’ 
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This rearrangement additionally destabilizes hydrogen bonding between the backbone 
CO of residue 48 of the enzyme and the P2 subsite of the inhibitor. In addition to the flap 
movement, the side chain of hydrophobic Phe53 became solvent-exposed to avoid 
steric clashes with Val48 and Met46, whereas an orientation of Phe53’ in flap B of the 
mutant was not significantly changed. The role of the HIV-1 PR mutation at the flexible 
flap has been considerably debated about whether it would facilitate the binding 
reaction or reduce stability of the inhibitor, or both (92,104). The crystal structure of the 
double mutant G48V/L90M complexed with SQV revealed side-chain rearrangement of 
the P2 subsite and the Phe53 of the enzyme similar to our study (92). Particularly, the 
missing of hydrogen bonding between the P2 subsite and the backbone C=O of residue 
48 was also found in the x-ray structure of the double mutant. The crystal structure of 
G48H complexed with peptidic inhibitor U-89360E reported a decrease of flap mobility 
to stabilize the ligand (92).  

4.2.4 Hydrogen bonding in binding site 

The observation of hydrogen bonding between HIV-1 PR and SQV based 
on the donor-acceptor distance criteria in CARNAL module of AMBER 7 (distance < 3.5 
Å and angle < 60 degrees) along the simulation are demonstrated in Figure 4.14 and 
4.15. In the WT-SQV complex, SQV was held in the cavity of the HIV-1 PR by the three 
hydrogen bonds of ~100% occupation with Gly48 in flap region and two hydrogen 
bonds with catalytic site (Asp25 and Asp25’). The MD results show also that the 
conformational difference in SQV subsites between the wild-type and the mutant 
complexes was located at the P2 side chain. Among residues surrounding the P2 
subsite, position 48 is critical to conformational change of the inhibitor subsite. For the 
single mutation at G48V which is located at the flap region, the rotation of P2 subsite of 
saquinavir (see Figure 4.14) give significantly result compared to wild-type. One is the 
disappearance of hydrogen bonding formed between NH-group of P2 subsite and the 
C=O peptide bond of the residue 48 backbone as indicated by distance d6. The plot 
clearly shown that the G48V/L90M double mutation cause the weaker hydrogen bonding 
formed between the saquinavir and the catalytic dyad residue (Asp25 and Asp25’) 
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indicated by distance d1-d3 and hydrogen boning to the flap region (residue 48) can 
not be observed throughout the simulations as indicated by distance d4-d6. In case of 
L90M, the observed hydrogen bonds are similar to WT-SQV system, however, the 
occupations of hydrogen bonds with Gly48 are lower.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.14 The complex structures representative for WT-SQV, G48V-SQV, L90M-SQV 
and G48V/L90M-SQV systems with the depicted hydrogen bonds distances d1-d6. 
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Figure 4.15 The %occupied of hydrogen bonding (d1-d6) through the simulations. 

The lost of ligand-enzyme hydrogen bonds agree well with the 
calculated binding free energy in which (i) the G48V/L90M leads significantly to 
decrease the ∆Gbind from -95.10 kcal/mol of WT to -84.15 kcal/mol of  double mutation, 
and (ii) The ∆Gbind for WT (-95.10 kcal/mol) and  single mutants (-94.80 kcal/mol for 
G48V and -95.25 kcal/mol for L90M) are almost the same, supporting the  above 
hydrogen bond data where both WT and single mutants demonstrate the same number 
of hydrogen bond, only slightly difference in terms of %occupation. 

4.2.5 Specific interaction energy at the catalytic site of the HIV-1 PR 

In order to seek for more detailed and precise information on the ligand-
enzyme binding, interaction between saquinavir and the catalytic as well as mutated 
residues of the HIV-1 PR were calculated. Here, the three-layer ONIOM approach 
(ONIOM3) was performed. The average structures from 1-ns equilibrated MD 
trajectories were used as the starting geometry of the system interest.  
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Figure 4.16 The schematic representation for three-layered ONIOM calculations. The 
inner layer (A) are SQV, Asp25(25’), Gly48(48’) and Leu90(90’) as shown in Figure 4.17. 
The mediate layer (B) is the residues within 5 Å from SQV. The outer layer (C) presents 
entire enzyme. 

In Figure 4.16, the systems of three possible protonation state of HIV-1 
PR/SQV complexes were divided in to three parts represented by inner layer (A), 
intermediate layer (AB) and real layer (ABC). The inner layer (Figure 4.17) representing 
the direct binding strength of SQV to catalytic dyad (Asp25/Asp25’), flap region 
(Gly48/Gly48’) and Leu90 /Leu90’ was treated at the high level of quantum chemical 
calculation using density functional theory (B3LYP/6-31G(d,p)). The surrounding amino 
acid residues interacting to SQV within the distance of 5 Å were included to the 
intermediate layer representing the contributed interactions such as the Van de Walls 
interaction from the environment, and treated with the lower level of calculation using 
semiempirical method (PM3). These amino acid residues added to the intermediate 
layer were taken from both chain A and B which were totally 36 amino acid residues 
(Figure 4.16 shown as in magenta stick model: AB). The real layer or the entire enzyme 
system (Figure 4.16 shown as the ribbon model: ABC) was able to carried out by the 
molecular mechanic method using universal force field (UFF). All calculations based on 
ONIOM approach were carried out using GAUSSIAN98 program package.  
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Figure 4.17 Schematic structure represents the quantum model for calculations the 
interaction energy of saquinavir with the key amino acid residues. 

Here, the interaction energy (∆E) of SQV to the HIV-1 PR was defined by: 

SQVPRcomplex EEEE −−=∆                                                   (4.1) 

where complexE , EPR and ESQV represents total energy of the HIV-1 
PR/SQV complex, HIV-1 PR and SQV, respectively. Hence, the total energy obtained 
from ONIOM3 calculations (EONIOM3) herein can be expressed as: 

]A,PM[]AB,UFF[

]A,LYPB[]AB,PM[]ABC,UFF[
oniom

EE
EEE]ABC[E

3

33
3

−−

++=
                  (4.2) 

Therefore, the total interaction energy ( 3oniom
totalE∆ [ABC]) between SQV 

and the HIV-1 PR using ONIOM3 method can be written by the expression of 
independent energy components as following:  

]A,LYPB[]A,PM[
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]ABABC,UFF[]AAB,PM[]A,LYPB[
oniom
total EEE]ABC[E −− ++= ∆∆∆∆∆∆ 33

3   (4.4) 

where ]A,LYPB[E 3∆  is the interaction energy in the region A, particularly for the direct 
interaction between SQV with the catalytic dyad residues, Asp25 and ASP25’, evaluated 
at the B3LYP/6-31G(d,p) level. ]AAB,PM[E −3∆∆  is the interaction energy between the 
region A and B evaluated at the PM3 level, and ]ABABC,UFF[E −∆∆ is the interaction 
between regions AB and C evaluated at the molecular mechanics (UFF), all in the HIV-1 
PR/SQV complex.  

In Table 4.3, the ONIOM3 results show the lowest ∆Etotal of SQV binding 
to PR talken place on the G48V mutant. This is by 2.52 kcal/mol slightly lower than that 
of WT but, by 25.87 kcal/mol much lower than that of G48V/L90M mutant. In case of 
G48V/L90M, this result clearly reveals the large decreasing in the binding affinity of SQV 
to PR which is well corresponding to the 419-fold of resistance over WT. For the G48V, 
an order does not relatively correlate to the biological relevant if using the direct 
comparison of the ∆Etotal of WT and G48V mutant. However, this results can be explained 
by decomposition of the ∆Etotal into three interaction terms (∆E[B3LYP,A], ∆∆E[PM3, AB-A] and 
∆∆E[UFF,ABC-AB]) that contributed from 3 different layers of protein complex (see also 
Figure 4.16). By focusing on the specific interaction at catalytic site, the result of 
∆E[B3LYP,A] shows that SQV still  binds tighter to Asp25/Asp25’, Leu90/Leu90’ at catalytic 
site and Gly48/Gly48’ at flap region in WT than that in G48V mutant which is still in a 
good agreement with the previous results from AMBER force field and DFT. ∆∆E[PM3, AB-A] 
and ∆∆E[UFF,ABC-AB] represents the interaction contributed from the protein environment in 
5 Å and the rest of entire protein. In case of comparison between G48V and WT, the 
interaction contributed from these protein effects brings the ∆Etotal of G48V to be lower 
than WT. This is not in case for G48V/L90M although, there is a larger stabilization 
energy come from ∆∆E[UFF,ABC-AB] of about -22.55 kcal/mol compared to –16.38 kcal/mol 
and –17.74 kcal/mol of WT and G48V, respectively. This due to the much lower of the 
direct interact at ∆E[B3LYP,A] compared to WT and G48V mutant in which the differences, 
G48V/L90M-WT and G48V-WT, are about 25.04 kcal/mol and 22.43 kcal/mol, 
respectively. Note that ∆∆E[PM3,AB-A] and ∆∆E[UFF,ABC-AB] represent the interaction 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

131

contributed from the protein environment in 5 Å and the rest of entire protein (see also 
Figure 4.17), respectively. A conclusion is that the interaction contributed from the entire 
protein brings the ∆Etotal of G48V to be lower than WT. This is not true for the G48V/L90M 
where is a larger stabilization energy comes from ∆∆E[UFF,ABC-AB] of about -22.55 kcal/mol 
compared to –16.38 kcal/mol and –17.74 kcal/mol of WT and G48V, respectively. The 
implication from those results of stabilization energy contributed from the catalytic site 
and protein effects between WT to the mutant system is that i) the disruption of the direct 
interaction between drug and pocket, e.g., SQV--G48 and SQV--D25 by mutated 
residue in the direct contact (G48 V) play the major effect to causes the significant 
change of the drug binding affinity, ii) as in the mutated residue such as L90 M, 
repositioning of the protein structure can be not only due to the close contact but also 
through the entire protein. 

Table 4.3 The interaction energy calculated by ONIOM3 and the component of 
decomposition. 

a∆∆E= ∆EG48V mutant - ∆Ewild-type 
b∆∆E= ∆EG48V/L90M mutant - ∆Ewild-typeo  
c∆E[B3LYP,A] accounts for interaction of SQV and Asp25/25’, Gly48/48’ and Leu90/90’ 
d∆∆E[PM3, AB-A] represents interactions of SQV and the 5 Å surrounding residues, 
excluding Asp25/25’, Gly48/48’ and Leu90/90’ 
e ∆E[UFF,ABC-AB] represents interactions of SQV and the remaining residues  
 
 
 

 Interaction energy (kcal/mol) 
Systems WT  G48V (∆∆E)a G48V/L90M (∆∆E)b 
∆Etotal -84.52  -87.04 (-2.52) -58.65 (25.87) 
∆E[B3LYP,A]

c -41.08  -38.47 (2.61) -16.04 (25.04) 
∆∆E[PM3, AB-A]

d -27.05  -30.82 (-3.77) -20.05 (7.00) 
∆∆E[UFF,ABC-AB]

e -16.38  -17.74 (-1.37) -22.55 (-6.17) 
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4.3 Conclusion 

Molecular dynamics simulations of WT, G48V, L90M and G48V/L90M HIV-1 PR 
complexed with SQV were carried out to investigate the molecular basis of drug 
resistance. The MD results combined with quantum chemical calculations extend the 
capability of molecular modeling methods to study some biological systems. Overall 
tertiary structure of the WT and the mutant PR were not significantly altered. Particularly, 
structure and interactions at the central active site are almost unchanged. However, 
conformational differences between the WT and the G48V mutant were on the protein 
flap, which slightly change was observed for the G48V/L90M. The conformational 
change of the P2 subsite decreases the strength of hydrogen bonding of the backbone 
CO of the residue 48 to SQV. The change in binding free energies for G48V/L90M was 
comparable to the experimental Ki data. These observations provide useful information 
for designing potent HIV-1 PR inhibitors.  

 

 

 

 

 

 

 

 

 

 

 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

133

CHAPTER 5 
MD SIMULATIONS OF WILD-TYPE AND MUTANTS HIV-1 PR COMPLEXED 

WITH RITONAVIR IN AQUEOUS SOLUATION  

In this chapter, structural and dynamics properties of the primary HIV-1 PR 
resistance against ritonavir were investigated using molecular dynamic simulations. The 
simulations were carried out for the four systems; WT, V82F, I84V and V82F/I84V HIV-1 
protease complexed with ritonavir in explicit aqueous solution. In addition, the free 
energy of binding was performed using molecular mechanics Poisson-Boltzmann 
Surface Area (MM/PBSA) approach. The MM/PBSA method offers an efficient 
computation in calculating the binding free energy of biomolecular systems. It has been 
extensively used to explore many receptor-drug complexes. 

 
 
Figure 5.1 Schematic representation of wild-type HIV-1 protease complexed with 
ritonavir molecule (a). In the catalytic residues Asp25/Asp25’ and the mutated residues 
Val82/Val82’ and Ile84/Ile84’ are shown by stick and ritonavir is shown by the ball and 
stick.  
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5.1  Computational methods 

5.1.1  Atomic charges of ritonavir 

Ritonavir is not standard residues in the AMBER residue libraries; 
therefore, their force field parameters are not available in the AMBER package. Thus, 
potential parameters for ritonavir were developed using the following steps. Geometry of 
the starting structure of ritonavir was taken from the crystal structure of saquinavir bound 
to wild-type protease (PDB code: 1HXW). Then, it was optimized at the Hartree-Fock 
level with 6-31G** basis functions to adjust the bond-length involving hydrogens. Finally, 
the RESP fitting procedure was employed to calculate partial atomic charges of the 
inhibitor. All electronic structure calculations were carried out with the program package 
Gaussian98 (83). Partial charge generation and assignment of the force field were 
performed using the Antechamber suite (105). The results were summarized in Table 
5.1. 
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Figure 5.2 The atom labels of ritonavir. 
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Table 5.1 RESP charges of ritonavir molecule obtained from single point HF/6-31G* 
calculation on the HF/6-31G** optimized geometry.  
Atom label Charge Atom label Charge Atom label Charge 

C48-C49 
H85-H87 
C47 
H88-H90 
H96 
C45 
N46 
S44 
C43 
H84 
C42 
C40 
H82-H83 
N39 
C50 
H91-H92 
H98 
C17 
O41 
N16 
H59 
C15 
C36 
C37-C38 
H52-H57 
H51 

-0.345 
0.068 
0.614 
0.068 
-0.075 
0.039 
-0.409 
-0.028 
-0.235 
0.217 
0.225 
-0.266 
0.146 
-0.191 
-0.424 
0.161 
0.161 
0.852 
-0.626 
-0.768 
0.369 
0.040 
0.393 
-0.401 
0.097 
-0.025 

H58 
C14 
O35 
N34 
H94 
C13 
C27 
C28 
C29 
C30, C32 
C31 
C33 
H77, H81 
H78, H80 
H79 
H75-H76 
H67 
C12 
H65-H66 
C11 
O26 
H74 
H64 
C10 
C19 
C20 

0.042 
0.571 
-0.557 
-0.590 
0.277 
0.875 
-0.711 
0.325 
-0.306 
-0.077 
-0.185 
-0.306 
0.171 
0.129 
0.132 
0.176 
-0.074 
-0.437 
0.025 
0.770 
-0.794 
0.459 
-0.142 
0.018 
0.031 
0.189 

C21 
C22 
C23 
C24 
C25 
H73 
H72 
H71 
H70 
H69 
H68, H95 
H63 
N9 
H93 
C8 
O18 
O7 
C6 
H62, H97 
C2 
C1 
H60 
N5 
C4 
H61 
S3 

-0.256 
-0.083 
-0.201 
-0.083 
-0.256 
0.148 
0.129 
0.140 
0.129 
0.148 
-0.034 
0.056 
-0.652 
0.289 
1.056 
-0.640 
-0.431 
-0.059 
0.139 
-0.203 
0.258 
0.122 
-0.569 
0.193 
0.133 
0.006 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

136

5.1.2 Preparation of the initial structures  

The structures of the HIV-1 protease-ritonavir (RTV) in this chapter 
include the wild-type, two of single mutants (V82F and I84V) and a double mutant 
(V82F/I84V). The 1.8 Å resolution crystallographic structure of the WT HIV-1 PR-RTV 
complex (PDB entry 1HXW) was used as the initial structure (41). All missing atoms and 
hydrogens of the enzyme were added using the Leap module in AMBER 7 package 
(90). Because the x-ray structure of the mutants is unknown, therefore the V82F, I84V 
and V82F/I84V structures were constructed using the WT model as the template. 
According to the pKa calculation, the ionization states of all ionizable residues computed 
by the UHBD (University of Houston Brownian Dynamics) program (85) were assigned 
to their common charge, i.e., Glu-1, Asp-1, Lys-1 and Arg+1, except for the catalytic Asp25 
(97,98). The single protonation at Asp25 residue has experimentally and theoretically 
been proposed for a number of the HIV-1 protease-inhibitor complexes, particularly 
inhibitor containing the hydroxyl-ethylene isostere (79,99). In this study, one of the two 
aspartyl residues, Asp25, of the enzyme was assigned as a neutral state. Thus, the four 
simulated systems were in the monoprotonation state. Each complex was immersed in a 
10 Å radius of TIP3P water model (91). The crystallographic water molecules were kept 
in the systems. Counter ions were added to neutralize the system using LEaP module.  

Table 5.2 Number of water molecules, counter ions and total atoms together with the 
dimension of simulation boxes of the four simulations, WT, V82F, I84V and V82F/I84V. 

Number of system 
Waters Counter ions Total atoms 

Box dimension  
(Å3) 

WT 9027 8 Cl-, 3 NA+ 30327 83 × 72 × 64 
V82F 9027 8 Cl-, 3 NA+ 30333 83 × 72 × 64 
I84V 9027 8 Cl-, 3 NA+ 30319 83 × 72 × 64 
V82F/I84V 9027 8 Cl-, 3 NA+ 30327 83 × 72 × 64 
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5.1.3 Molecular dynamics simulations  

Energy-minimization and MD simulations were performed using SANDER 
module of AMBER 7 (93) with the Cornell force field (100). First, energy minimization was 
applied for water molecules using 500 steps of the steepest descents and then 500 
steps of the conjugate gradients. Subsequently, the whole systems were subjected to 
energy minimization with 1000 steps of the steepest descents and 1500 steps of the 
conjugate gradients. 

The MD simulations were performed employing the periodic boundary 
condition with the NPT ensemble. A Berendsen coupling time of 0.2 ps was used to 
maintain the temperature and pressure of the systems (94). The SHAKE algorithm (95) 
was employed to constrain all bonds involving hydrogens. The simulation time step of 2 
fs was used. All MD simulations were run with a 12 Å residue-based cutoff for 
nonbonded interactions and the particle-mesh Ewald method was used for an adequate 
treatment of long-range electrostatic interactions.  

The MD simulation consists of thermalization and equilibration. During 0-
60 ps, the temperature of the system increased from 0 to 298 K using NVT condition. 
Then the temperature was maintained at 298 K during equilibration employing at NPT 
conditions. The reference pressure and temperature were set to 1 atm and 298 K, 
respectively. The MD trajectories were collected every 0.2 ps. The convergence of 
energies, temperature and pressure of the systems, and the atomic root-mean square 
deviation of the enzyme and the inhibitor (RMSD) were used to verify the stability of the 
systems. The series of snapshot between 1 and 2 ns of the equilibrium phase were used 
for the free energy calculations and structure evaluation. 

5.1.4 Calculations binding free energy  

The procedures of calculation binding free energy were performed in the 
same way of saquinavir systems. (see the details in computational method in chapter 4).  

 



 
                                                                                                                                                                 
                                                                                                                                                                 

 

138

5.2   Results and discussion 

5.2.1  Reliability of the simulations 

The 2 ns MD trajectories of four systems consisting of the WT, V82F, I84V 
and V82F/I84V HIV-1 PR complexed with ritonavir were generated. The convergence of 
energies and temperature of the systems during a course of the simulations indicate 
well-behave of the systems as display in Figure 5.3-5.6. The atomic RMSD of the protein 
and inhibitor structure were shown in Figure 5.7. The mean values of those parameters 
were summarized in Table 5.3.    
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Figure 5.3 The plots of total (back), kinetic (green) and potential (red) energies as well 
as temperature over 1-2 ns for the WT-RTV system. 
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Figure 5.4 The plots of total (back), kinetic (green) and potential (red) energies as well 
as temperature over 1-2 ns for the V82F-RTV system. 
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Figure 5.5 The plots of total (back), kinetic (green) and potential (red) energies as well 
as temperature over 1-2 ns for the I84V-RTV system. 
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Figure 5.6 The plots of total (back), kinetic (green) and potential (red) energies as well 
as temperature over 1-2 ns for the V82F/I84V-RTV system. 

Figure 5.7 Plot of RMSDs versus simulation time for the (a) WT, (b) V82F, (c) I84V and 
(d) V82F/I84V complexed with ritonavir. The obtained RMSDs were computed using the 
structure at t = 0 as a reference.   
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Table 5.3 Mean values of total, potential and kinetic energies as well as temperature  

5.2.2 Structural features of the HIV-1 protease 

Structures of the WT and all three mutants taken from a snapshot of the 
MD trajectories are almost identical (Figure 5.8). From RMSD comparison, the global 
tertiary structures of all four systems are very similar. The structure of the catalytic triad 
residues of all three mutants is essentially identical to that of the WT with the RMSD < 
0.5 Å (data not shown). However, a large RMSD difference can be seen on the HIV flaps 
of chain B (residues 49’-54’) in the V82F/I84V mutant. 

 
Figure 5.8 The Cα-trace of the WT (black), V82F (red), I84V (green) and V82F/I84V 
(blue) mutants. Asp25, Asp25’, Ile50 and Ile50’ are displayed in ball and stick. Dashed 
lines demonstrate the measured distances of Cα-Ile50/Cβ-Asp25 and Cα-Ile50’/Cβ-
Asp25’.  

Values WT-RTV V82F-RTV I84V-RTV V82F/I84V-RTV 
Total Energy 
Potential Energy 
Kinetic Energy 
Temperature 
RMSD of SQV 
RMSD of PR 

-7.57 × 104 
-9.42 × 104 
1.84 × 104 

297.75 
1.25 ± 0.24 
0.95 ± 0.08 

-7.57 × 104 
-9.41 × 104 
1.84 × 104 

297.75 
1.43 ± 0.21 
0.89 ± 0.07 

-7.58 × 104 
-9.42 × 104 
1.84 × 104 

297.74 
1.28 ± 0.18 
0.80 ± 0.06 

-7.57 × 104 
-9.42 × 104 
1.84 × 104 

297.78 
1.78 ± 0.13 
1.05 ± 0.07 
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The degree of the flap change is simply demonstrated by a measure of 
the interresidue distances of Cα-Ile50/Cβ-Asp25 (chain A) and of Cα-Ile50’/Cβ-Asp25’ 
(chain B). The distance separation was calculated from the MD trajectory and, then, 
statistically analyzed as population frequency. From Figure 5.8, distance distribution 
peaks of the WT and the mutants are mostly overlying for chain A while this is not true for 
chain B (Figure 5.9). A slight shift of the interresidue distance of chain B was observed 
for the single mutants but a greater change was found for the double mutant with in a 
range of 1.0-1.5 Å. This implies that the flap structure may have changed due to the 
mutation. This has been known that the inhibitor is not symmetric. It is likely that the flap 
tip of the double mutant has the greater degree of opening than that of the others. This 
may relate to a loss of interactions of the drug in the binding pocket of HIV-1 V82F/I84V 
protease as compared with that of the WT and the V82F and I84V mutants.  

A number of MD studies published previously has reported large 
conformational changes of the flap (106). The MD simulations of the apo wild-type and 
the apo V82F/I84V mutant of HIV-1 protease observed more frequent and more rapid 
curling of the flap tip in the mutant than in the wild-type. Moreover, the mutant’s flap also 
opened farther than the wild-type’s, implying more flexibility of the mutant. The flexibility 
of the flap is highly depending on the availability and type of ligands. 
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Figure 5.9 Distributions of the Cα-Ile50/Cβ-Asp25 (a) and of the Cα-Ile50’/Cβ-Asp25’ (b) 
distances (details see text and labels in Figure 5.8) sampled during 1-2 ns.  
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It appears that the Ile50’ sidechain of chain B is in close contact with P1’, 
P2 subsites of RTV and residues 81 to 84 of chain A (Figure 5.10b). One should note that 
the interactions in this binding pocket are formed by hydrophobic packing of 
sidechains. Thus, shape and size of the substituted non-polar sidechains of V82F and 
I84V are responsible for the binding with drug molecule. Detailed attention was focused 
on residues 50’, 82 and 84 as well as the inhibitor subsites. For Ile50’, the most probable 
of the χ1 torsion is in a range 50°-90° for the WT and V82F. This suggested no 
substantial change of Ile50’ sidechain. On the other hand, the χ1(Ile50’) in the I84V and 
V82F/I84V mutants shows two distinct values with a difference of ~120°, implying two 
preferable conformations of Ile50’. The two phenyl rings of Phe82 and Phe82’ in the 
V82F/I84V mutant display similar torsional angle of sidechain while they are significantly 
different for the V82F mutant. This discrepant sidechain orientation of Phe82 implies 
difference interactions between the V82F and the V82F/I84V mutants and the inhibitor. 

Figure 5.10 (a) The trajectory of Ile50’ torsion defined by the Cβ-Cγ bond (arrow in (b)). 
(b) Ile50’, ritonavir and residues 81-84 of the wild-type HIV-1 PR.  

5.2.3 Conformational flexibility of ritonavir  

From the simulations, a fluctuation of RTV structure compared to the x-
ray structure exhibits the RMSD of 1.25 ± 0.24, 1.43 ± 0.21, 1.28 ± 0.18 and 1.78 ± 0.13 
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Å for the WT, V82F, I84V and V82F/I84V, respectively. The RMSD fluctuations of RTV 
subsite P1, P2, P3, P1’ and P2’ were defined in Figure 5.11 and shown in Figure 5.12.   
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Figure 5.11 Definition of five subsites of ritonavir structure that label by P1, P2, P3, P1’ and 
P2’. 
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Figure 5.12 RMSDs of each ritonavir subsite with respect to the starting structure versus 
the simulation time for the wild-type (a), V82F (b), I84V (c) and V82F/I84V (d) mutants. 
P3, P2, P1, P1’ and P2’ subsites are given in black, red, green, blue and sky-blue lines, 
respectively. 
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The RMSD plots show that the phenyl ring of P1 (green) and P1’ (blue), 
and the thiazol ring of P2’ (sky-blue) do not change their conformation significantly 
during the simulations, except the P1’ of the V82F/I84V system. This indicated that the 
inhibitor sidechains of the bound RTV in the binding pocket of the enzyme are 
considerably rigid. Meanwhile, P3 (black) and P2 (red) sidechains show larger degree of 
atomic displacements. These are due to the rotation of the two methyl groups of the 
isopropyl chain. Thus, the flexibility of these subsites is relatively higher upon binding. It 
appears that the most significant difference between the WT and the mutants was found 
at the P1’ subsite of RTV. The RMSD change in the double mutant is higher than that in 
the WT and the two single mutants. This indicates that a greater degree of 
conformational change of the P1’ phenyl ring takes place on the V82F/I84V complex 
only. 

             
   (a)  

   
                 (b)               (c) 
Figure 5.13 Structure comparison of residues 82, 84 and ritronavir in HIV-1 protease: (a) 
the MD structures of wild-type (blue); V82F (red); I84V (green) and V82F/I84V (black), 
(b) and (c) the x-ray structures of the V82F (1BV7) and the V82F/I84V mutants (1BWA), 
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respectively. Arrows show different orientation of the phenyl ring of the P1’ and of Phe82 
between the single and double mutants.  

Conformational changes of the P1’ phenyl ring in the double mutant can 
be illustrated in Figure 5.12a. The P1’ ring in the WT and the two single mutants remains 
largely similar to each other while that in the double mutant is orient differently. 
Additionally, the ring orientation of Phe82 of the V82F is apparently different from that of 
the V82F/I84V mutant. Nevertheless, an arrangement of Phe82 sidechain was found to 
be similar to the crystal structures of the single and double mutations of HIV-1 protease 
(Figure 5.13b and 5.13c).  

It should be noted that the ring rearrangement of the P1’ subsite in the 
V82F/I84V complex has consequently affected to the binding pocket S1’ of the protein 
and the conformational energy of the inhibitor. In the V82F/I84V complex, the sidechain 
rearrangements of Phe82 coupled with the smaller sidechain of Val84 create a larger 
gap of the S1’ pocket (Figure 5.13). The volumes of the binding cavity calculated using 
CAST program (107) were shown in Table 5.4. The order of the cavity volumes for all 
four complexes is V82F/I84V > I84V > Wild-type > V82F. Apparently, the mutation in 
V82F/I84V has the largest impact on the volume change in the binding cavity of the 
protein. This may decrease direct contact between RTV to the residues in the binding 
pocket S1’. On the contrary, the inhibitor-binding site of the single V82F mutant becomes 
more restricted as the size of the cavity is shrinking due to the bulkiness of the group. 
This possibly causes the P1’ ring unchanged in the V82F complex.  

A question may arise whether the residue 82’ in another subunit of the 
double mutant and the P1 ring of the inhibitor undergo similar conformational changes. 
The fact is that RTV is an asymmetric inhibitor, thus the distinct binding mode in the 
second monomer is not uncommon. From the simulations, the substituted residues of 
the protein and the P1’ change of the inhibitor did not significantly alter the conformation 
of Phe82’ and the P1 ring. In conclusion, the conformation perturbation of residue 82 
took place only on one subunit of the HIV-1 protease.  
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Table 5.4 Calculated volumes in the binding cavity of the protease complexes. 

 
 

 

 

 

 

 

aBecause the cavity volume was obtained from the MD trajectory, the average value and standard deviation are 
reported. bChanges of the cavity volume (V) calculated from V(wild-type)-V(mutant).   

The conformational energy of RTV was investigated by calculating the 
intramolecular potential energy with various conformations of the P1’ subsite. The 
calculations state with the structure of RTV taken from the MD snapshot and then the 
C1-C2-C3-C4 torsion defined for the conformation of the P1’ phenyl ring (Figure 5.13) 
was subjected to change from 0° to 360°. The single-point energy calculations to the 
whole RTV structure were performed on each generated conformation at HF/6-31G level. 
A plot of the calculated potential energy versus RTV conformations at the scanned 
torsional angles (Figure 5.14) indicates three minimum potential energies with the torsion 
of 70°, 170° and 260°. The results are in good agreement with the P1’ torsions 
determined from the MD simulations (Figure 5.13). The lowest total energy corresponds 
to the RTV conformer in the V82F/I84V complex while the minimum at 170° is close to 
the conformer found in the wild-type and the two single mutants. It should be noted that 
in the simulations the starting RTV conformer for all systems was ~170° corresponding 
to the second energy minimum. The rearrangement of the P1’ ring in the double mutant 
can overcome the energy barrier of ~3 kcal/mol to reach an energetically more 
favorable state, although, the lowest energy of the conformation is about 0.5 kcal/mol 
slightly lower than the second minimum. This conformation change might relax the strain 
around the P1’ subsite due to the steric conflict of the V82F/I84V mutant. 

Complexes Cavity Volume (Å3) ∆Vb (Å3) 
Wild-type 1257 ± 80 - 
V82F 1241 ± 84 -16 
I84V 1317 ± 59 60 
V82F/I84V 1472 ± 55 215 
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Figure 5.14 The HF/6-31G potential energy versus RTV conformations defined by the 
C1-C2-C3-C4 torsion of the P1’ sidechain. 

5.2.4 Ritonavir-HIV-1 protease binding energy 

Table 5.5 shows the estimated binding free energy (∆Gbind) averaged 
over the trajectory for each complex. Our calculations show a good correlation with 
experimental results. A net loss of ∆Gbind in the mutant complexes with respect to the 
wild-type corresponds to a decrease in the inhibition potency. The calculated difference 
in free energy of binding between the WT and each mutant is -3.65 kcal/mol for V82F, -
10.81 kcal/mol for I84V and -13.18 kcal/mol for V82F/I84V. This suggested that the 
binding affinity of RTV is strongest for the native protein and becomes less favorable in 
the mutants. Particularly, biochemical data indicated that RTV has about 700 times lower 
inhibition constant (Ki) value for the double mutant. All complexes are correctly rank- 
ordered, although the magnitudes of the ∆Gbind are overestimated.  

Detailed analysis suggested that there is a decrease in both van der 
Waals and electrostatic contributions in the mutants upon binding. It appears for all 
complexes that van der Waals interactions are the largest contribution to the binding 
free energy (~70%). This explains an essence of the substituted hydrophobic residues 
in the primary resistance mutation. In addition, it is in accordance with the fact that the 
binding pocket of the HIV-1 protease is considerably hydrophobic. However, the 
magnitude of ∆Eelec (Table 5.5) should also be taken into consideration. The differences 
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in the electrostatic components between the WT and each mutant show an energy loss 
of -1.10 kcal/mol for V82F, -4.41 kcal/mol for I84V and -8.19 kcal/mol for V82F/I84V, 
suggesting unfavorable interactions arose from the mutations. In terms of the 
magnitude, the loss of the non-bonded energy changes correlates well with the volume 
change of the interior cavity (∆V in Table 5.4) induced by the mutation.  

Table 5.5 Averaged energy contributes (kcal/mol) to the binding free energy for wild-
type and mutant HIV-1 protease-ritonavir complexes. 

aStandard error of the mean. bVan der Waal energy. cElectrostatic energy. delectrostatic contribution to solvation. 
eNonpolar contribution to solvation. fBinding free energy in the absence of entropic contribution. gThe experimental 
inhibition constant.  

5.2.5 Effect of mutation to the binding in the catalytic domain  

Residues in the binding domain of HIV-1 PR such as the catalytic triad 
and the flap region allow several important hydrogen bonds between enzyme and the 
mainchain RTV to be formed. The hydrogen bonding was determined using the following 
criteria, (i) the distance between donor and acceptor heavy atoms ≤ 3.5 Å, (ii) the angle 
of donor-H-acceptor ≥ 120°. From the histogram in Figure 9, six hydrogen bonds of the 
WT complex exist over 90% occurrence frequency whereas the single and the double 
mutants have five and four hydrogen bonds, respectively. Hydrogen bonding between 
the catalytic residues, Asp25 and Asp25’, and the OH of RTV denoted by d2, d3 and d4 
is apparently strong. Particularly, d2 and d4 fluctuate in a range of 2.6-2.8 Å with the 
angle fluctuation of 164-172° for all four MD trajectories. Moreover, in terms of the 

Energy Wild-type V82F I84V V82F/I84V 
∆EvdW

b -75.83 ± 3.81a -76.28 ± 4.91 -69.81 ± 4.44 -68.89 ± 4.00 
∆Eelec

c -52.59 ± 4.76 -49.35 ± 5.09 -47.93 ± 4.67 -44.07 ± 5.26 
∆Gelec,solv

d 23.63 ± 1.67 24.52 ± 1.96 23.40 ± 1.63 20.89 ± 1.05 
∆Gnonpolar,solv

e -6.29 ± 0.18 -6.31 ± 0.28 -5.93 ± 0.36 -5.82 ± 0.41 
∆Gbind

f -111.08 ± 4.89 -107.43 ± 6.11 -100.27 ± 4.21 -97.90 ± 2.40 
Ki (nM)g 0.17 0.14 1.90 119 
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observed quantities, the hydrogen bonds d1 and d5 have the same magnitude. The 
difference is depicted by d6, which is a hydrogen bond between Asp29 and the P3 
subsite. This hydrogen bond is considerably weak but it appears only in the WT 
complex. 
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Figure 5.15 Hydrogen bonding (d1-d6) between HIV-1 PR and ritonavir and the percent 
occurrence of the corresponding hydrogen bonds calculated from the MD trajectories. 

5.3  Conclusion 

We have studied structure, dynamics and free energy of binding of wild-type 
and primary resistance mutants, V82F, I84V and V82F/I84V, HIV-1 protease complexed 
with ritonavir. Overall structures of the enzyme and the hydrogen bonding of the 
catalytic residues to ritonavir are similar in all four complexes. Based on the MD data, 
the tip of the HIV-1 protease flap of the double mutant has the greater degree of 
opening with respect to that of the wild-type and the two single mutants. The greatest 
conformational changes in the catalytic binding domain also took place on the double 
mutant complex. The substituted residues of the resistance mutants require 
hydrophobic property to maintain the interactions in the binding pocket. The computed 
free energy of binding using solvent continuum model is in good agreement with the 
experimental inhibition constant. Those changes induced by the mutations cost free 
energy penalties for binding of the drug and are responsible for the loss of the drug 
susceptibility. 
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CHAPTER 6 
CONCLUSION 

 In this study, we performed MD simulations of three protonation states for G48V 
mutants HIV-1 PR complexed with SQV to investigate the optimal protonation state of 
catalytic residues for these complexes. The results lead to a conclusion that the 
protonated state of the active site of the mutant-type HIV-1 PR complexed with 
saquinavir is a monoprotonated state on Asp25 (Mono-25). This state was, then, used 
for the mutation studies.  

The MD simulations of wild-type, single and double major mutations HIV-1 PR 
complexed with saquinavir and ritonavir were preformed. The results indicate that the 
double mutants of saquinavir and ritonavir show significantly effect on the structural and 
energy of binding when compared with single mutants. For saquinavir, the major 
structure changes were observed at the P2 subsite of SQV and a residue on the flap 
domain (Phe53) of PR. The changes of P2 subsite affects the hydrogen bonding 
between enzyme and inhibitor as well as that with water molecules around P2 subsite. In 
case of ritonavir, the P1’ subsite and sidechain of Phe82 of double mutant display the 
largest conformational changes. In addition, the complexation energy also shows that 
the complex stability of double mutants are lower than that of wild-type and single 
mutants. 

The above data provides information on drug resistance at molecular level. This 
information can be used in the structure-based drug designing and drug screening of 
more potent PR inhibitor that against both of wild-type and mutant PR. To increase 
reliability of the results, the ab initio MD simulation is an interesting and powerful method 
especially in providing bond breaking and bond formations. The question of protonation 
state will be clearly understood. However, this method is an extremely time consuming. 
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Insights into Saquinavir Resistance in the G48V HIV-1 Protease: Quantum
Calculations and Molecular Dynamic Simulations

Kitiyaporn Wittayanarakul,* Ornjira Aruksakunwong,* Suwipa Saen-oon,* Wasun Chantratita,y Vudhichai
Parasuk,* Pornthep Sompornpisut,* and Supot Hannongbua*
*Department of Chemistry, Faculty of Science, Chulalongkorn University, Bangkok 10330, Thailand; and yVirology and Molecular
Microbiology, Department of Pathology, Faculty of Medicine, Ramathibodi Hospital, Mahidol University, Bangkok 10400, Thailand

ABSTRACT The spread of acquired immune deficiency syndrome has increasingly become a great concern owing largely to
the failure of chemotherapies. The G48V is considered the key signature residue mutation of HIV-1 protease developing with
saquinavir therapy. Molecular dynamics simulations of the wild-type and the G48V HIV-1 protease complexed with saquinavir
were carried out to explore structure and interactions of the drug resistance. The molecular dynamics results combined with the
quantum-based and molecular mechanics Poisson-Boltzmann surface area calculations indicated a monoprotonation took
place on D25, one of the triad active site residues. The inhibitor binding of the triad residues and its interaction energy in the
mutant were similar to those in the wild-type. The overall structure of both complexes is almost identical. However, the steric
conflict of the substituted valine results in the conformational change of the P2 subsite and the disruption of hydrogen bonding
between the �NH of the P2 subsite and the backbone �CO of the mutated residue. The magnitude of interaction energy
changes was comparable to the experimental Ki data. The designing for a new drug should consider a reduction of steric
repulsion on P2 to enhance the activity toward this mutant strain.

INTRODUCTION

The spread of acquired immune deficiency syndrome (AIDS)

has constantly threatened the world because the disease leads

to a significant loss of morbidity and mortality. Unfortu-

nately, chemotherapy for the disease has, in many cases,

failed to achieve complete viral suppression (Deeks, 2003).

This relies on the fact that the human immunodeficiency

virus (HIV) develops resistance to antiretroviral drugs by

genetic mutation. The development of novel drug targets and

HIV vaccine is promising but the results of those studies

remain far from the clinical stage. Understanding the mu-

tations that confer resistance to available drugs is thus an

urgent issue in HIV chemotherapy.

The HIV type-1 protease (HIV-1 PR) is an important

target for AIDS chemotherapy. This viral protein cleaves the

gag and pol nonfunctional polypeptide into functional

proteins essential for maturation of infectious HIV particles

(Debouck et al., 1987). The protein is a homodimer. Each

protein monomer consists of 99 amino acids (Meek et al.,

1989). From x-ray data (Fig. 1 B), the substrate/inhibitor

binding site is located at the dimer interface (Hong et al.,

1996, 2000; Jaskolski et al., 1991; Krohn et al., 1991; Swain

et al., 1990; Vondrasek and Wlodawer, 2002). As a member

of the aspartyl protease family, HIV-1 PR is composed of

the conserved sequences, so-called the binding triads:

D25-T26-G27 andD25#-T26#-G27#, of whichD25 andD25#
are known as the active site residues. These two ionizable

residues play a major role in the catalytic reaction.

Because of the therapeutically important enzyme, struc-

tural and functional studies have been carried out to gain

understanding of molecular mechanisms of the proteolytic

cleavage process (Hyland et al., 1991; Northrop, 2001;

Okimoto et al., 1999; Scott and Schiffer, 2000; Smith et al.,

1996). The size and the availability of high-resolution x-ray

structures of HIV-1 PR are amenable for molecular dynamics

(MD) technique to investigate the relationship of structure,

dynamics, and function of the enzyme (Collins et al., 1995;

Harte et al., 1992, 1990; Levy and Caflisch, 2003; Piana

et al., 2002; Scott and Schiffer, 2000) as well as to serve as

a test system for developing computational methodology

(Piana et al., 2004, 2001; Wang and Kollman, 2000; York

et al., 1993a). The MD approach has provided insightful

information on the enzyme-substrate interactions and

binding conformations, the protonation states of the active

site residues, the role of the flexible flap and the binding

waters, and drug resistance. Characterizations of structural

intermediates have been made useful for rational drug design

(Randolph and DeGoey, 2004; Roberts et al., 1990;

Rodriguez-Barrios and Gago, 2004).

Saquinavir (SQV, Fig. 1 A), a peptidomimetic protease

inhibitor, is clinically used to treat infected HIV patients. The

inhibitor containing a nonhydrolyzable hydroxyethylene

isostere was designed based on the transition state structure

in the enzyme-substrate complex. Combination of PR and re-

verse transcriptase inhibitors appears to be a highly effective

treatment against HIV (Boucher, 1996). The PR inhibitor

blocks the maturation step of the HIV life cycle, which is the
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crucial stage in the formation of new viral particles.

Nevertheless, the current cure with SQV has introduced

several resistant variants of HIV-1 PR, some of which can

dramatically reduce drug susceptibility (Vondrasek and

Wlodawer, 2002). G48V and L90M are considered as the

primary mutations commonly occurring in vivo or in vitro

(Eberle et al., 1995; Vaillancourt et al., 1999). These ‘‘signa-

ture’’ residue mutations can be associated with a dramatic

decrease in drug susceptibility. According to Ki values, the

G48V, L90M, and G48V/L90Mmutants decrease saquinavir

sensitivity by 13.5-, 3-, and 419-fold with respect to that of

the wild-type (wt) protease (Ermolieff et al., 1997).

Among common mutations associated with antiretroviral

drug resistance, G48V is a unique mutation characteristically

generated by SQV. In a view of substituted-type residue,

glycine was replaced by a bulkier side-chain residue. The

steric conflict of the mutant should involve in a destabiliza-

tion of the complex. Although several x-ray structures of the

HIV-1 PR provided valuable information on the inhibitor

binding, this is not the case for the primary resistance to

SQV. The crystal structure of the G48V complex is not yet

available. With the aid of the available x-ray data, the

molecular modeling techniques offer an opportunity to in-

vestigate the structural basis of the mutant enzyme (Prabu-

Jeyabalan et al., 2003; Swain et al., 1990).

The missing hydrogens in the structural data have led

to studies of the ionization state of the active site residues

D25/D25# (Smith et al., 1996; Wang et al., 1996; Wlodawer

and Vondrasek, 1998; Yamazaki et al., 1994). This subject is

important for drug design in a way to optimize the

interactions of the inhibitor with the enzyme. Different

protonation models were found depending upon the local

environment of the enzyme-inhibitor complex. The single

protonation at one of the two acidic residues has been most

commonly observed with the binding of the hydroxyl-

ethylene-based inhibitors (Baldwin et al., 1995; Chen and

Tropsha, 1995; Hyland et al., 1991; Smith et al., 1996; Wang

et al., 1996; Wlodawer and Vondrasek, 1998). From NMR

experiments, the neutral D25/D25# side chain (diprotona-

tion) was determined in the presence of inhibitor diol groups

(Yamazaki et al., 1994), whereas the dianionic form (unpro-

tonation) was observed in the free enzyme (Smith et al.,

1996; Wang and Kollman, 2000).

In this study, we employed a computational approach to

access information regarding molecular structure and dy-

namics of the G48V HIV-1 protease conferring to saquinavir

resistance. The MD simulations were carried out for the wt

and the G48V HIV-1 protease complexed with saquinavir in

explicit aqueous solution. The study of the protonation state

of the HIV-1 PR complexed with SQV has been carried

out before exploring the structure and dynamic data of the

signature resistance. The density functional theory (DFT),

ONIOM, and molecular mechanics Poisson-Boltzmann

surface area (MM/PBSA) methods have been performed to

identify the protonation model of the active site residues. The

MM/PBSA approach offers an efficient computation for

calculating the binding free energy of biomolecules (Kollman

et al., 2000; Srinivasan et al., 1998; Wang and Kollman,

2000). The method has been extensively used to study

protein-ligand complexes. The quantum-based approach,

DFT and ONIOM, has been useful in providing accurate

energy information of the interested region. In particular, the

hybrid quantum mechanical/molecular mechanical (QM/

MM) method, ONIOM (our own N-layered integrated

molecular orbital and molecular mechanics), developed by

Morokuma, has been extended from small molecules to

biological applications (Friesner and Beachy, 1998; Moro-

kuma, 2002; Prabhakar et al., 2004; Torrent et al., 2002). Its

efficiency has been improved over the years. Simply, the

concept of the ONIOM approach is partitioning a large

molecular system into onion skin-like layers, and applying the

quantummechanics and molecular mechanics methods to the

defined different parts (Morokuma, 2002). In the partitioned

system, the high-level quantum computations engage the

essential part of the central activity, whereas the lower-level

energy calculations take into account the contribution of the

remaining region. The comparison of MD results of the two

systems provides insightful details of how theG48Vmutant is

associated with saquinavir resistance. The study provided

fundamental principles on the molecular mechanism of

FIGURE 1 Schematic representation of saquinavir (A) and the wild-type

HIV-1 protease-saquinavir complex (B). According to a conventional clas-

sification of the protease subsites, the binding pockets are designated by the

inhibitor side chains P1, P2, P3, P1#, and P2#.
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inhibitor binding and resistance, which will be useful for

designing an anti-HIV inhibitor to combat AIDS.

METHODS

Before starting the MD simulations, the problem of the protonated state of

the active site residues was addressed, since such information cannot be

directly obtained from the x-ray data. Our approach consists of molecular

orbital energy calculations and solvent continuum free-energy calculations.

However, structural data of the complexes, particularly the structure of the

G48V-SQV, are not available, and the quantum-based computation for the

whole enzyme-inhibitor complex is not feasible. A strategy is developed.

First, MD simulations of the four protonation states for the wt and for the

G48V complexes were performed to obtain the protonation models, which

were subsequently subjected to calculate interaction and binding energies.

Details of the methodology are described as follows.

Initial structure

The x-ray structure of the wt HIV-1 PR complexed with Ro 31-8959,

saquinavir, (Protein Data Bank code 1HXB; 2.3 Å resolution) was used as

a starting model. All missing hydrogens of the protein were added using the

LEaP module in the AMBER 7 software package (Case et al., 2002). The

protonation state of the ionizable residues, theC- and theN-termini, except for

D25/25#, was assigned based on the predicted pKa values at pH 7. The pKas

of ionizable residues were calculated based on the Poisson-Boltzmann free-

energy calculations (see the pKa prediction). The results concluded that all

Lys, Arg, Glu, Asp, and the terminal groups are charged, whereas His was in

the neutral form. Protonation states of D25/25# were explicitly assigned into
four different ionizable states, including unprotonation, monoprotonation

(each site of D25 and D25#), and diprotonation (protonated at both aspartyl

residues). For the wt study, the simulated systems were labeled as wt-unpro,

wt-mono25, wt-mono25#, and wt-dipro, respectively.
The starting structure and force-field parameters for the inhibitor were

obtained as follows. Hydrogens were added to the x-ray coordinates of SQV

(1HXB) by taking into account the hybridization of the covalent bonds.

Geometric optimization was subsequently performed at the Hartree-Fock

level with 6-31G** basis functions to adjust the bond-length involving

hydrogens. Then, the RESP fitting procedure was employed to calculate

partial atomic charges of the inhibitor (Cornell et al., 1993). Force-field

parameters of the inhibitor were assigned based on the atom types of the

Cornell et al. (1995) force-field model. Gaussian 98 (Frisch et al., 2002) was

used to optimize themolecular structure, generate electrostatic potentials, and

calculate ab initio energies. Partial charge generation and assignment of the

force field were performed using the Antechamber suite (Wang et al., 2001).

The preparation of the initial structure for the simulation of the G48V

mutant-SQV complex was similar to that of the wt complex. The com-

parative model of the mutant was constructed based on 1HXB because the

three-dimensional structure of the G48V-SQV complex is not available. It

should be noted that the x-ray structure of the double mutant, G48V/L90M-

SQV complex (1FB7) could be considered as an alternative template.

However, the x-ray coordinates of the second monomer of the double mutant

are not available. Thus, 1HXB is considered to be more appropriate as

a template. The simulated systems of the mutant complex consist of four

protonated states, which were defined similar to those of the wt complex,

i.e., unprotonation (mt-unpro), monoprotonations (mt-mono25 and mt-

mono25#), and diprotonation (mt-dipro).

The next step was to incorporate the solvent and counterions into the

models previously prepared. The crystallographic waters were also included

in the simulations. Each model was solvated with the TIP3P waters

(Jorgensen et al., 1983) and neutralized by the counterions using the LEaP

module. The total number of the TIP3P waters in the periodic box for all

systems was in a range of 9100–9900 molecules.

Molecular dynamics simulations

Energy minimization and MD simulations were carried out using the

SANDER module of AMBER 7 (Case et al., 2002) with the Cornell force

field (Cornell et al., 1995). The whole systems were subjected to energy

minimization within a range of 200–5000 steepest descent steps to avoid bad

contacts. It should be noted that position-restrained minimizations of some

particular regions were carried out for systems that clashed during mini-

mization because of incidental overlay of atoms. This procedure was re-

peated until there was no sign of bad contacts. The resulting protein structure

was compared with the before-minimized structure. Root mean-square

displacement (RMSD) for nonhydrogen atoms of the compared protein

structures showed that there were no RMSDs exceeding 0.1 Å in all systems.

The MD simulation was performed employing the periodic boundary

condition with the NPT ensemble. A Berendsen coupling time of 0.2 ps was

used to maintain the temperature and pressure of the systems (Berendsen

et al., 1984). The SHAKE algorithm (Ryckaert et al., 1977) was employed to

constrain all bonds involving hydrogens. The simulation time step of 2 fs

was used. All MD simulations were run with a 12 Å residue-based cutoff for

nonbonded interactions and the particle-mesh Ewald method was used for an

adequate treatment of long-range electrostatic interactions (York et al.,

1993a).

The simulation consists of thermalization, equilibration, and production

phases. Initially, the temperature of the system was gradually heated from

0 to 298 K during the first 60 ps. Then, the systems were maintained at 298 K

until MD reached 400 ps of the simulation. Finally, the production phase

started from 400 ps to 1 ns of the simulation. The convergence of energies,

temperature, pressure, and global RMSD was used to verify the stability

of the systems. The MD trajectory was collected every 0.1 ps. The 600 ps

trajectory of the production phase was used to calculate the average structure.

All MD simulations were carried for 1 ns. Analysis of all MD trajectories i.e.,

RMSD, distances, torsion angles, etc. was carried out using the CARNAL

and Ptraj modules of AMBER 7. The geometry and stereochemistry of the

protein structure were validated using PROCHECK (Laskowski et al.,

1996). In summary, a total of eight systems for the MD simulations were

carried out.

Graphic visualization and presentation of protein structures were done

using RasMol, Swiss-Pdb Viewer (Guex and Peitsch, 1997), WebLab

Viewer (Accelrys, San Diego, CA), and MolScript (Kraulis, 1991).

The pKa prediction

An assumption used for assigning the protonation state of the ionizable

residues in the simulations was inspected by the prediction of the pKa

values. The method estimates the pKa shift by calculating the electrostatic

free energy of ionizable residues in the neutral and the charge states in

solution (Antosiewicz et al., 1994). The computations were done by solving

finite different Poisson-Boltzmann equations implemented in the University

of Houston Brownian Dynamics program (Davis et al., 1991). The protocols

describe as follows. Polar hydrogens were added to the x-ray model using

Insight II (Accelrys, San Diego, CA). For generating electrostatic potentials,

the model was then placed in a 653 653 65 dimension with a grid spacing

of 2.5 Å. The focusing technique was additionally employed using finer grid

spacing of 1.2, 0.75, and 0.25 Å for a cubic dimension of 15, 15, and 20,

respectively (Antosiewicz et al., 1994; Yang et al., 1993). Atomic radii and

charges available in the University of Houston Brownian Dynamics program

were originally derived from optimized potentials for liquid simulations and

CHARMm 22 parameter sets (Brooks et al., 1983; Jorgensen and Tirado-

Rives, 1988). The 1.4 Å probe radius with a resolution of 500 dots/atomic-

sphere was used. The calculations employed a solvent dielectric of 80 with

150 mM ionic strength, and a temperature of 298 K. A dielectric constant of

HIV-1 PR was examined by varying to 1, 4, and 20. We found that a protein

dielectric constant of 20 produced the best pKa prediction. A dielectric

constant of 1 and 4 yielded unusual pKa values due to an overestimation of

electrostatic potentials. This phenomenon is thoroughly discussed in an early

work (Antosiewicz et al., 1994).
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Protonation state of the HIV-1 PR

In an evaluation of the protonation state of D25/D25#, we employed three

different approaches: density functional theory, ONIOM, and MM/PBSA

methods. The DFT and ONIOM methods provide the interaction energy of

the complex, whereas the MM/PBSA calculates the binding free energy

(DGbinding). It should be noted that properties of the system should be

analyzed using the structure ensemble from the MD trajectory. However,

quantum chemical methods are too expensive to calculate such enormous

structural data. Alternatively, the statistically averaged structure obtained

from the 600 ps production phase of the MD trajectory was chosen as the

studied model.

The DFT method

In each protonation model, the cluster consists of the two triad residues,

D25-T26-G27 and D25#-T26#-G27#, and SQV (see Fig. 3 A). Atoms that are

not within the selected part were removed. To reduce possible terminal-

charge effect, both ends of the triad fragments were capped by CH3NH� and

�COCH3 groups. Geometric optimization was performed for the added

atoms. The energy for the model was computed using a single-point

calculation method with mixed basis sets. B3LYP/6-31 1 G** was defined

explicitly on the carboxylate oxygens of D25 and D25#, and B3LYP/6-

31G** was assigned on all the remaining atoms. The quantum calculations

were carried out using the program Gaussian 98 (Frisch et al., 2002).

A general form of the interaction energy calculation of the enzyme-

inhibitor complex (DEEI) is the subtraction of the energy of the complex

(EEI) from that of the free enzyme (EE) and that of the free inhibitor (EI).

DEEI ¼ EEI � EE � EI: (1)

In this case, the model system contains a cluster of the two triads and

SQV. Thus, interaction energy of the complex (DEcluster) was estimated by

DEcluster ¼ Ecluster � EtriadA � EtriadB � ESQV; (2)

where Ecluster is the total energy of the cluster, and EtriadA, EtriadB, and ESQV

are the total energy of the isolated triads of chain A and B and the unbound

SQV, respectively.

The ONIOM method

To account for an effect of the protein environment, the QM/MM ONIOM

methodwas used. Here, the three-layers approach (ONIOM3)was performed

to reduce the boundary effect at the QM/MM junction but maintain

considerably accurate energy information. The method is described as

follows. The model of the HIV-1 PR-SQV complex was divided into three

regions:A,B, andC (see theAppendix). TheONIOM layers were represented

by inner (A), intermediate (A1 B), and real (A1 B1C). The inner layer, the
‘‘hot spot’’ region, consisting ofD25,D25#, andSQV,was treated at the high-
level of quantum chemical calculations using density functional theory

(B3LYP/6-31G**). The intermediate layer contains a total of 36 residues

including D25-D30, I47-F53, P80-I84, and L90. These residues are located

within a 5 Å distance from SQV. This intermediate layer was treated with the

semiempirical method using PM3. Lastly, the real layer includes the entire

enzyme. The molecular mechanic method using universal force field (UFF)

was applied to this layer.All calculations based on theONIOMapproachwere

carried out using the program Gaussian 98 (Frisch et al., 2002).

Hence, the total energy obtained from the ONIOM3 calculations

(EONIOM3) herein can be defined by (see the Appendix):

Eoniom3½ABC� ¼ E½UFF;ABC� 1E½PM3;AB� 1E½B3LYP;A� � E½UFF;AB�

� E½PM3;A�: ð3Þ
For the overlap regions, the subtraction energy terms are introduced to

substitute the low-level energy calculations with the high-level one.

Therefore, the total interaction energy (DEoniom3
total [ABC]) between SQV and

the enzyme using the ONIOM3 method can be expressed as independent

energy components from each layer as follows:

DE
oniom3

total ½ABC� ¼ DE½UFF;ABC� 1DE½PM3;AB� 1DE½B3LYP;A�

� DE½UFF;AB� � DE½PM3;A� ð4Þ
DE

oniom3

total ½ABC� ¼ DE½B3LYP;A� 1DDE½PM3;AB�A�

1DDE½UFF;ABC�AB� ð5Þ
DDE½PM3;AB�A� ¼ DE½PM3;AB� � DE½PM3;A� (6)

DDE½UFF;ABC�AB� ¼ DE½UFF;ABC� � DE½UFF;AB�; (7)

where DE½B3LYP;A� is the interaction energy in the region A evaluated at the

B3LYP/6-31G(d,p) level. DDE½PM3;AB�A� is the interaction energy contrib-

uted from the region B evaluated at the PM3 level, and DDE½UFF;ABC�AB�is
the interaction energy contributed from the region C evaluated at the UFF

molecular mechanics.

The MM/PBSA method

In general, the free energy of the inhibitor binding, DGbinding, is obtained

from the difference between the free energy of the receptor-ligand complex

(Gcpx), and the unbound receptor (Grec) and ligand (Glig) as follows:

DGbinding ¼ DGcpx ¼ Gcpx � ðGrec 1GligÞ: (8)

The MM/PBSA approach calculates DGbinding on the basis of a

thermodynamic cycle. Therefore, Eq. 8 can be approximated as

DGbinding ¼ DE
MM � TDS1DGsol; (9)

where DEMM is related to the enthalpic changes in the gas phase upon

binding and obtained from molecular mechanics van der Waals and

electrostatic energies, TDS involves the entropy effect, and DGsol is the free

energy of solvation. The DGsol is composed of the electrostatic and nonpolar

contributions (Srinivasan et al., 1998), and therefore can be expressed as

DGsol ¼ DG
PB
1DG

SA
; (10)

where DGPB is calculated using a continuum solvent model with Poisson-

Boltzmann solution (Gilson et al., 1987), and DGSA is estimated from the

solvent-accessible surface area (SASA) (Sitkoff et al., 1994).

The DGbinding was obtained using the MM/PBSA module in the program

AMBER 7, which interfaces the program DelPhi 4 (Rocchia et al., 2001). To

calculate electrostatic free energy of solvation, the grid resolution of 0.5 Å

with the boundary conditions of Debye-Huckel potentials was employed.

Atomic charges were taken from the Cornell force field (Cornell et al.,

1995). The water and protein dielectric was set to 80 and 4, respectively. The

SASA was calculated using a 1.4 Å probe radius. Atomic radii were taken

from the PARSE parameter set (Sitkoff et al., 1994). The nonpolar free

energy of solvation was obtained by 0.00542 3 SASA 1 0.92 kcal mol�1

(Sitkoff et al., 1994).

In the study, the contribution of the entropy (TDS) was not included. An

estimation of the entropy effect from normal mode analysis requires the high

computation demands. The effect should be very small because all system

models are very similar. In addition, we considered the relative values of the

binding free energy.

RESULTS

Hydrogen bonding in the binding site

One of the most important HIV-1 PR-SQV interactions is

the formation of the hydrogen bond at the active site. This
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observation is estimated from the x-ray data by the close

proximity between the terminal side chain of the two aspartyl

residues and the hydroxylethylene isostere moiety (�OH) of

the inhibitors. Due to the lack of hydrogen position in the

structure, the pattern of this typical hydrogen bond is in-

vestigated here. Therefore, it is necessary tomonitor the active

site structure of the MD results and determine the most

preferential interactions.

The MD snapshot of the dipro, mono25, mono25#, and
unpro systems for the wt and the G48V complexes is illus-

trated in Fig. 2, A–H. The D25/D25# side chains and the
�OH of SQV of all protonated states, except for the

unprotonation, occupies the positions suitable for the forma-

tion of the hydrogen bond. The distal separation between the

active site residues and the hydroxylethylene isostere of

SQVmaintains similarity to the x-ray structure. The structure

of the wt-unpro and the mt-unpro provide the worst scenario

of the complex (Fig. 2, D and H). A majority of MD data

shows that the active site residues adopted to a conformation

completely different from the x-ray data. Hence, the wt-un-

pro and mt-unpro systems are not an appropriate state for the

formation of the HIV-1 PR-SQV complex.

In comparing the four protonated states, the binding

pattern of the�OH of SQV to the D25/D25#was remarkably

different. Nevertheless, when comparing the wt with the

mutant structure of the same protonated state, the binding

pattern at the active site was similar. The results allow draw-

ing a simple scheme of the hydrogen bond pattern at the active

site, which is illustrated in Fig. 2, I–L.

Protonation state of the wild-type complex

From the pKa prediction, the D25/D25# in the free wt HIV-1
PR exhibited different protonation states depending on the

examined pHs of 4, 5, 6, and 7 because the assay of the HIV-1

PR is measured between pH 5 and 6, and in the basic solution

the enzyme precipitates (Wang et al., 1996). However, the

dianionic form was the most apparent state between pH 6 and

7. The protonation state at pH4 and 5 remains inconclusive. In

this study, these results were not fully understood. It is

possibly associated with the used parameters (atomic charges

and radii, dielectric constant, etc.) and the studiedmodel. This

awaits further investigation.

Table 1 shows the resulting energy calculated from DFT,

ONIOM, and MM/PBSA approaches. Here, the term ‘‘the

stabilization energy’’ is used for a simpler and more

straightforward definition. The negative sign of the stabiliza-

tion energy suggests that the protonation model of wt-dipro,

wt-mono25, and wt-mono25# systems are energetically

favorable. From the full quantumDFT treatment, theDEcluster

wt-mono25 compared to that of wt-dipro and wt-mono25#
was lower by 7.62 and 17.22 kcal mol�1, respectively. The

lowest DEcpx from the ONIOM3 method also took place on

the protonation model of the wt-mono25. The energy

difference was 14.13 and 16.63 kcal mol�1 more stable than

that of the wt-dipro and of the wt-mono25#, respectively.
From the MM/PBSA method, the stabilization energy of the

wt-mono25 systemwas slightly lower in energy than the other

two states. Apparently, all the three approaches showed that

the monoprotonation at D25 was the most energetically

favorable state.

FIGURE 2 MD snapshots showing

interactions in the binding pocket of the

wt and G48V for various protonation

states: diprotonation (dipro), mono-

protonation of D25 (mono25), mono-

protonation of D25# (mono25#), and

unprotonation (unpro). Saquinavir

(SQV) and the active site residues

D25 and D25# of the enzyme are shown

in stick mode. Chain A and B of the

enzyme are colored as blue and green.
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The stabilization energy shown in Table 1was decomposed

into individual energy components (Table 2) for analyzing

quantitatively essential interactions of the different pro-

tonation models. From the DFT method, an order of the

DEtriadA1SQV ranging from the lowest value was wt-dipro ,

wt-mono25 , wt-mono25#. The sum of DEtriadA1SQV and

DEtriadB1SQV was used to account for interactions of SQV

to the triad residues. Still the wt-diprowas the first preferential

protonation model with the lowest energy of �34.19 kcal

mol�1. Considering the sum of DEtriadA1SQV and

DEtriadB1SQV of wt-mono25, the energy difference was

7.51 kcal mol�1 greater than that of wt-dipro. On the other

hand, its DEtriadA,B value accounting for the triad-triad

interactions has significantly gained by 13.16 kcal mol�1

over the wt-dipro system. These data suggested the interac-

tionsbetween the triadswere essential to the complex stability.

The ONIOM3 results showed the lowest DE[B3LYP,A] took

place on wt-mono25. It should be noted that DE[B3LYP,A]

has considered the interactions of SQV to D25 and to D25#,
and between D25/D25#. This is still the case when accounting
for interactions of the 5 Å neighboring residues to SQV

(DE[PM3,AB-A]). The DE[UFF,ABC-AB] of the three states are

almost equivalent. There was no significant change of the

stabilization energy with an addition of DE[UFF,ABC-AB].

Thus, theeffect of theproteinenvironmentat the longdistance-

range interactions is negligible.

In the MM/PBSA method, there was no substantial dif-

ference of DEMM for all three systems, whereas the DGsol of

the wt-mono25 revealed the lowest values. This observation

suggests the solvation free-energy values dominate the contri-

bution of the stabilization energy. The molecular mechanics

energy term cannot discriminate the protonation model.

Interaction energy at the catalytic site: the
wild-type versus G48V

We have illustrated previously that the quantum-based

approach gave promising results to the characterization of

the complex model. Here, the approach has been further

exploited by calculating the enzyme-inhibitor interaction

energy of the G48V complex. The interaction energy of the

triads/SQV in the wt complex, DEcluster, previously obtained

using the DFT method (Table 1) was used for a comparison.

The results illustrated in Fig. 3 suggested that in the

G48V-SQV complex, the lowest DEcluster also took place

at the monoprotonated D25 model. The interaction energy

for both the wt and the G48V in the mono25 was ;8 and

17 kcal�mol�1 lower than those from the dipro and the

mono25#, respectively. At the same protonation state, the

DEcluster of the G48V was no essentially different from that

of the wt. This conclusion followed from the fact that the

thermal fluctuation at room temperature of;0.6 kcal�mol�1,

equivalent to 1 kT, where T is 300 K and k is the Boltzmann

constant. Thus the interactions of the two triad residues and

SQV remain unchanged by the G48V mutation.

Those results discussed previously lead us to conclude that

the monoprotonation at D25 is the most energetically favor-

able state. Therefore, further comparison and discussion

for both the wt and the mutant complex were focused only

on the results of monoprotonation D25.

The energies and RMSD plots (Fig. 4) demonstrated

a well-behaved MD simulation for both the wt and G48V-

SQV systems. After 400 ps, the RMSD fluctuates 1.27–1.78

Å for the wt and 1.29–1.80 Å for the mutant. The fluctuation

is ,0.5 Å over the entire production phase. This structural

fluctuation is not uncommon in the typical MD simulation of

protein, indicating the reliable equilibration of the system in

this study. In Table 3, the low RMSD values calculated from

100 snapshot structures taken from the production phase

suggested the structures in each set were similar to each

other. This allows useful information to be extracted from the

MD trajectories. Analysis of some statistic quantities such as

structure and dynamics was performed from the trajectories

of wt-mono25 and mt-mono25 systems.

TABLE 2 Decomposition of the stabilization energy (kcal mol21)

DFT ONIOM3 MM/PBSA

System DEtriadA1SQV DEtriadB1SQV DEtriadA,B DE[B3LYP,A] DE[PM3,AB-A] DE[UFF,ABC-AB] DEMM DGsol

wt-dipro �23.81 �10.38 �27.64 �11.45 �36.66 �16.11 �109.42 17.81

wt-mono25 �12.27 �14.41 �40.80 �33.63 �28.34 �16.38 �109.83 15.39

wt-mono25# �6.33 �6.88 �41.53 �18.33 �27.48 �15.91 �109.88 16.98

DEtriadA1SQV or DEtriadB1SQV account for interactions of the triad residues of chain A or B to SQV, and DEtriadA,B accounts for interactions between the triad

residues of chain A and those of chain B.
DE[B3LYP,A] accounts for interactions of D25, D25#, and SQV.

DE[PM3, AB-A] represents interactions of SQV and the 5 Å surrounding residues, excluding D25 and D25#, and DE[UFF,ABC-AB] represents interactions of SQV

and the remaining residues.

TABLE 1 The stabilization energy (kcal mol21)

DFT ONIOM3 MM/PBSA

System DEcluster DEcpx DGcpx

wt-dipro �59.32 �64.22 �91.62

wt-mono25 �66.94 �78.35 �94.44

wt-mono25# �49.72 �61.72 �92.91
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Structural similarity between the wild-type and
the mutant

The global backbone RMSD of the x-ray versus the average

MD structure of the wt of 1.04 Å indicates that overall main-

chain structures of the complex in the crystal state and in

solution are similar. In addition, comparison of the two

average MD structures between the wt and the G48V mutant

resulted in a backbone RMSD of 0.70 Å. This suggests that

the tertiary structure of the G48V mutant was insignificantly

different from the native enzyme.

Detailed analysis of RMSD per residue is illustrated in Fig.

5. One can see that most regions of the enzyme, except for the

flexible loop of the first subunit, exhibited a small difference

in backbone conformation of the wt enzyme with respect to

the mutant. Particularly, RMSDs of E21–D30 residues,

covering the triad sequence of the enzyme, were in a range

from 0.11 to 0.36 Å. This indicates no essential structure

alteration of the main-chain hydroxyethylene isostere of SQV

and the surrounding residues. Thus, the contacts between the

hydroxyl of SQV and the active site residues were in-

dependent of the amino acid substitution at residue 48. This

result supported the evidence discussed previously that inter-

action energies of the two triad residues and saquinavir were

not significantly changed by mutation of G48V.

Structural difference between the wild-type and
the mutant

In Fig. 5, the apparent difference between the wt and the

mutant HIV-1 PR-SQV complexes was observed around the

protein flap (residues 46–55). In this region, overall RMSD

values of chain A were relatively greater than those of chain

B (Fig. 6). The structure of the flap B of the G48V is similar

to that of the wt enzyme, whereas the b-hairpin structure of

the flap A of the mutant does not superimpose well.

Surprisingly, the tip of flap A of the G48V-SQV complex

shifted slightly toward the twofold axis of symmetry of HIV-1

PR. However, distance separations between the tips, residues

49–51 in the mutant, were not significantly different from

that in the wt complex.

Flexibility and conformational changes of
SQV subsites

Flexibility and conformational changes of the inhibitor side

chains P1, P1#, P2, P2#, and P3 were investigated in terms of

torsion angle fluctuations of xP1, xP1#, xP2, xP2#, and xP3,

respectively. From Fig. 7 A, an oscillation of all dihedral

angles throughout the simulations, which was no greater than

610�, suggested that in the wt complex, all SQV side chains

undergo a narrow range of dynamic fluctuation. In other

FIGURE 3 DEcpx between the triad residues and saquinavir of the wt and

the G48V complexes for the dipro, mono25, and mono25# systems.

FIGURE 4 Plots of the energies (A) and RMSDs (B) versus the simulation

time for the wt and G48V-SQV complex. The obtained RMSD was com-

puted using the structure at t ¼ 0 as a reference.
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words, the inhibitor side chains were inflexible and retained

their starting conformation during the course of the MD

trajectory. In the case of the G48V mutant, all torsion angles

except for xP2 adopted the values similar to that of the wt

(Fig. 7 B). This indicated that the conformations of these

subsites are unchanged. However, a remarkable shift in xP2
implied a rotation of the P2 subsite starting from ;�70� to
its equilibrium value ;90�. This suggested a substantial

rotation of the P2 of SQV in the G48V (Fig. 8). In addition,

the 640� fluctuation of xP2 in the mutant larger than that

of the wt indicated that the P2 side chain looses its rigidity.

The rearrangement of the P2 was related to the event of the

flap motion as describe previously. Moreover, it involves

a decrease of the strength of the hydrogen bond between

the mutated residue and the P2 subsite (described in the next

topic). The overall change in terms of torsion angles is

supposed to explain a decrease of saquinavir sensitivity.

Decrease of hydrogen bond strength

The MD results show that the conformational difference in

SQV subsites between the wt and the G48V complexes was

located at the P2 side chain. Among residues surrounding the

P2 subsite, position 48 is critical to conformational change of

the inhibitor subsite. Direct contacts from the backbone

oxygen of the mutated residue (O(48)) to the side-chain

amide group (HNP2) of P2, and to the backbone amide

proton (HNbb) of the inhibitor are illustrated by Fig. 8.

The O(48)-HNbb(SQV) distance was, on average, 1.95 Å

for the wt and extends to 2.25 Å in the G48V complex (Fig. 9

A). An increase of the distance is an evidence of decreasing

the hydrogen bond strength.

A loss of the hydrogen bond interactions of residue 48 to

SQV in the mutant complex was confirmed by a very large

distance between O(48) and HNP2(SQV) (Fig. 9 B). The wt
complex shows the close proximity between O(48) and

HNP2(SQV). On the other hand, it is clear that the O(48)-

HNP2 (SQV) distance in the mutant was not in a range of

hydrogen bonding. The rotation of the P2 side chain as

described previously is the cause of the disruption of the

hydrogen bond of O(48)-HNP2 (SQV).

Analysis of these MD results indicates that the mutation at

position 48 decreases the capability of inhibitor binding. A

reduction of the interactions was estimated by calculating the

ab initio energy. The DEG48-SQV decreased ;3.5 kcal�mol�1

with respect to the DEV48-SQV. The magnitude of changes in

the interaction energy of V48-SQV supports the experimen-

tal Ki data that explain a small decrease (13.5-fold) of

saquinavir sensitivity.

DISCUSSION

The MD simulations were carried out to compare structure

and dynamics of the wt and the G48V HIV-1 PR-saquinavir

complex. In addition, the MD simulations for the four

protonation systems were carried out to obtain structural

models before an evaluation of the ionization form of the

active site residues. The study of protonation state of the

HIV-PR-SQV complex was achieved with extensive energy

calculations using the DFT, ONIOM, and MM/PBSA

methods. Based on our data, both quantum chemical and

molecular dynamics free-energy calculations confirm that

the protonation model of wt-mono25 is the most energeti-

cally favorable case.

The results were in agreement with NMR studies of the

hydroxyethylene isostere inhibitors, pepstatin and KNI-272,

TABLE 3 Mean global RMSD values calculated from a set of

100 snapshot structures of the 600 ps production phase

,RMSD.(Å)

Dipro Mono25 Mono25# Unpro

wt Backbone 0.90 6 0.13 0.86 6 0.12 0.87 6 0.11 0.83 6 0.11

Heavy atoms 1.56 6 0.22 1.45 6 0.17 1.48 6 0.18 1.39 6 0.15

G48V Backbone 0.83 6 0.11 0.86 6 0.13 0.85 6 0.12 0.86 6 0.12

Heavy atoms 1.39 6 0.18 1.52 6 0.22 1.51 6 0.21 1.47 6 0.19

FIGURE 5 Backbone RMSD between the wild-type and the G48V

structure.

FIGURE 6 HIV-1 PR flap structures of the wt (green) and the G48V

(yellow and blue). Some selected residues and saquinavir are presented in

stick mode. Hydrogen atoms of the enzyme are not shown for simplification.
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complexed with the enzyme (Smith et al., 1996; Wang et al.,

1996). In this study, the protonation takes place only on the

D25 side chain. Although the experimental data are not

available for the HIV-1 PR-SQV complex, the structure of

KNI-272 is almost identical to that of saquinavir. They share

the most common features of drug specificity, including the

capability of binding between the central hydroxylethylene

isostere of the protease inhibitor and the catalytic residues of

the enzyme.

Recently, the protonation state of the HIV-1 PR-SQV

complex was studied using quantum and free-energy

perturbation methods (Lepsik et al., 2004; Nam et al.,

2003). The interaction energy of SQV and the active-site

residues were obtained based on the model taken from the

x-ray structure. The protonation model proposed from those

studies was also monoprotonated D25.

It is worth nothing that the quantum-based method is

a promising tool for the study of receptor-ligand complexes.

The determination of the protonation state of the HIV-PR

active site residues is achievable on the basis of the QM

results. In particular, the ONIOM method has extended the

limitation of system size by the pure QM method. As

demonstrated by the ONIOM results, the enzyme-inhibitor

interactions of the catalytic region and the 5 Å surrounding

residues are important for stabilizing the complex. The effect

of the long-distance range on the interaction energy was not

dominant at the MM level. Nevertheless, the method should

be used with some proper care. The effect of the boundary

resulting from incompatibility between molecular orbital

wave functions in the QM part and the MM region may drive

unrealistic energy values (Morokuma, 2002).

An effect of solvent environment, which remains un-

obvious in quantum approach, has been fulfilled with the

calculations of binding free energy. The binding free energy

of wt-mono25 obtained fromMM/PBSA was;2 kcal mol�1

lower than that of the other states (Table 1). The difference

was contributed from DGsol rather than DEMM. Not

surprisingly, DEMM of the three protonation model were

almost equivalent (Table 2). Among all three systems, the

only difference, that is the ionizable groups of D25 and D25#,
cannot be well described by the empirical force-field energy.

In addition, the influence of the solvent to the protonation site

was trivial on the basis of the radial distribution function plot

(Wittayanarakul et al., 2005). The radial distribution function

FIGURE 7 Fluctuation of xP1, xP1#, xP2, xP2#, and xP3 corresponding to

the dihedral angles of the inhibitor side chains P1, P1#, P2, P2#, and P3,

respectively.

FIGURE 8 Conformational change of SQV at the P2

side chain. The rotation of the P2 subsite and the

hydrogen bonds are illustrated.
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of the hydroxylethylene oxygen of SQV showed an exclusion

of water molecules from the protonation site. In this case, the

energy information obtained from DFT and ONIOM were

reliable. We anticipate that a method for the correction of the

MM energy term by the QM treatment in MM/PBSA

approach will be valuable for biomolecular research.

The binding pattern at the active site of the wt complex

was similar that of the G48V as shown by the very low

RMSD of residues E21–D30. Importantly, the interaction

energy of the triad residues to SQV was insignificantly dif-

ferent between the wt and the G48V complexes. The results

indicated the signature residue mutation developed in the pri-

mary resistance does not influence the interactions at the

active site.

Significant changes were located at the protein flaps.

Moreover, the flap structure of chain A was different from

that of chain B. This is caused by different interactions of

the enzyme to the asymmetric inhibitor. Particularly, the

perturbation adopts heavily on the flap conformation of

chain A rather than chain B. The slide of flap A in the G48V

mutant seems to overcome a potential steric conflict caused

by the substituted valine. As shown in Fig. 6, position 48 was

in close contact with the F53 side chain of the enzyme and

the P2 and P3 groups of SQV. Since the substituted valine

of the mutant cannot be entirely accommodated in the

hydrophobic pocket due to steric conflict of the dimethyl

groups with the F53 and P3 side chains, the flap, therefore,

shifted toward the symmetric axis of the enzyme. This

rearrangement additionally destabilizes hydrogen bonding

between the backbone CO of residue 48 of the enzyme and

the P2 subsite of the inhibitor. In addition to the flap

movement, the side chain of hydrophobic F53 became

solvent-exposed to avoid steric clashes with V48 and Met-

46, whereas an orientation of F53# in flap B of the mutant

was not changed dramatically.

The role of the HIV-1 PR mutation at the flexible flap has

been considerably debated about whether it would facilitate

the binding reaction or reduce stability of the inhibitor, or

both (Ermolieff et al., 1997; Hong et al., 1997; Maschera

et al., 1996). The crystal structure of the double mutant

G48V/L90M complexed with SQV revealed side-chain

rearrangement of the P2 subsite and the F53 of the enzyme

similar to this study (Hong et al., 2000). Particularly, the

missing of hydrogen bonding between the P2 subsite and the

backbone C¼O of residue 48 was also found in the x-ray

structure of the double mutant. The crystal structure of G48H

complexed with peptidic inhibitor U-89360E reported a de-

crease of flap mobility to stabilize the ligand (Hong et al.,

1997).

Apparently the conformational change of the P2 subsite

was an influence of steric conflict of the mutation at position

48. Importantly, it reduced saquinavir susceptibility to the

mutant by interrupting the hydrogen bond interactions. Thus,

a new drug with reduced steric repulsion on P2 could be

designed to enhance the activity toward this mutant strain.

The x-ray structural data provided relevant information,

insight into the molecular mechanism of HIV resistance to

the protease inhibitor. Dynamic details of the full-atomic

representation of the complex were required for further

investigation. Therefore, MD simulation offers a good op-

portunity to fulfill basic information that could be useful in

understanding the drug resistance mechanism and helpful in

designing an anti-HIV inhibitor.

CONCLUSIONS

Molecular dynamics simulations of the wt and the G48V

HIV-1 protease complexed with SQV were carried out to

investigate the molecular basis of drug resistance. The MD

FIGURE 9 Distance trajectories of hydrogen bond-

ing involving the CO backbone of residue 48.

FIGURE 10 Schematic representation of the three-layer ONIOM extrap-

olation scheme.
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results combined with quantum chemical calculations extend

the capability of molecular modeling methods to study some

biological systems, of which structural information is limited.

This study showed that both complexes form the monoproto-

nation on D25. Overall tertiary structure of the wt and the

mutant protease was not significantly altered. Particularly,

structure and interactions at the central active site remain

unchanged. However, conformational differences between

the wt and the G48V mutant were on the protein flap.

The conformational change of the P2 subsite decreased the

strength of hydrogen bonding of the backbone CO of the

residue 48 to SQV. The change in interaction energies was

comparable to the experimental Ki data. These observations

provide useful information for designing potent HIV-1 PR

inhibitors.

APPENDIX: ONIOM CALCULATIONS

The key interactions centered on SQV and the catalytic residues were treated

at a high level of calculations, whereas the environmental effect of the entire

protein was calculated at a lower level of calculations. In this study, three-

layered ONIOM (ONIOM3) was employed (Morokuma, 2002).

On the basis of the ONIOM3method shown in Fig. 10, the total energy of

the system can be obtained from five independent calculations as

E
ONIOM3 ¼ E½Low; real�1E½Med; intermediate�

1E½High; inner� � E½Low; intermediate�
� E½Med; inner� ð11Þ

or

E
ONIOM3 ¼ E61E51E4� E3� E2; (12)

where real denotes the entire system, of which the energy (E6) is calculated

at the low level. For the intermediate layer, the energy is computed at both

the medium (E5) and low (E3) level. For the inner layer, the energy is

obtained at both high (E4) and medium (E2) level.
As shown by Fig. 11, the structure of the HIV-1 PR-SQV complex was

partitioned into three parts represented by inner layer (A), intermediate layer

(A 1 B), and real layer (A 1 B 1 C). The atoms of the enzyme and the

inhibitor defined to each layers were described in the Methods section.

To obtain the interaction energy of the HIV-1 PR/SQV complex (DEcpx),

one can be expressed as

DEcpx ¼ Ecpx � EPR � ESQV; (13)

where Ecpx, EPR, and ESQV are the total energy of the HIV-1 PR/SQV

complex, HIV-1 PR and SQV, respectively.
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Abstract
To understand the basis of drug resistance, particularly of the HIV-1 PR, three molecular dynamics (MD) simulations of HIV-1 PR mutant

species, G48V, complexed with saquinavir (SQV) in explicit aqueous solution with three protonation states, diprotonation on Asp25 and Asp250

(Di-pro) and monoprotonation on each Asp residue (Mono-25 andMono-250). For all three states, H-bonds between saquinavir and HIV-1 PR were

formed only in the two regions, flap and active site. It was found that conformation of P2 subsite of SQV in the Mono-25 state differs substantially

from the other two states. The rotation about 1778 from the optimal structure of the wild type was observed, the hydrogen bond between P2 and the

flap residue (Val48) was broken and indirect hydrogen bonds with the three residues (Asp29, Gly27, and Asp30) were found instead. In terms of

complexation energies, interaction energy of�37.3 kcal/mol for the Mono-25 state is significantly lower than those of�30.7 and�10.7 kcal/mol

for the Mono-250 and Di-pro states, respectively. It was found also that protonation at the Asp25 leads to a better arrangement in the catalytic dyad,

i.e., the Asp25–Asp250 interaction energy of�8.8 kcal/mol of theMono-25 is significantly lower than that of�2.6 kcal/mol for theMono-250 state.
The above data suggest us to conclude that interaction in the catalytic area should be used as criteria to enhance capability in drug designing and

drug screening instead of using the total inhibitor/enzyme interaction.

# 2006 Elsevier Inc. All rights reserved.

Keywords: HIV-1 protease; Molecular dynamics simulations; Mutation; Protonation state; Saquinavir
1. Introduction

The human immunodeficiency virus type 1 (HIV-1) is the

causative agent in acquired immunodeficiency syndrome

(AIDS). This disease was recognized in the U.S., around

1981 [1]. There are three essential enzymes involved in the

replication cycle of this virus which are reverse transcriptase

(RT), protease (PR) and integrase (IN). They are therefore

important targets for drug development. Although effective

drugs have been developed against HIV-1 PR and HIV-1 RT,

however, it was reported that inhibitors at the first target are

more potent [2]. Therefore, HIV-1 PR is an attractive target for

antiviral therapy. The HIV-1 PR consists of two identical
* Corresponding author. Tel.: +66 2 2187603; fax: +66 2 2187603.

E-mail address: supot.h@chula.ac.th (S. Hannongbua).

1093-3263/$ – see front matter # 2006 Elsevier Inc. All rights reserved.

doi:10.1016/j.jmgm.2006.01.004
polypeptides of 99 amino acids (Fig. 1), each chain contains an

N-terminal Pro and C-terminal Phe. The active site of PR is

formed at the dimer interface containing two conserved

catalytic dyad, Asp25 and Asp250 [3]. The substrate binding

cleft is composed of equivalent residues from each subunit and

is bound on one side by the active site aspartic acids and on the

other by the flap region. To date, there are several FDA-

approved PR inhibitors in clinical uses and saquinavir is

considered to be a highly potent and selective transition state

analog inhibitor of the HIV-1 PR [4].

A major problem for the clinical uses of PR inhibitors is the

development of drug resistance due to substitutions observed in

almost 50% of the residues and over 20 residues associated with

resistance to clinically available inhibitors [5]. Recently, the

correlation between the inhibitor structure of the HIV-1 PR

target and the drug resistance was studied [6]. The kinetic

experimental data show that decreased affinity of the drugs for
JMG-5547; No of Pages 9
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Fig. 1. Schematic representation of the HIV-1 PR complexed with saquinavir

(a) in which molecular structure of Gly48 (b) and Val48 (c) in the G48Vand of

saquinavir (d) were also displayed. Here, P1, P2, P3, P10 and P20 subsites are
labeled by circle and torsional angle of each subsite was defined by tor.
manymutants is caused primarily by an increase in dissociation

rates. The HIV-1 PRmutant species, G48V, is associated in vivo

with saquinavir resistance [7]. Residue Gly48 locates in the flap

region of the HIV-1 PR and is responsible for the formation of

the S2/S20 and S3/S30 binding site—the regions of the enzyme

that bind with P2/P20 and P3/P30 of the inhibitor, respectively

[8]. In addition, it was found that Gly48 plays a role in shaping

the binding pocket of the active site and stabilizing the enzyme–

substrate complex [6]. Substitution of this residue by valine

introduces a bulky side chain into the S3/S30 binding pocket and
results in resistance towards saquinavir leading to an increase of

the inhibition constant (Ki) value by 13.5-fold [9]. However,

this effect was not observed for other inhibitors.

As an aspartic protease, the protonation state of the catalytic

aspartic acids, Asp25 and Asp250, is the key to explain the

catalytic mechanism of both wild type and mutant type. Plane

wave-based ab initio molecular dynamics calculations [10] as

well as NMR measurements [11] of the HIV-1 PR complexed

with pepstatin lead to the conclusion that the system is, at least,

monoprotonated. In addition, the ab initio calculation method

was preformed on the active site of HIV-1 PR and the free

energy perturbation (FEP) method was used to determine the
binding free energy of four different protonated states of HIV-1

PR complexed with A74704 by Ky-Youb Nam et al. [12]. The

results have the potentially significant implications that the

complex is monoprotonated on Asp25.

In this study, molecular dynamics simulations of the G48V

HIV-1 PR complexed with saquinavir in explicit aqueous

solution were carried out. Due to an unclear detailed

mechanism of the reaction catalyzed by HIV-1 PR [13],

therefore, the simulations have to be performed for all three

possible protonation states of the two aspartic residues, Asp25

and Asp250.

2. Computational method

2.1. Preparation of the initial structures

In order to investigate the relative dynamics properties

among different protonation states of the mutant HIV-1 PR

complexed with the inhibitor (saquinavir), three MD

simulations were preformed, monoprotonate on Asp25

(Mono-25), monoprotonate on Asp250 (Mono-250) and

diprotonate on both aspartic acids (Di-pro). The crystal

structure of saquinavir bound to wild-type protease was

taken from the Protein Data Bank PDB (1HXB) [14] and

used as the reference structure. Among the two available

crystal structures, the first one which are commonly used in

literatures [15] was applied for our simulation. All missing

atoms of the protein were added using the LEaP module in

the AMBER 7 software package [16]. The protonation state of

the ionizable residues, the C- and the N-termini, except

for D25/250, was assigned based on the predicted pKa values

at pH 7. The pKas of ionizable residues were calculated

based on the Poisson–Boltzmann free energy calculations.

Details of these calculations are given elsewhere [17].

Hydrogen atoms were then added to the two catalytic aspartic

residues in order to generate the Mono-25, Mono-250 and Di-

pro states using the LEaP module in AMBER 7.0 software

package [16].

It should be noted that the X-ray structure of the double

mutant, G48V/L90MSQV complex (1FB7) could be con-

sidered as an alternative template [4]. However, the X-ray

coordinates of the second monomer of the double mutant are

not available. Thus, 1HXB is considered to be more

appropriate as a template. The mutant protease enzyme was

modeled from this structure replacing glycine by valine at

residue 48 (G48V) using the Insight II molecular modeling

software.

2.2. Molecular dynamics simulations

ThreeMD simulations were carried out for the mutant HIV-1

PR complexed with saquinavir in the above mentioned states.

The Mono-25, Mono-250 and Di-pro systems were solvated by

9633, 9627 and 9627 TIP3P water molecules [18], respectively.

The crystallographic waters were also included in the

simulations. The sodium and chloride ions were added to

neutralize the system. The corresponding cubical cell for the
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Fig. 2. Root-mean-square displacement (RMSD) of each subsite of saquinavir

(defines in Fig. 1d) for the three simulated systems, (a) Mono-25, (b) Mono-250

and (c) Di-pro.
three systems was 76 Å � 79 Å � 68 Å. Furthermore, potential

parameters for saquinavir are not available in the AMBER

packagewere developed using the following steps. Geometry of

the X-ray saquinavir inhibitor was optimized at the Hartree–

Fock level with 6-31G** basis functions to adjust the bond-

length involving hydrogens. Then, the RESP fitting procedure

was employed to calculate partial atomic charges of the

inhibitor [19]. Energy minimizations were carried out to relax

the model prior to MD runs. A cutoff distance of 12 Å was

applied for non-bonded pair interaction. The Particle Mesh

Ewald (PME) method was employed for correcting electro-

static interaction. The SHAKE algorithm [20] was employed to

constrain all bonds involving hydrogens. The simulated time

step was set to 2 fs. The temperature of the model was gradually

raised to 298 K during the first 60 ps, then, kept constant until

1 ns.

The molecular mechanics potential energy minimizations

and MD simulations were carried out using the AMBER 7.0

simulation package. Calculations were performed using the

parm99 force field. All MD runs reported here were done under

an isobaric–isothermal ensemble (NPT) using constant pressure

of 1 atm and constant temperature of 298 K [21]. All properties

reported and discussed in this study were evaluated after

equilibrium was reached, 400 ps.

2.3. Quantum chemical calculations

Quantum chemical calculations were performed to inves-

tigate the interaction energy between catalytic residues (Asp25

and Asp250) and saquinavir in the different protonated states of
the complexes using the Gaussian 98 program [22]. Initial

structures of the complex in the three protonation states were

averaged from the whole trajectory, then, the geometry was

relaxed using energy minimization from the AMBER 7.0

program. The selected residues, Asp25 and Asp250, were

capped by CH3NH– and –COCH3 groups at the C- and the N-

terminal, respectively. The geometry of the hydrogen atoms in

the cap methyl group were optimized using semi-empirical

calculations at the PM3 level. Then, single point calculation

with the density functional theory B3LYP was applied to

investigate the total energy of the system. The basis sets used

are the 6-31G(d,p) for unprotonated residue and the extended 6-

31+G(d,p) for protonated residue. The total interaction energy

of the complex (DEcpx) was computed as

DEcpx ¼ Ecpx � ðESQV þ EAsp25 þ EAsp250 Þ (1)

where E on the right hand side represents total energy of the

systems given in the subscript (cpx = complex and SQV = sa-

quinavir). Evaluations were also performed to understand the

contribution of pair interactions, DEAsp25�SQV, DEAsp250�SQV

and DEAsp25�Asp250, to the total complexation energy, i.e.,

DEcpx ¼ DEAsp25�SQV þ DEAsp250�SQV þ DEAsp25�Asp250

þ DE3bd (2)
where the DE3bd denotes an error due to three-body correction.

In other words, the third particle was excluded from the

calculation of the pair interactions which are defined as

DEAsp25�SQV ¼ EAsp25þSQV � ðEAsp25 þ ESQVÞ (3a)

DEAsp250�SQV ¼ EAsp250þSQV � ðEAsp250 þ ESQVÞ (3b)

DEAsp25�Asp250 ¼ EAsp25þAsp250 � ðEAsp25 þ EAsp250 Þ: (3c)

In addition to the complexation energy shown in Eq. (1), the

interaction energies between saquinavir and the catalytic dyad

residues (DESQV�(Asp25+Asp250)) was calculated separately

according to the following equation:

DESQV�ðAsp25þAsp250Þ ¼ Ecpx � ðEAsp25þAsp250 þ ESQVÞ (4)

where EAsp25+Asp250 is total energy of the Asp25 and Asp250

dimer.
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3. Results and discussion

3.1. Flexibility of the saquinavir inhibitor

The structure of saquinavir is known to consist of five

subsites (P1, P2, P3, P10 and P20 in Fig. 1d). The root-mean-

square displacement (RMSD) of the backbone atoms of each

subsite with respect to the starting coordination, the X-ray

structure, is plotted in Fig. 2 and the distribution of torsional

angle (labeled by tor in Fig. 1d) was plotted in Fig. 3.

Evaluations were carried out for each subsite of the three

protonation states. Note that due to the rigid nature of the planar

P10 subsite, therefore, its torsional plot was not taken into

consideration. The RMSD plots through the simulation time

indicate clearly that conformations of all subsites in the three

protonated states are almost unchanged, except for the P2

subsite of Mono-25 and P20 subsite in all states.

As a result of these observations, attention was focused on

P2 and P20 subsites. The RMSD plot for P2 subsite for the

Mono-25 state (Fig. 2a) is significantly higher than the other

two states and the plot for P20 for the three states are highly

flexible when compared with the other subsites. The first event

indicates a change of P2 subsite of Mono-25 from one (RMSD

�0.05 Å) to another (RMSD �0.36 Å) conformation (more

details are discussed later). Furthermore, the high flexibility of

P20 subsite for all protonation states (Fig. 2a–c) seems to

indicate the detection of three preferential conformations for

this subsite of saquinavir, e.g., at RMSDs ca. 0.4, 0.6 and 0.7 Å
Fig. 3. Changes of torsional angles of four subsites of saquinavir inhibitor: (a) P1 su

three simulated systems where solid, dashed and dotted lines in the torsional angle pl

conformations corresponding to torsional angles of 90.38 and �75.58 of P2 are al
for Di-pro system, etc. This assumption was confirmed by the

plot shown in Fig. 4.

Detailed information on the conformational flexibility of

each subsite of saquinavir can be seen in terms of distributions

of the torsional angles (Fig. 3) after equilibrium, defined in

Fig. 1d. All plots show pronounced and sharp peaks indicating

slight flexibility of each subsite in a narrow range. For P20

(Fig. 3c) and P3 (Fig. 3d) subsites, their conformations are not

sensitive to the change of protonation states, leading to the most

probable torsional angles of 08 and 1808, respectively. Fig. 3b,
the torsional angle of P2 subsite of the Mono-25 of �908 (solid
line, Fig. 3b) differs substantially from that of ��758 for the
other two states. The difference between the positions of the

two peaks,�1668, suggests that the orientation of the P2 subsite
of saquinavir in the Mono-25 state complex is almost opposite

to that of the other states. This statement is supported by the

snapshot shown in an inset of Fig. 3b. Note that single

preferential conformation after equilibrium of P2 subsite for the

Mono-25 state took place at the torsion angle of �908 (solid
line, Fig. 3b) is consistence with the RMSD = 0.36 Å shown in

Fig. 2a. Furthermore, the sharp peak at the torsional angles of

��758 for the Mono-250 and Di-pro (Fig. 3b) states

corresponds to the conformation represented by the RMSDs

of �0.08 Å (Fig. 2b and c).

It is interesting to note that, the observed conformation of P2

subsite of saquinavir in the Mono-25 state is similar to the X-

ray structure found in the double mutant, G48V/L90M, HIV-1

PR complex [4]. It was also proposed by the X-ray data that
bsite; (b) P2 subsite; (c) P20 subsite; (d) P3 subsite, (defined in Fig. 1d) for the

ots represent the Mono-25, Mono-250 and Di-pro systems, respectively. The two

so given in an inset.
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Fig. 4. Definition of torsional angles tor1–tor4 (a) of the P20 subsite of saquinavir inhibitor and their changes as a function of simulation time; (b)Mono-25; (c)Mono-

250; (d) Di-pro.
rotation of the P2 subsite of saquinavir in the G48V/L90M

mutation depends only on the position of Gly48 which lies

much closer to the inhibitor than the Leu90. However, X-ray

structure for the present system (single G48V mutation of HIV-

1 PR complexed with saquinavir) are not available.

In addition, the three peaks of P1 subsite for the three states

are slightly different (Fig. 3a). A sharper and higher peak at the

torsional angle of�1578 (Mono-25, solid line) than the other at

�1728 (Di-pro, dot line) and �1428 (Mono-250, dash line)

indicate a higher rigidity of P1 subsite in the Mono-25 than the

other two states.

To seek more information on the high flexibility of P20

subsite, the four possible torsional angles, tor1 (N2–C4–C3–

O1), tor2 (O1–C3–N1–C2), tor3 (C3–N1–C2–C1) and tor4 (N1–

C2–C1–H) were defined (Fig. 4a) and evaluated. The results

were plotted in Fig. 4b–d. The tor1 and tor2 for all protonated

states are highly stable showing preferential orientations at

approximately �508 and 08, respectively. These results

suggested that the –C3 O1 functional group of P20 subsite

(see Fig. 4a) was tilted by 508 from the C3–C4–N2 plan while C2
Fig. 5. RMSD as a function of simulation time of the two chains, A (black line) and

the Mono-25 (a), Mono-250 (b) and Di-pro (c) states.
was detected to locate almost in the O1–C3–N1 plane

(tor2 = 08). Fluctuations were observed for tor3 of Di-pro

and tor4 for all states. Particular, tor4 shows three preferential

conformations at �608, 608 and 1808. This fact can be

understood by a free rotation of the –H3 and –(CH3) functional

groups. An appearance of tor4 at the three torsional angles for

all states indicates a staggered conformation among the three

hydrogen atoms of the –CH3. The same conclusion can also be

made for tor3 of the diprotonated state, Di-pro, in which the

three –CH3 groups are observed to rotate freely with the three

preferential states in the staggered conformation.

3.2. Flexibility of enzyme

The RMSD of all atoms with respect to the starting geometry

as a function of simulation time was evaluated separately for

each chain of the HIV-1 PR. The results were shown in Fig. 5.

The plots describe the structure relaxations when the molecule

was dissolved in the solution. The RMSD values of all plots

increase rapidly for the first 100 ps indicating a change in
B (gray line), of the G48V HIV-1 PR mutant-type complexed with saquinavir in
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Fig. 6. Root-mean-square deviation for all residues average during 400–

1000 ps of the Mono-25 (black), Mono-250 (red) and Di-pro (green) states

where the highly flexible residues were labeled.
enzyme geometry relative to the starting X-ray structure.

Although the value of almost all plots remain constant after

200 ps, however, the RMSDs for chain A of Mono-25 (Fig. 5a)

and both chains ofMono-250 still increase slowly (Fig. 5b). This
data suggest that monoprotonated states, Mono-25 and Mono-

250, require longer time than the Di-pro state to approach

equilibrium. To enhance the reliability of the data, all systems

were considered to be in equilibrium after 400 ps. Cooperative

effects due to different protonation states and a systematic

geometry of the saquinavir inhibitor lead to higher RMSD on

chain A (Fig. 5a and b) when compared with chain B of the two

monoprotonated states. This difference was not detected for the

diprotonated state (Fig. 5c) where both catalytic residues,

Asp25 and Asp250 were protonated.

To ascertain for more details on the flexibility of each

residue in the enzyme structure, the RMSD of all atoms for each

residue were calculated and displayed in Fig. 6. From the plot,

the following conclusions can be made (i) for monoprotonated

states, the flexibility of chain A is higher than that of chain B

Fig. 6. From the plot, the RMSD of almost all residues of the

Mono-25 is slightly lower than those of the Mono-250 and the
Fig. 7. Detected hydrogen bonds (dash line) in the HIV-1 PR enzyme–saquinavir c

hydrogen bond distances (H � � �A distance) in Å are numbered.
Di-pro. The exception was found only for the residues 70 and

71 in which their RMSDs are significantly higher than the other

two states. In addition, the highly flexible residues were labeled

in Fig. 6. Note that these residues, except residue 84 in which

mutation usually takes place, were found to be located on the

solvent accessible surface of the enzyme.

3.3. Enzyme–saquinavir interaction

It is well known that inhibitor or substrate was held in the

active site of enzyme via the intermolecular forces, such as

electrostatic, hydrophobic, dispersion forces, etc. For the

investigated system where the hydrophilic OH group of

saquinavir binds directly to the catalytic residues, the catalytic

region contains residues 25–30: Asp25-Thr26-Gly27-Ala28-

Asp29-Asp30 and some water molecules. It appears that the

electrostatic forces in the catalytic pocket play a key role of the

complex. Therefore, attention was focused on the hydrogen

bonding between inhibitor and enzyme. In addition, interaction

between saquinavir and the catalytic dyad was also investi-

gated.

Hydrogen bonding between HIV-1 PR and saquinavir was

determined based on the Carnel module in the AMBER 7.0

using the following criteria: (i) the distance between proton

donor (D) and acceptor (A) atoms was less than or equal to

3.5 Å and (ii) the D�H � � �A angle was greater than or equal to

1208. Analysis was carried out cover the entire trajectory after

equilibration. The detected hydrogen bonds with the H � � �A
distances were shown in Fig. 7a–c. It is interesting to note that

hydrogen bonds between saquinavir and HIV-1 PR were

formed only in the two regions that are flap and active site

region. The number of hydrogen bonds were found 4, 5 and 6

for the Mono-25, Mono250 and Di-pro states, respectively. In

the flap region, hydrogen bonds were formed only with the

Val48 of the HIV-1 PR. In the Mono-25 state (Fig. 7a), the

deformation of d5 bond (5.75 Å) was observed. This

observation is due to the rotation of the NH2 functional group

of P2 subsite of saquinavir (inset of Fig. 3b). In addition, the
omplex in (a) Mono-25, (b) Mono-250 and (c) Di-pro states, where the average
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remaining hydrogen bond (d1) at the average distance of 2.25 Å

is slightly stronger than those of 2.59 and 2.76 Å for the Mono-

250 and Di-pro states, respectively. For the active site region of

the two monoprotonated states, the OH functional group of

saquinavir was found to form three hydrogen bonds (d2–d4)

with the two catalytic residues in which, one hydrogen bond

with the protonated and the other two with the unprotonated

carbonyl group. An exception was found for the Di-pro state

where, the unprotonated group is not available, therefore, the

other bond was formed with Gly27 (d6 and d7 in Fig. 7c).

Furthermore, indirect binding between saquinavir and the

three residues, Gly27, Asp29 and Asp30, of the HIV-1 PR via

the hydrogen bonds through water molecules was detected and

displayed in Fig. 8. In the Mono-25 state (Fig. 8a), the

conformation of P2 subsite was found to rotate and indirectly

bind to the three residues of enzyme. The oxygen atom and

hydrogen atom of P2 subsite form hydrogen bonds with Asp29

and Gly27 via two water molecules and with Asp30 via one

water molecule (Fig. 8a), respectively. Even though those

hydrogen bonds were not detected for Mono-250. However, the
nitrogen atom of the NH2 group of P2 subsite for Mono-250 was
found to form a hydrogen bond with Asp30 via one water

molecule (Fig. 8b), instead.
Fig. 8. Indirect binding between HIV-1 PR and saquinavir via hydrogen bonds

(dash line) through water molecules in the (a) Mono25 and (b) Mono-250 states
where the average distance (in Å) are numbered.
To evaluate the interaction between saquinavir and the

catalytic residues, quantitatively, DFT calculations were

performed. The total complexation energy (DEcpx), interaction

between saquinavir and catalytic dyad (DESQV�(Asp25+Asp250))

and pair interactions as well as error due to three-body effects

(DE3bd) are summarized in Table 1a (see method of calculation

for more details).

The average RMSDs of the ASP25 and ASP250 residues for
the three investigated systems with the deviations of less than

0.16 Å were summarized in Table 1b. This indicates reliability

of the DFT energy calculations in which the MD snapshots can

be represented by the average structure.

In terms of complexation energies, the obtained order of the

DEcpx is Mono-25 >Mono-250 > Di-pro, i.e., interaction

energy of�37.3 kcal/mol for the Mono-25 state is significantly

lower than those of �30.7 and �10.7 kcal/mol for the Mono-

250 and Di-pro states, respectively. This evidence is in good

agreement with that previously reported for saquinavir

complexed with wild-type HIV-1 PR in which only Asp25

monoprotonated state is in the reasonable binding affinity

[17,23,24]. In addition, quantum mechanics and molecular

mechanics calculations [12] for the HIV-1 PR-74704 inhibitor

complex leads also to the conclusion that the protonated state of

the active site of the complex is monoprotonated state on

Asp25.

In Table 1a, the total complexation energy (DEcpx) can be

separated into three terms of pair interaction and additional

three-body correction terms. As expected, the main contribu-

tion to complexation energy is due to the electrostatic

interactions between saquinavir and non-protonated state

aspartic acids which amount to �19.2 and �18.0 kcal/mol

for the Mono-25 and Mono-250, respectively. In addition,

interactions with the two protonated residues are�8.0 kcal/mol

for both Mono-25 and Mono-250. Summation of the two terms

of the pair interaction, DESQV�Asp25 and DESQV�Asp250, yields

the total interaction of �28.4 kcal/mol for Mono-25 and

�28.0 kcal/mol for Mono-250. These two values are almost

consistent with the total interaction between saquinavir and the

two aspartic residues calculated from DESQV�(Asp25+Asp250).

The difference is due to many-body correction term, Asp250

and Asp25 were excluded in the calculation of the DESQV�Asp25
and DESQV-Asp250, respectively. Taking into account the data

summarizing above, no significant difference was found among

the interaction between saquinavir and the catalytic residues of

the HIV-1 PR of the two mono-protonated states.
Table 1a

Interaction between saquinavir (SQV) and the catalytic residues, Asp25 and

Asp250, of HIV-1 PR for the three protonated states yielded from ab initio

calculations (see text for more details)

Interaction energy (kcal/mol) Mono-25 Mono-250 Di-pro

DEcpx �37.3 �30.7 �10.7

DESQV�(Asp25+Asp250) �28.4 �28.0 �11.5

DEAsp25�SQV �8.0 �18.0 �6.2

DEAsp250�SQV �19.2 �8.0 �7.9

DEAsp25�Asp250 �8.8 �2.6 +0.8

DE3bd �1.2 �2.1 +2.6
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Table 1b

Average RMSDs as well as their deviations for the ASP25 and Asp250 of the
Mono-25, Mono-250 and Di-Pro systems evaluated after equilibration, 400–

1000 ps

Res. no. Mono-25 Mono-250 Di-pro

RMSD Deviation RMSD Deviation RMSD Deviation

Asp25 0.56 0.10 0.38 0.08 0.18 0.05

Asp250 0.37 0.06 0.47 0.12 0.35 0.16
Interest is focused on the Asp25–Asp250 interaction which

was observed to be the key contribution to the DEcpx, leading to

a much lower DEcpx in the Mono-25 than that of the Mono-250.
A significantly lower Asp25–Asp250 interaction energy of

�8.8 kcal/mol for the Mono-25 than that of �2.6 kcal/mol for

the Mono-250 suggests us to make a clear conclusion that

protonation at the Asp25 leads to a better arrangement in the

catalytic dyad. Interestingly, such rearrangement does not make

any difference on theDESQV�Asp25 orDESQV�Asp250 interactions

(Table 1a) in comparison between the two monoprotonated

residues. This finding also agrees well with the hydrogen bond

formation between saquinavir and catalytic residues of the

Mono-25 and Mono-250 where three hydrogen bonds were

observed and the hydrogen bond distance for the two systems

are almost equivalent, d2, d3 and d4 in Fig. 7.

Furthermore, rearrangement of the catalytic dyad was

supposed to be the source of conformation change of the P2

subsite of saquinavir in the Mono-25 state (Fig. 3) and of the

vanishing of one hydrogen bond between Val48 and saquinavir

in the flap region (Fig. 7a).

The above data suggest us to conclude that interaction in the

catalytic site should be used as criteria to enhance capability in

drug designing and drug screening instead of using the total

inhibitor/enzyme interaction. In addition, interaction between

the inhibitor and the catalytic region of the enzyme is supposed

to relate directly to the activity of the inhibitor in the catalytic

process.

4. Conclusions

We have reported a result of 1 ns molecular dynamic (MD)

simulation of three protonation states (Mono-25, Mono-250 and
Di-pro) for G48V mutant HIV-1 PR complexed with the

saquinavir inhibitor. Detailed analyses of structure and

dynamics characters among the three protonation states of

G48V mutant were given in terms of the flexibility, hydrogen

bonding and conformational changes as well as binding energy

between inhibitor and enzyme. The results indicate that the

three complexes display a distinct dynamical behavior. A major

structure change via complexation was found at P2 subsite of

saquinavir which affected the hydrogen bonding for enzyme–

inhibitor interaction and water molecule. The interaction data

yielded from quantum chemical calculations supports the

previous conclusion which state that the protonated state of the

active site of the mutant-type HIV-1 PR complexed with

saquinavir is a monoprotonated state on Asp25 (Mono-25). The

energy data indicate also that protonation at the Asp25 lead to a
better arrangement in the catalytic dyad. In addition,

conformation of the P2 subsite in the Mono-25 is consistent

with that obtained from the X-ray structure of G48V/L90M

mutant HIV-1 PR complexed with saquinavir.
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To understand the basis of drug resistance of the HIV-1 protease, molecular dynamic (MD) and free energy
calculations of the wild-type and three primary resistance mutants, V82F, I84V, and V82F/I84V, of HIV-1
protease complexed with ritonavir were carried out. Analysis of the MD trajectories revealed overall structures
of the protein and the hydrogen bonding of the catalytic residues to ritonavir were similar in all four complexes.
Substantial differences were also found near the catalytic binding domain, of which the double mutant
complex has the greatest impact on conformational changes of the protein and the inhibitor. The tip of the
HIV-1 protease flap of the double mutant has the greater degree of opening with respect to that of the
others. Additionally, the phenyl ring of Phe82 moves away from the binding pocket S1′, and the
conformational change of ritonavir subsite P1′ consequently affects the cavity size of the protein and the
conformational energy of the inhibitor. Calculations of binding free energy using the solvent continuum
model were able to reproduce the same trend of the experimental inhibition constant. The results show that
the resistance mutants require hydrophobic residues to maintain the interactions in the binding pocket. Changes
of the cavity volume correlate well with free energy penalties due to the mutation and are responsible for
the loss of drug susceptibility.

INTRODUCTION
The human immunodeficiency virus type 1 protease

(HIV-1 PR) is one of the major targets for the treatment of
AIDS. The enzyme is essential for processing the precursor
viral polypeptide into a functional protein that is essential
for viral assembly and the mature infectious virus.1-3 HIV-1
PR is a homodimeric protein consisting of two identical
polypeptides of 99 amino acids. Many crystal structures of
HIV-1 protease complexed with various inhibitors have been
solved. The catalytic active site located at the dimer interface
(Figure 1) is formed by the catalytic triad residues Asp25-
(25′)-Thr26(26′)-Gly27(27′).4-6 Additionally, the binding
site, which is a large hydrophobic cavity, is stabilized by
hydrophobic interactions and hydrogen bonding.

The first inhibitors of HIV-1 PR were based on the
transition-state structure of the peptidic substrate by replacing
the scissile peptide bond with the uncleavable isostere.7

Recently, there have been nine Food and Drug Administra-
tion (FDA)-approved protease inhibitors in clinical uses
(indinavir, saquinavir, nelfinavir, ritonavir (RTV), lopinavir,
atazanavir, fosamprenavir, amprenavir, and tipranavir). These
HIV-1 PR inhibitors bind to the substrate binding site.8

Ritonavir is a very potent HIV-1 PR inhibitor of wild-type
(wt) HIV-1 PR and has high oral bioavailability in humans.
It is normally used in combination with other drugs.5,9

Unfortunately, the virus evolves under the selective
pressure of these inhibitors. They often become clinically
resistant, during the first year of monotherapy. On the basis

of genotypic and phenotypic resistance testing, more than
87 mutations of HIV-1 PR have been observed in at least
49 positions. Many of them have shown cross-resistance to
more than one drug.8 In particular, the double mutation V82F/
I84V has shown high resistance against ritonavir, saquinavir,
nelfinavir, indinavir, and amprenavir.10 The single mutations,
V82F and I84V, show major determinants of phenotypic and
clinical resistance to ritonavir. These two mutations were
classified as primary as they directly confer reduced drug
susceptibility. Three-dimensional structures of the V82F/
I84V and V82F mutants complexed with symmetric protease
inhibitors have been determined by X-ray crystallography.11

Nevertheless, the crystal structure of the mutant-ritonavir
complex is not yet known. Experimental thermodynamic
studies of the binding of the drug to the wild-type and to
the V82F/I84V HIV-1 protease were investigated by Todd
et al.12 The study indicated that the V82F/I84V mutant shows
a decrease of 700-fold of the binding affinity to ritonavir.
Additionally, the V82F/I84V mutant reduced dimer stability
relative to the autolysis-resistant mutant at pH 7.0. The
reduction in drug affinity may be due to the combined effects
of mutations on both dimer stability and inhibitor binding.13

The position of the mutated residues is located at the edges
of the active site. It makes direct contact with the inhibitors,
particularly, the subsites P1 and P1′. Substitution between
hydrophobic residues with different bulkinesses of the side
chain may distort the wild-type geometry without changing
its polarity or chemical composition. Therefore, the mutations
represent an excellent candidate for a study of the structure
in the binding sites and their changes leading to drug
resistance. A structural study of the protein will provide a
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basis for understanding molecular mechanisms of HIV drug
resistance, which will be useful for designing anti-HIV
inhibitors to combat AIDS.

In this study, we investigated structural and dynamics
properties of the primary HIV-1 resistance against ritonavir
using molecular dynamic (MD) simulations. The simulations
were carried out for the wild-type, V82F, I84V, and V82F/
I84V HIV-1 protease complexed with ritonavir in an explicit
aqueous solution. The MD approach has provided insightful
information on the enzyme-substrate interactions and bind-
ing conformations. In addition, the free energy of binding
was performed using the molecular mechanics Poisson-
Boltzmann surface area (MM/PBSA) approach. The MM/
PBSA method offers an efficient computation in calculating
the binding free energy of biomolecular systems. It has been
extensively used to explore many receptor-drug complexes.

METHODS

Starting Structure. The structures of the HIV-1 protease-
RTV complex include the wt, two single mutants (V82F and
I84V), and a double mutant (V82F/I84V). The 1.8 Å
resolution crystallographic structure of the wt HIV-1 PR-
RTV complex (PDB entry 1HXW) was used as the initial
structure.5 All missing atoms and hydrogens of the enzyme
were added using the LEaP module in the AMBER 7
package.14 Because the X-ray structure of the mutants is
unknown, the comparative models of V82F, I84V, and V82F/
I84V were therefore constructed using the wt model as the
template. According to the pKa calculation, the ionization
states of all ionizable residues computed by the University
of Houston Brownian Dynamics program15 were assigned

to their common charge, that is, Glu-1, Asp-1, Lys-1, and
Arg+1, except for the catalytic Asp25.16,17 The single pro-
tonation at the Asp25 residue has experimentally and
theoretically been observed for a number of the HIV-1
protease-inhibitor complexes, particularly, the inhibitor
containing the hydroxyl-ethylene isostere.18,19In this study,
one of the two aspartyl residues Asp25/25′ of the enzyme
was assigned as a neutral state. Thus, the four simulated
systems were in the monoprotonation state.

The force-field parameters for RTV, which are not
available in the AMBER package, were obtained as follows.
Hydrogen atoms were added to the X-ray structure (1HXW)
containing the RTV atomic coordinates. Then, partial
geometric optimization of the hydrogen was performed at
the Hartree-Fock level with the 6-31G** basis function
using the Gaussian 98 program.20 Subsequently, electrostatic
potentials were generated on the optimized structure. Atomic
charges of the inhibitor were calculated by the RESP fitting
method.21 Partial atomic charges and force-field parameters
for the inhibitor were generated by the Antechamber suite.22

Each complex was immersed in a 10 Å radius of the TIP3P
water model.23 The crystallographic water molecules were
kept in the system. Counterions were added to neutralize
the system using the LEaP module. In all systems, the total
number of water molecules in the 83× 72× 64 Å3 periodic
box was 9027 molecules.

Molecular Dynamics Simulations.Energy-minimization
and MD simulations were performed using the SANDER
module of AMBER 7.014 with the Cornell force field.24 First,
energy minimization was applied for water molecules using
500 steps of the steepest descents and then 500 steps of the
conjugate gradients. Subsequently, the whole systems were
subjected to energy minimization with 1000 steps of the
steepest descents and 1500 steps of the conjugate gradients.

The MD simulation was performed employing the periodic
boundary condition with the NPT ensemble. A Berendsen
coupling time of 0.2 ps was used to maintain the temperature
and pressure of the systems.25 The SHAKE algorithm26 was
employed to constrain all bonds involving hydrogens. A
simulation time step of 2 fs was used. All MD simulations
were run with a 12 Å residue-based cutoff for nonbonded
interactions, and the particle-mesh Ewald method was used
for an adequate treatment of long-range electrostatic interac-
tions.27

The MD simulation consists of thermalization and equili-
bration. During the 0-60 ps timeframe, the temperature of
the system increased from 0 to 298 K using constant number
of particles, volume, and temperature (NVT) conditions.
Then, the temperature was maintained at 298 K during
equilibration employing constant number of particles, pres-
sure, and temperature (NPT) conditions. The reference
pressure and temperature were set to 1 atm and 298 K,
respectively. The MD trajectories were collected every 0.1
ps. The convergence of energies, temperatures, and pressures
of the systems, and the atomic root-mean-square deviation
of the enzyme and the inhibitor (RMSD), were used to verify
the stability of the systems. The series of snapshots between
1.5 and 3 ns of the equilibrium phase was used for free
energy calculations and structure evaluation.

Calculation of the Binding Free Energy (∆Gbind). In
general, the binding free energy of a protein-ligand complex
(∆Gbind) is defined as

Figure 1. Schematic representation of wild-type HIV-1 protease
complex (a) and ritonavir (b). In a, the catalytic residues Asp25/
Asp25′ and the mutated residues V82/V82′ and I84/I84′ are shown
by the ball-and-stick model, and ritonavir is shown by the space-
filled model. The inhibitor side chains denoted by P1, P2, P3, P1′,
and P2′ correspond respectively to the substrate binding pockets
denoted by S1, S2, S3, S1′, and S2′.

B J. Chem. Inf. Model. ARUKSAKUNWONG ET AL.



whereGcomplex, Greceptor, andGligand are the free energies of
the complex, the protein, and the ligand, respectively.

For each system, the free energy can be estimated in terms
of the molecular mechanic potential energy (EMM), the
solvation free energy (Gsolv), and the entropic contribution
(TS) as follows:

whereEinternal includes the bond, angle, and torsional angle
energies;Eelec andEvdW are intermolecular electrostatic and
vdW energies, respectively. Therefore,EMM is associated with
the enthalpic changes in the gas phase upon binding.Gsolv is
composed of electrostaticGelec,solvand nonpolarGnonpolar,solv

contributions to solvation. The former can be obtained by
solving the Poisson-Boltzmann equation,28 while the latter
is approximated on the basis of the solvent-accessible surface
area using the hard-sphere atomic model.29

The calculation of∆Gbind values of HIV-1 protease-
ritonavir complexes was carried out using the MM/PBSA
module in AMBER 7.EMM was computed with no cutoff.
The electrostatic solvation energy was computed using the
Poisson-Boltzmann solver implemented in the Delphi 4
program.30 The grid spacing was set to1/3 Å. The Debye-
Huckel potentials were employed. The dielectric constants
of protein and water were set to 4.0 and 80.0, respectively.
The atomic charges of the protein were taken from the
Cornell force field.24 The nonpolar solvation contribution is
estimated as

where A is the solvent-accessible surface area and the
solvation parameters,γ andb, are 0.00542 kcal/mol Å2 and
0.92 kcal/mol, respectively. The probe radius of the solvent
was set to 1.4 Å. The atomic radii of the solute were taken
from the PARSE parameter set.29

Considering the entropic effects, structural reorganization
and solvent entropy are important contributions in enzyme-
ligand bindings. However, a number of studies published
by Kollman and Kuhn and Warshel’s group showed that this
effect is minor for some protein complex systems.31,32In the
case of HIV-1 protease, a thermodynamic study of four FDA-
approved drugs, including indinavir, nelfinavir, saquinavir,
and ritonavir, showed that the experimentalT∆S values of
V82F/I84V are∼0.7 kcal/mol less favorable than that of
the wild type.12 On the basis of the information, the entropy
difference between the wild type and the three mutants
complexed with the same inhibitor should be very small.
Normal-mode analysis (NMA) is useful to estimate entropic
changes of the solute molecule, but the calculation is
considered problematic and time-consuming. In addition, this
approach does not take the solvent entropy into consideration.
For the above reasons, NMA would not greatly improve the
correlation between the experimentalKi and the binding free

energy. Thus, the calculation of the soluteT∆Sterm has been
omitted in the study.

RESULTS AND DISCUSSION

The 3 ns MD trajectories of four systems consisting of
the wild-type, V82F, I84V, and V82F/I84V HIV-1 PR
complexed with ritonavir were generated. The atomic RMSD
of the protein structure is shown in Figure 2. The small
RMSD fluctuation and the convergence of energies, tem-
peratures, and pressures of the systems during a course of
the simulations indicated well-behaved systems.

Structural Features of the HIV-1 Protease.Structures
of the wt and all three mutants taken from a snapshot of the
MD trajectories are almost identical (Figure 3). From a
RMSD comparison, the global tertiary structures of all four
systems are similar to each other. The structure of the
catalytic triad residues of all three mutants is essentially
identical to that of the wt with RMSD< 0.5 Å (data not
shown). However, a large RMSD difference can be seen on
the HIV flaps of chain B (49′-54′) in the V82F/I84V mutant.

The degree of the flap change is simply demonstrated by
a measure of the inter-residue distances of CR-Ile50/Câ-
Asp25 (chain A) and of CR-Ile50′/Câ-Asp25′ (chain B).
The distance separation was calculated by taking structures
from the MD trajectory and then statistically analyzed as a

∆Gbind ) Gcomplex- (Greceptor+ Gligand) (1)

Gbind ) EMM - TS + Gsolv (2)

EMM ) Einternal+ Eelec+ EvdW (3)

Gsolv ) Gelec,solv+ Gnonpolar,solv (4)

Gnonpolar,solv
S ) γA + b (5)

Figure 2. Plot of RMSDs versus the time for the wild-type, V82F,
I84V, and V82F/I84V complexes. The obtained RMSD was
computed using the structure att ) 0 as a reference.

Figure 3. CR trace of the wild type (black) and V82F (red), I84V
(green), and V82F/I84V (blue) mutants. Asp25, Asp25′, Ile50, and
Ile50′ are displayed in the ball-and-stick. Dashed lines demonstrate
the measured distances of CR-Ile50/Câ-Asp25 and of CR-Ile50′/
Câ-Asp25′. A small panel shows the average RMSD per residue
of the mutant structures compared to the wt structure.
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population frequency. From Figure 4, distance distribution
peaks of the wt and the mutants are mostly overlying for
chain A, while those for chain B are not (Figure 4). A slight
shift of the inter-residue distance of chain B was observed
for the single mutants, but a greater change was found for
the double mutant within a range of 1.0-1.5 Å. This suggests
the flap structure may have changed because of the mutation.
The most shifted distance was found for the double mutant,
and the change of the flap structure of chain A is not equal
to that of chain B. It has been known that the inhibitor is
not symmetric. It is likely that the flap tip of the double
mutant has a greater degree of opening than that of the others.
This may relate to a loss of interactions of the drug in the
binding pocket of HIV-1 V82F/I84V protease as compared
with that of the wt and the V82F and I84V mutants.

A number of MD studies published previously have
reported large conformational changes of the flap.33 The MD
simulations of the apo wild type and the apo V82F/I84V
mutant of HIV-1 protease observed more frequent and more
rapid curling of the flap tip in the mutant than in the wild
type. Moreover, the mutant’s flap also opened farther than
the wild type’s, implying more flexibility of the mutant. The
flexibility of the flap is highly dependent on the availability
and type of ligands.

It appears that the Ile50′ side chain of chain B is in close
contact with P1′ and P2 subsites of RTV and residues 81-
84 of chain A (Figure 5b). One should note that the

interactions in this binding pocket are formed by the
hydrophobic packing of side chains. Thus, the shape and size
of the substituted nonpolar side chains of V82F and I84V
are responsible for the binding of the drug. Detailed attention
was focused on residues 50′, 82, and 84 as well as on the
inhibitor subsites. The trajectories of the side chain torsions
ø1(Ile50′) and ø1(Phe82) defined by the CR-Câ bond are
shown in Figure 5. For Ile50′, the majority of theø1 torsion
is in a range of 50-90° for the wt and V82F proteases. This
suggested no substantial change of Ile50′ side chain. On the
other hand, theø1(Ile50′) in the I84V and V82F/I84V mutants
produces two distinct values with a difference of∼120°,
implying two preferable conformations of Ile50′. The two
phenyl rings of Phe82 and Phe82′ in the V82F/I84V mutant
have similarø1 torsions, while they are significantly different
for the V82F mutant. This discrepant side chain orientation
of Phe82 implies different interactions between the V82F
and the V82F/I84V mutants and the inhibitor.

Conformational Flexibility of Ritonavir. From the
simulations, a fluctuation of the RTV structure compared to
the X-ray structure exhibits RMSDs of 1.25( 0.24, 1.43(
0.21, 1.28( 0.18, and 1.78( 0.13 Å for the wt, V82F,
I84V, and V82F/I84V, respectively. The RMSD fluctuation
of RTV subsites P1, P2, P3, P1′, and P2′ is shown in Figure
6.

The RMSD plots show that the phenyl ring of P1 (green)
and P1′ (blue) and the thiazol ring of P2′ (sky-blue) do not

Figure 4. Distributions of the CR-Ile50/Câ-Asp25 (a) and the CR-Ile50′/Câ-Asp25′ (b) distances (for details, see text and labels in
Figure 3) sampled during the 1.5-3 ns timeframe.

Figure 5. (a) Trajectory of Ile50′ torsion defined by the CR-Câ bond (arrow in b). (b) Ile50′, ritonavir, and residues 81-84 of the
wild-type HIV-1 PR.
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change their conformation significantly during the simula-
tions, except for the P1′ of the V82F/I84V system. This
indicated that the inhibitor side chains of the bound RTV in
the binding pocket of the enzyme are considerably rigid.
Meanwhile, P3 (black) and P2 (red) side chains show a larger
degree of atomic displacements. These are due to the ro-
tation of the two methyl groups of the isopropyl chain. Thus,
the flexibility of these subsites is relatively higher upon
binding. It appears that the most significant difference
between the wt and the mutants was found at the P1′ subsite
of RTV. The RMSD change in the double mutant is higher
than that in the wt and the two single mutants. This indicates
that there is a greater degree of conformational change of
the P1′ phenyl ring taking place on the V82F/I84V complex
only.

Conformational changes of the P1′ phenyl ring in the
double mutant are illustrated in Figure 7a. The P1′ rings in
the wt and in the two single mutants remain largely similar
to each other, while that in the double mutant is oriented
differently. Additionally, the ring orientation of Phe82 of

V82F is apparently different from that of the V82F/I84V
mutant. Nevertheless, an arrangement of Phe82 side chain
was found to be similar to the crystal structures of the single
and double mutations of HIV-1 protease (Figure 7b,c).

It should be noted that the ring rearrangement of the P1′
subsite in the V82F/I84V complex has consequently affected
the binding pocket S1′ of the protein and the conformational
energy of the inhibitor. In the V82F/I84V complex, the side-
chain rearrangements of Phe82 coupled with the smaller side
chain of Val84 create a larger gap of the S1′ pocket (Figure
7). The volumes of the binding cavity calculated using the
CAST program34 are shown in Table 1. The order of the
cavity volumes for all four complexes is V82F/I84V> I84V
> wild type > V82F. Apparently, the mutation in V82F/
I84V has the largest impact on the volume change in the
binding cavity of the protein. This may decrease direct
contact between RTV and the residues in the binding pocket
S1′. On the contrary, the inhibitor-binding site of the single
V82F mutant becomes more restricted as the size of the
cavity shrinks because of the bulkiness of the group. This

Figure 6. RMSDs of each ritonavir subsite with respect to the starting structure versus the simulation time for the wild type (a) and V82F
(b), I84V (c), and V82F/I84V (d) mutants. P3, P2, P1, P1′, and P2′ subsites are given in black, red, green, blue, and sky-blue lines,
respectively.

Figure 7. Structure comparison of residues 82 and 84 and ritronavir in HIV-1 protease: (a) the MD structures of the wild type (blue),
V82F (red), I84V (green), and V82F/I84V (black); (b and c) the X-ray structures of the V82F (1BV7) and the V82F/I84V mutants (1BWA),
respectively. Arrows show different orientations of the phenyl ring of the P1′ and of Phe82 between the single and double mutants.
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possibly causes the P1′ ring to remain unchanged in the V82F
complex.

A question may arise whether residue 82′ in another
subunit of the double mutant and the P1 ring of the inhibitor
undergo similar conformational changes. The fact is that RTV
is an asymmetric inhibitor; thus, the distinct binding mode
in the second monomer is not uncommon. From the
simulations, the substituted residues of the protein and the
P1′ change of the inhibitor did not significantly alter the

conformation of Phe82′ and the P1 ring. In conclusion, the
conformation perturbation of residue 82 took place only on
one subunit of the HIV-1 protease.

The conformational energy of RTV was investigated by
calculating the intramolecular potential energy with various
conformations of the P1′ subsite. We began with a starting
structure of RTV taken from the MD snapshot, and then,
the C1-C2-C3-C4 torsion defined for the conformation
of the P1′ phenyl ring (Figure 8) was subjected to change
from 0 to 360°. The single-point energy calculations to the
whole RTV structure were performed on each generated
conformation at the HF/6-31G level. A plot of the calculated
potential energy versus RTV conformations at the scanned
torsional angles (Figure 8) indicates three minimum potential
energies with torsions of 70, 170, and 260°. The results are
in good agreement with the P1′ torsions determined from
the MD simulations (Figure 7). The lowest total energy
corresponds to the RTV conformer in the V82F/I84V
complex, while the minimum at 170° is close to the
conformer found in the wt and the two single mutants. It
should be noted that in the simulations the starting RTV
conformer for all systems was∼170° corresponding to the
second energy minimum. The rearrangement of the P1′ ring
in the double mutant can overcome the energy barrier of
∼3 kcal/mol to reach an energetically more favorable state;
although, the lowest energy of the conformation is about 0.5
kcal/mol lower than the second minimum. This conformation
change might relax the strain around the P1′ subsite due to
the steric conflict of the V82F/I84V mutant.

Ritonavir -HIV-1 Protease Binding Energy. Table 2
shows the estimated binding free energy (∆Gbind) averaged
over the trajectory for each complex. Our calculations show
a good correlation with experimental results. A net loss of
∆Gbind in the mutant complexes with respect to the wt
corresponds to a decrease in the inhibition potency. The

Figure 8. HF/6-31G potential energy versus RTV conformations
defined by the C2-C3 torsion of the P1′ side chain.

Figure 9. Hydrogen bonding (d1-d6) between HIV-1 PR and ritonavir and the percent occurrence of the corresponding hydrogen bonds
calculated from the MD trajectories.

Table 1. Calculated Volume in the Binding Cavity of the Protease
Complexes

complexes
cavitya (Å3)
volume (Å3) ∆Vb (Å3)

wild type 1257( 80
V82F 1241( 84 -16
I84V 1317( 59 60
V82F/I84V 1472( 55 215

a Because the cavity volume was obtained from the MD trajectory,
the average value and standard deviation are reported.b Change of the
cavity volumes (V) calculated fromV(wild type) - V(mutant).

Table 2. Averaged Energy Contributions (kcal/mol) to the Binding Free Energy for Wild-Type and Mutant HIV-1 Protease-Ritonavir
Complexes

energy wild-type V82F I84V V82F/I84V

∆EvdW
a -75.83( 3.81b -76.28( 4.91 -69.81( 4.44 -68.89( 4.00

∆Eelec
c -52.59( 4.76 -49.35( 5.09 -47.93( 4.67 -44.07( 5.26

∆Gelec,solv
d 23.63( 1.67 24.52( 1.96 23.40( 1.63 20.89( 1.05

∆Gnonpolar,solv
e -6.29( 0.18 -6.31( 0.28 -5.93( 0.36 -5.82( 0.41

∆Gbind
f -111.08( 4.89 -107.43( 6.11 -100.27( 4.21 -97.90( 2.40

Ki
experiment(nM)g 0.17 0.14 1.90 119

a Van der Waals energy.b Standard error of the mean.c Electrostatic energy.d Electrostatic contribution to solvation.e Nonpolar contribution to
solvation.f Binding free energy in the absence of entropic contribution.g The experimental inhibition constant.
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calculated difference in free energy of binding between the
wt and each mutant is-3.65 kcal/mol for V82F,-10.81
kcal/mol for I84V, and-13.18 kcal/mol for V82F/I84V. This
suggested that the binding affinity of RTV is strongest for
the native protein and becomes less favorable in the mutants.
Particularly, biochemical data indicated that RTV has about
700 times lower of an inhibition constant (Ki) value with
the double mutant. All complexes are correctly rank-ordered,
although the magnitudes of∆Gbind are overestimated.

A detailed analysis suggested that there is a decrease in
both van der Waals and electrostatic contributions in the
mutants upon binding. It appears that for all complexes van
der Waals interactions are the largest contribution to the
binding free energy (∼70%). This explains an essence of
the substituted hydrophobic residues in the primary resistance
mutation. In addition, it is in accordance with the fact that
the binding pocket of the HIV-1 protease is considerably
hydrophobic. However, the magnitude of∆Eelec (Table 2)
should also be taken into consideration. Differences in the
electrostatic components between the wt and each mutant
show an energy loss of-1.10 kcal/mol for V82F,-4.41
kcal/mol for I84V, and-8.19 kcal/mol for V82F/I84V,
suggesting that unfavorable interactions arose from the
mutations. In terms of the magnitude, the loss of the
nonbonded energy changes correlates well with the volume
change of the interior cavity (∆V in Table 1) induced by the
mutation.

Effect of Mutation to the Binding in the Catalytic
Domain. Residues in the binding domain of HIV-1 PR such
as the catalytic triad and the flap region allow for several
important hydrogen bonds to the main-chain RTV to be
formed. The hydrogen bonding was determined using the
following criteria: (i) a distance between donor and acceptor
heavy atomse 3.5 Å, (ii) an angle of donor-H-acceptor
g 120°, and (iii) a percentage of occurrence in the simula-
tions. From the histogram in Figure 9, six hydrogen bonds
of the wt complex exist over a 90% occurrence frequency,
whereas the single and the double mutants have five and
four hydrogen bonds, respectively. Hydrogen bonding be-
tween the catalytic residues Asp25/Asp25′ and the OH of
RTV denoted by d2, d3, and d4 is apparently strong.
Particularly, d2 and d4 fluctuate in a range of 2.6-2.8 Å
for the distance and 164-172° for the angle in all four MD
trajectories. Moreover, hydrogen bonds d1 and d5 have the
same magnitude in terms of the observed quantities. The
significant difference may be depicted by d6, which is a
hydrogen bond between D29 and the P3 subsite. The
hydrogen bond is considerably weak and appears only in
the wt complex.

CONCLUSION

We have studied the structure, dynamics, and free energies
of binding of wild-type and primary resistance mutants,
V82F, I84V, and V82F/I84V, HIV-1 protease complexed
with ritonavir. Overall, structures of the enzyme and the
hydrogen bonding of the catalytic residues to ritonavir are
similar in all four complexes. On the basis of the MD data,
the tip of the HIV-1 protease flap of the double mutant has
the greater degree of opening with respect to that of the wild
type and the two single mutants. The greatest conformational
changes in the catalytic binding domain also took place on

the double mutant complex. The substituted residues of the
resistance mutants require a hydrophobic property to maintain
the interactions in the binding pocket. The computed free
energy of binding using the solvent continuum model is in
good agreement with the experimental inhibition constant.
Those changes induced by the mutations are free of energy
penalties for the binding of the drug and are responsible for
the loss of the drug’s susceptibility.
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