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Artificial neural networks were used to identify appropriate correlations based
on given levels of accuracy of bottomhole pressure calculation as well as the most
accurate computation of the bottomhole pressure under given wellbore, fluid, and
flowing conditions. Neural networks have ability to discriminate relationships
between input of flow conditions and output of candidate correlations of vertical
multiphase flow by learning from real samples. Therefore, neural networks were
trained with training and validating data sets.

After training several neural networks in several scenarios, two neural
networks were chosen to provide prediction of acceptable and best multiphase flow
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actual coded outputs and predicted coded outputs (The output is coded as 1 for
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The chosen neural network yields 7.84% average absolute difference between actual

and predicted errors.
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CHAPTER I

INTRODUCTION

Producing petroleum from vertical oil wells causes liquid and gas to flow
together where both phases may be mixed along the tubing up to the surface
depending on pressure and temperature. Several correlations for simultaneous,
continuous flow of oil, water, and gas that have been published can be used to predict
pressure losses in vertical oil well tubings. Due to complexity of multiphase flow,
researches on this particular area have been conducted since 1950 and have not been
completed yet. There are two approaches of pressure drop prediction in vertical
multiphase flow which are empirical correlation and mechanistic model.

Empirical correlation has. either been developed in laboratory or from
experimentation of well observation where rough hypothesis of homogeneous flow of
oil and gas is assumed. Therefore, it does not represent the entire complexities of flow
behavior. Numerous improvements and new correlations have been introduced to the
industry. As far as the industry concerned, no further improvements could be achieved
through this approach. Hence, mechanistic model has emerged to enhance flow
behavior description in terms of mathematical model. There are several investigation
attempts that would demonstrate the enhancement of accuracy and applicability of
mechanistic models, which applied data from new oil fields that never been used to
develop and test empirical correlations and mechanistic models before. Due to several
studies about-accuracy between empirical correlation and mechanistic model, it is
discovered that mechanistic model makes insignificant improvement over empirical
correlation, Consequently, investigators have been frying fto use statistical method
which defines the best correlation in overall ranges. Studies have proven that none of
existing vertical multiphase flow models could gain adaptation in general
applications, since their prediction errors may vary in different ranges of flow
conditions.

While there are no clear statements on accuracy and applicability among
multiphase flow prediction methods, Artificial Neural Networks (ANNs) was

introduced as an alternative approach to recommend the most accurate vertical
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multiphase flow correlation for given flow conditions. In order to develop the neural
networks, several processes are performed as follows: (1) determine inputs and
outputs of the neural network model, (2) screen data before using them for neural
network, (3) develop procedures and explain a criterion for convergence of neural net
training, and (4) investigate the effect of inputs to accuracy of prediction from neural
net model. The artificial neural network models developed in this study should assist
the petroleum engineer in selecting the most accurate method for his problem.

Chapter 2 outlines a list of related work on artificial neural networks for
solving multiphase flow problem in petroleum industry.

Chapter 3 describes the fundamentals of artificial neural networks.

Chapter 4 discusses the steps of constructing artificial neural networks model
to select multiphase flow correlation. Results of neural network model are also
discussed in this chapter.

Chapter 5 makes eonelusion and provides recommendation for future works.



CHAPTER I

LITERATURE REVIEW

This chapter describes some of related works where neural networks
application is used to solve problems in multiphase flow area.

Ternyik, Bilgesu, and Rose [ 1] presented two artificial neural network models
to predict high and low pressure range of flowing bottom hole pressure where
multiphase flow occurs in tubing. Such models could be applied to a variety of wells,
including vertical wells and various degrees of inclinations. Moreover, the models can
handle three phases of oil, water, and gas flow in well bores. The first model consists
of information from many real oil fields which have high pressure input/output. The
second model was developed from-laboratory data with a pipe size of 1.5 in. and is
considered as low pressure input/output. Statistical results illustrate that the new
neural network gives a better performance in comparison with existing commercial
multiphase flow correlations.

Ternyik and Bilgesu [2] utilized two neural network models to predict liquid
holdup and flow pattern in pipes under various angles of inclinations. The neural
network models developed based on experimental information from Mukherjeee’s
Ph.D. Dissertation where pipe diameter is limited to 1.5 in. and operated in low
pressure ranges. The model predicts liquid holdup more precisely than Mukherjee’
correlation. Furthermore, another neural network was developed to identify the flow
pattern based on slug, bubble, annular mist, and stratified flows, resulting in a better
prediction performance for all patterns compared to Mukherjee’s method.

Spek and Thomas [3] used the neural network to identify the flow regime with
band spectra of flow generated sound. They concluded that the flow regime can be
classified as accurate as experienced engineer who has worked with sound logging for
years. Successful application of neural networks classification of the flow regime
from sound logs in the field brings several benefits. The application will allow
prediction of hydraulic model, for specific flow regime, evaluating in horizontal well,
and allow more consistency check of recorded production logging data where

traditional sound log interpretation could not be performed. Moreover, another
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advantage of neural network is rapid processing information in comparison with
traditional computation,

Osman [4] presented two neural network models for identifying the flow
regime and predicting the liquid holdup for horizontal multiphase flow. The published
data sets which have been used to train and test accuracy of neural networks models.
There are similar to the one used to develop their empirical correlations. The results
indicate that neural network models provide better prediction accuracy than all
empirical correlations developed specifically for these data groups. Although, this
study concentrates on horizontal flow, some empirical correlations have been
developed from vertical flow but widely used for horizontal flow applications.

Shippen and Scott [5} developed a neural network model for predicting liquid
holdup for two phase horizontal flow using data from five independent studies in
training and testing processes of the model. They evaluated the accuracy of the neural
network model, compared results from neural network model with liquid holdup
empirical correlations and mechanistic models. Performance analysis showed that the
neural network model exhibits a better performance than existing empirical
correlations and mechanistic models. Furthermore, the neural network was able to
consistently predict liquid holdup across flow patterns for all ranges of liquid holdup
values with increased accuracy.

Osman [6] presented two-artificial neural network models to identify the flow
regime and calculate liquid holdup for horizontal multiphase flow. Published
experimental data were used to train and test the developed neural network models.
The results show that the developed models provide better predictions and accuracy
than empirical correlations developed specifically for these data groups.

Osman and Aggour [7] used artificial neural networks modelto predict bottom
hole flowing pressure and pressure drop for vertical multiphase flow. Data for neural
network model development came from field data base. Many fields are in the Middle
East. The trained neural network model was inspected for performance by comparing
results obtained from the neural network against existing correlations and mechanistic
models. Statistical accuracy determination revealed that the neural network model
consistently outperformed all correlations and mechanistic models in all data ranges

of the studied parameters. The developed model has better accuracy than conventional
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methods. The authors believe even better accuracy may be achieved if more data were
used in the training.

In the literature review of this study, neural network application has been
applied to solve multiphase flow problems where the conventional methods provide
insufficient accuracy for engineering requirement. Moreover, neural network typically
takes considerably less computational time than the usual process when a new
problem is introduced. The neural network application has been used the most to
predict liquid holdup and classify flow regime for various degrees of inclination.
Logging engineers have used neural network o interpret signal from cased hole
logging. Interpreted signal can be used to identify the flow regime and flow rate
inside the tubing. Neural networks have been used for prediction of bottom hole and

pressure loss in tubing,



CHAPTER III

FUNDAMENTALS OF
ARTIFICIAL NEURAL NETWORKS

Artificial neural network is a powerful tool to solve complex problems that
might not have a tractable solution. A major advantage is that the neural network does
not have to be programmed similar to conventional calculation. The neural networks
can learn to form representations of complex relationships between input and output
provided as examples. Due to the ability described, artificial neural networks have
been used successfully in applications such as pattern recognition or pattern

classification, speech reeognition, and statistical forecasting.

This chapter deseribes fundamentals of artificial neural networks. The first part
describes motivation from bioclogical nerve cells that is implemented to artificial
neural networks. The latter part explains architecture and algorithm of the neural

network.
3.1 Biological Motivation

Artificial neural network is an information processing system which is inspired
by the capabilities of biological neural networks. The neural networks consist of
highly interconnected neurons such as parallel and serial processing of the incoming
information. The learning of the biological neural networks is viewed as the
establishment.- of . new. connections -between processing -units (neurons) or the
modification’ of ‘existing connections. Artificial neural 'networks utilize the same
concept by creating artificial neurons which are simple processing elements massively
interconnected in order to imitate the information processing ability of the biological
neural network. The development of artificial neural networks is based on the

following assumptions:
1. Information processing occurs at many simple elements called neurons.

2. Signals are passed between neurons over connection links.
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3. Each connection link has an associated weight, which, in a typical neural net,

multiplies the signal transmitted.

4. Each neuron applies an activation function (usually nonlinear) to its net input

(sum of weighted input signals) to determine its output signal.

These concepts are inspired by the architecture of biological neuron. A large
number of brain cells or biological neurons are interconnected with each other to
process signals before sending them from one nerve cell to other cells. A biological
neuron consists of three main components which are dendrites, cell body, and axon.
Figure 3.1 illustrates the schematic diagram of a simple biological neuron. The
dendrites are branching input structure from a cell body which receive signals from
other neurons or axons. The small space between the axon and dendrite is called the
synapse. In this region, the electric signal from the axon must be converted to a
chemical signal through a series of biochemical events before being transmitted to the
dendrite. Consequently, the biochemical events are the process to amplify or condense
the signal strength before sending them to the subsequent transmission path. This
process is applied to artificial neurons in the artificial neural networks as weight
adjustment of interconnected links between neurons. After receiving the signal by
dendrites, the cell body sums all incoming signals and activates the summed signals
with activation funetion (commonly nonlinear). If the total signal received at the cell
body from the dendrites exceeds a certain level (the firing threshold), a neuron fires
an electrochemical signal along the axon as the output to other dendrites or next

neurons.

Cell Body or Soma

Figure 3.1: Schematic diagram of simple biological neuron.



3.2 Artificial Neural Networks

The basic elements of neural networks are the neurons and their connection
strengths or weights. The artificial neural networks must have at least an input and
output layer and one or more hidden layers. Figure 3.2 illustrates a schematic diagram
of three layer artificial neural networks. The first layer is an input layer which is a
pre-processing layer that simply distributes the inputs to the next layer. The second
layer is a hidden layer. Hidden neurons in this layer process all incoming signals
before sending an output to the output layer, The third layer is the output layer. Each
layer consists of processing units or neurons. There is no restriction on the number of
neurons in each layer. Every neuron in a layer is connected to every neuron in
adjacent layers through eonnection links. However, a neuron is not connected to other
neurons in the same layer. Each connection link has its own associated weight
representing the ability to transport signal. Associated weights could either have
positive or negative values. The positive weight represents a strong connection
between neurons, and the negative weight corresponds to a weak linkage between

neurons.

Input layer Hidden layer Qutput layer
(i layer) (" layer) (k" layer)

Figure 3.2: Schematic diagram of artificial neural networks.
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The neural network determines output signal or activation level from all the
processing units in the layers next to the input layer. The neurons receive weighted
inputs from each of the neurons in the previous layer and perform two tasks: (1)
compute a linear combination of its weighted input signals and then (2) pass the
resulting summation through a threshold function or activation function. The
activation function is nonlinear, smooth, differentiable function and has an S-shape or
sigmoidal shape. The Sigmoidal function has an output ranges between 0 and 1,
increasing monotonically with its input. The output is | when the input is a large
positive number and 0 when the input is a large negative number. The sigmoidal
function is illustrated in Figure 3.3, and the mathematical description of the neuron

output is written as:

PN Y \ L AN (3.1)

i e
I+ exp(-net )

where O, is the output from a processing unit in the j-th layer and net; is the
summation of weighted inputs from the previous layer. The net, can be expressed as
follows:

net, =ZWFG: (3.2)

i=l

where wy, is the associated weight of connecting link between a processing unit in the

i-th layer to a processing unit in the j-th layer and O, is the output from the processing

unit in the i-th layer.

ol 10 -
0.9 4
08 +
07
0.6
0.5
0.4
03
0.2
0.1 <
0.0

Figure 3.3: Sigmoidal function.
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An important feature of an artificial neural network is the learning process
which is based on the leaming samples. However, sample values must be normalized
from 0 to | in order to perform any computation. During the training process, the
weights of the network are adjusted continuously based on error signal generated by
the difference between output of the network and the actual output of the training
samples. This is accomplished by leamning algorithms designed to minimize the total
output error. Many different architectures are used to decrease the error between
desired and calculated outputs but the most popular architecture is the back-
propagation algorithm. The training of back propagation neural network is an iterative
process involving the changing of the weight of the network, typically by means of a

gradient descent method; in order 10 minimize an error criterion, that is:

+ Aw (3.3)

win+D=w,, P

where

ﬁ'wﬂ = T“.Ex_p +a '&w;u U?} {34}

and where Aw;(n) is the weight update performed during the n™ iteration 7 is the

learning rate, @ is momentum , and ¢ is the error criterion, i.e.
I 3
s =EZ;{TP.J = Vo) (3:3)

based on the difference between the desired (T,,) and the actual outputs (v,,) of the
unit. Since the error-¢ is propagated back through the network and readjusts each
associated weight of the connection link in the next iteration until a commensurable

error is achieved,

In order to specify an appropriate condition to stop weight update loop or to stop
training the neural network, one obvious choice is to continue training until the error
on the training samples falls below some significant value. However, this is a poor
strategy because the back-propagation is susceptible to over-fitting the training
examples. This phenomenon causes the decrease of generalization accuracy over
unseen examples. Consequently, in order to develop a neural network model which

has been generalized to the problem, the sample pool is partitioned into training,
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validating, and testing sets. Several common partition ratios such as 2:1:1, 3:1:1, and
4:1:1 may be used. These ratios were obtained from the literature. Several
investigators recommended that the ratio of 4:1:1 would yield the best result.
Therefore, this ratio was used throughout this study. Weight adjustment is done while
leaming from the training data set. The validating data set functions as a
generalization indicator which periodically tests the neural network while it is in the
learning phase. However, to ensure that the trained neural network model has
sufficient generalization accuracy over unseen examples, a set of testing data is used.
This data set has never been seen by the model. Moreover, each data set discussed
should cover all possible range of input variables to ensure that the trained neural

network has a wide range of eoverage.



CHAPTER IV

ARTIFICIAL NEURAL NETWORK
MODEL DEVELOPMENT

In this study, artificial neural networks were used to propose appropriate
multiphase flow correlations based on given levels of accuracy of bottom hole
pressure calculation as well as the most accurale computation of the bottom hole
pressure under given flow eonditions. This chapter discusses the details of neural net
models and procedure to develop the models. The data required for model
development are flow variables that are used in pressure drop computation for vertical
multiphase flow. The neural networks used these data directly as input of the model.
Commonly used vertical multiphase flow correlations were selected as candidate
outputs of the neural networks. In order to ensure that the trained neural networks
have a good performance to recommend flow correlation, accuracy of the neural

network was computed and the results are discussed in the latter part of this chapter.

4.1 Neural Network Models

Artificial neural networks in this study require 11 variables or flow conditions as
inputs which are tubing diameter (inside diameter), tubing depth, wellhead
temperature (WHT), bottomhole temperature (BHT), oil density, gas specific gravity,
wellhead pressure (WHP), gas oil ratio (GOR), water cut, oil flow rate, and measured
bottomhele pressure (BHP). The outputs of the neural network are commonly used
vertical multiphase flow correlations in petroleum fields which are Duns and Ros
(original), Duns and Ros (modified), Hagedom and Brown, Fancher and Brown,
Mukherjee and Brill, Beggs and Brill, and Orkiszewski. The original Duns and Ros is
the original published method which performs well in mist flow. The modified Duns
and Ros has been enhanced and optimized for cases with condensates. Figure 4.1

illustrates a schematic diagram of neural networks used in this study.
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The input data of neural networks were obtained from five published SPE
papers [8-12]. These papers attempted to propose new vertical multiphase flow
correlations developed from measured data or modified from previous investigators.
Consequently, the accuracy of the new correlations was determined against
commonly used vertical multiphase flow correlations. All investigators applied their
own measurement data from the real fields to determine the accuracy of the
correlations. A total 208 data sets could be obtained from the five papers. Table 4.1
shows sample sets of data from the five papers. Table 4.2 shows the parameters and

their ranges. Details of all data are shown in Appendix A.

Input layer: Hidden layer utput layer:
1 flfn.w conditions / . 7 vertical multiphase flow
correlations

1). Tubing diameter

Z).;Tubing depth 1). Duns and Ros (modified)

3}1 gdl-l!-lTT 2). Hagedorn and Brown
5). Oil gravity 3). Fancher and Brown
6). Gas specific gravity 4). Mukherjee and Bril

7. WHP 5). Beggs and Brill

8). GOR 6). Orkiszewski

9). Waler cut 7} Duns and Ros (original)
10). Qil flow rate

11). Measured BHP

Figure 4.1: Schematic diagram of neural networks.
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Table 4.1: Flow parameters as a set.

Fluelow i lel 8 e | e ] o0
1 1865 7450 75 189 54 0752 1645 3383 o 82 3300 |
H 1665 | 7350 75 189 54 07E2 1635 33 0 125 ﬁ
3 1008 | o0 75 | s o752 1455 3383 ] 480 3365
4 1905 | 7850 15 B9 | 388 | 09349 550 1019 0 187 390
5 1695 | E550 75 189 42 08225 965 1245 0 167 2665
8 1905 | esT0 | 7% 165 42 | os9s 65 145 0 138 &
7 1595 | 7800 75 W | 426 084 1261 1747 ] 158 34
8 1995 | sor0 75 el aze | o4 1229 1747 [ 2562 L
E] 1995 | 8000 75 89 | 4z 084 1221 1747 o 812 3251 |
10 1,995 8480 75 1B | eas 08267 1665 3588 0 3 3260
1 1998 aaro | 750" 88 | ara 1048 145 _ 1@ o 2453 1418
12 1665 | 3000 75 188 | a3 1048 175 183 0 160.3 1083
13 1905 | ano Lirs | e | s 1048 105 230 0 %4 1229
14 16885 3353 ] 1E8a 156} — 078 1957 Ga4.7 604 | 426096 14853
i5 1695 | 33957 86 | 1z | 158 068 1938 7876 51| auma 15099 |
15 1995 | 33626 | 86 | 46An | < 158 L 078 2506 70203 56 | 1aes2 15067
17 1995 | xes 8 198 | 86| ‘ee 107.2 24751 14| 12688 15138

No. O\ Variable | Maximum |
I | Tubing inside diameter (inches) 1.995 8.76
2 | Depth(feet) » 540 14,330
3 Wellhead temperature (°F) 68 200
4 Bottomhole temperatuie (°F) 150 378
5 Oil gravity ("API) 8 87
4 Gas specific gravity (air=1) 0.49 1.71
7 Wellhead pressure (psia) 100 4,432
8 Gas oil ratio (scf/sth) 129 9798
9 Water cut (%) 0 60
10 Oil flow rate (stb/day) 13 27,270
11 Measured bottomhole pressure (psia) 1,015 6,906

The histograms of all parameters were plotted in order to observe the
distribution of each variable as illustrated in Figure 4.2. Most of the distributions are
similar to normal distribution except that of wellhead pressure, gas oil ratio, water cut,

and oil flow rate. These curves show that there are large amounts of data at the lower
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end of the curves. However, we notice that some of the data are not in the same range
as the majority of the data. Therefore, these data sets were removed from the database
before being used in the development of neural networks. The data sets that were
removed are the ones that have tubing diameter of 8.76 inches (2 sets), tubing depth
of 539.7 feet (1 set), bottomhole temperature of 306°F and 378°F (2 sets), oil gravity
of 87.202°API (1 set), and gas oil ratio of 9,798.4 scf/stb (1 set). Therefore, a total of
201 sets of data were left from such screening process. Table 4.3 shows summary of

data after the screening process.

': J I . II IJ

‘ 1995~  Zaay 29&2‘ 3958 4897 6184
dengdhruhrfhﬁul]

Eliminate two data sets having
tubing diameter of 8.76 inches

g B

F-
=

Freguency
] S

1) “Histogram of tubing diameter.

Figure 4.2: Histograms of total data.
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3) Histogram of wellhead temperature.

Figure 4.2: Histograms of total data (continued).
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Figure 4.2: Histograms of total data (continued).
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Figure 4.2: Histograms of total data (continued).
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8) Histogram of gas oil ratio.
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9) Histogram of water cut.

Figure 4.2: Histograms of total data (continued).
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Figure 4.2: Histograms of total data (continued).
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Table 4.3: Summary of range of parameter after screening.

No. Variable Minimum | Maximum _
1 Tubing inside diameter (inches) 1.995 6.184
2 Depth (feet) 3,000 14,330
3 Wellhead temperature (°F) 68 200
4 Bottomhole temperature (°F) 150 350
5 il gravity ("API) 8 72
6 Gas specific gravity (air=1) 0.49 1.71
7 Wellhead pressure (psia) 100 4,432
8 Gas oil ratio (scf/sth) 129 7,029
9 Water cut (%) i} 60
10 Oil flow rate(sth/day) 13 27,270
1 Measured bottomhole pressure (psia) 1,015 6,906

A commercial software called PROSPER (PROduction and Systems
PERformance) was used to compute the pressure at the bottom hole. This software
contains the seven vertical multiphase flow correlations mentioned earlier. Table 4.4
shows sample calculations of the bottomhole pressure obtained from PROSPER. The
software was used to calculate the bottom hole pressure using each of the seven
correlations for 201 sets of data. The error of these correlations in terms of percentage

can be expressed as the following equation:

!pmpjuma‘ = P ootcutoied !x lﬂ[] =@rror in Pefce,ﬂ']ﬂgf [4 1)
Prcasured

where
P reasured = measured bottom hole pressure, psia
P raicutared = calculated bottom hole pressure from PROSPER software, psia

Table 4.5 shows the errors in percentage of the seven correlations for the data
sets shown in Table 4.4. These seven correlations have different amounts of error

since they were derived based on different flow conditions.



Table 4.4: Calculated bottomhole pressure from PROSPER.
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| H&B F&B | M&B | B&B Ork | D&R(0) |
I 3300 2837 2546 2546 3066 3347 3094 2984
2 3200 2733 2514 2514 2522 2875 2924 2005
3 3365 2709 2721 2646 2746 3044 2789 2792
4 3190 3049 2762 2762 2971 2952 2968 3014
5 2665 2321 2079 2079 2442 2401 2423 2393
6 2555 1798 1484 1464 1989 2157 1967 1957
7 3141 2891 2574 2574 2835 2905 2011 2905 |
8 1199 3661 3399 | 3398 3525 3537 3451 3568
g 3251 3580 3635 3401 30 3879 3754 3665
10 3260 3110 2814 2814 2821 3214 3213 3295
1 1419 1513 1415 1411 1504 1505 1485 1515
12 1083 1081 1048 | 1021 1141 1135 1116 1106
13 1220 1328 1142 | . 1083 1303 1312 1064 1298
14 1485 858 895 _ 589 1521 1368 1091 1255
15 1510 §37 918 4 1522 1447 1147 1282
16 1507 514 612 | 904 886 748 G942
17 1514 435 421 793 782 943 1050
7R
Table 4.5: Errors of the correlations.
= swow [ nsn | ran | wen | nan | on | parw
| 3300 14.0% 28% | 28% | 7.1% 14% | 62% 9.6%
2 3290 16.9% 236% | 236% | 233% | 1268 | 101% 11.7%
L3 13165 19.5% | A9A%e |y 20.4% - 1849 85% | 17.1% 17.0%
4 3190 4.4% B4 | 134% | 69% | 75% | 70% 55%
1 5 2665 12.9% 20% | 20% | 84% | 99% [ 91% 10.2%
| & 2555 29.6% 40%% A4 A27% J-222% | 15.6% J-230% 23.4%
1 341 8.0% jgace 1B [ ot ! |” 15wl |\73% 7.5%
[ 3199 14.5% 63% | 62% | 102% | 106% | 7.9% 11.5%
9 3251 10.1% 10.8% | 46% | 212% | 193% | 155% 127% |
10 3260 4.6% 37% | 137% | 135% | 14% | 14% 1% |
1 1419 f.6% 03% | 06% | 60% | 61% | 47% 6.8%
12 1083 02% 32% | 5™ | s54% | 43% | 30% 1%
13 1229 12.1% 70% | 119% | 60% | 68% | 134% 5.6%
14 1485 422% 397% | 603% | 24% | 79% | 265% 15.5%
15 1510 44.6% 392% | 63.0% | 08% | 42% | 24.0% 15.1%
16 1507 65.9% 594% | 788% | 400% | 412% | s504% 37.5%
17 1514 71.3% 22 | 90.5% | 476% | 483% | 31.71% 30.6%
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In this study, we used the neural networks in four different approaches to

propose appropriate multiphase flow correlations:
e (Case 1: 20% maximum error

In this case, we used the neural network to propose multiphase flow correlations that

yield the error of the bottomhole pressure calculation less than 20%.
e Case 2: 10% maximum error

In this case, we used the neural network to propose multiphase flow correlations that

yield the error of the bottomhole pressure calculation less than 10%.
¢ Case 3: best correlation

In this case, a multiphase flow correlation that yields the lowest error of the

bottomhole pressure ealculation would be proposed.
o (Case 4: percentage error

In this case, we used the neural network to propose correlations with percentage of

error for given wellbore, fluids, and flow conditions.

For the first two cases, the errors in percentage as shown in Table 4.5 were
transformed to 0 or 1 before they were provided to the neural networks as outputs.

Gi.] "

The error was.changed to if its value was lower than the maximum error.
Otherwise, the output was transformed to “0”. For the third case, the correlation
which provides the lowest error was set to have a value of 1 while the rest of the
correlations were set to (. These transformed values were used as known outputs
while training, validating, and testing the neural network. Tables 4.6, 4.7, and 4.8
show examples of the errors that were changed to binary numbers for Cases 1, 2, and
3, respectively. For the fourth case, we used errors in percentage as shown in Table

4.5 as outputs directly to the neural networks.



Table 4.6: Binary output of
D&R (M) H&B - : M&E BS Ork D&R (0)
setno.| % |Binary| % |Binary| % |Bimary| % |Binary| % |Binary| % |Binary| % [Binary

1 | 140% ] 1 228% | 0 [228% | o 1% i 1.4%. | 1 6.2% [ 9.6% 1
2 [169% | 1 [236% | 0 [236% | 40 S1238%% 0. |126% 1 11.1% 1 11.7% 1
3 |195% 1 19.1% | 214% | of [1349%4 9.5% 1 17.1% | 1 17.0% 1
4 4.4% 1 13.4% | 13.4% | A 6.9% 1 7.5% 1 7.0% 1 5.5% 1
s 1129%| 1 [220%] 0 [20%]| O 84% | 1 9.9% 1 9.1% 1 10.2% 1
6 |296% | 0 |419%| 0 427 0 J222% ) 06 [156%] 1 23.0% | 0 |23.4% 0
7 8.0% 1 18.1% | 1 18.1% 1 G.7% 1 7.5% 1 7.3% 1 7.5% 1
8 [145%]| 1 6.3% 1 6.2% I | 1e2% | 1 {10.6%| 1 7.9% 1 [11.5% ] 1
9 1101%| 1 11.8% | 1 4.6% 1 212% | 0 19.3% 1 15.5% 1 12.7% 1
10 | 4.6% 1 13.7% 1 13.7% 1 1135%; 1 1A% 12/ 1 1.4% 1 1.1% 1
11 | 6.6% 1 0.3% 1 0.6% 1 6.0% 1 6.1% 1 4.7% [ 6.8% 1
12 | 0.2% 1 3.2% 1 5. 7% 1 5.4% 1 4.8% 1 3.0% 1 2.1% 1
13 [12.1% ] 1 7.1% 1 11.9% 1 6.0% | 6.8% 1 1 13.4% 1 5.6% 1
14 [422%| 0 [397%]| o0 |603%| o0 2.4% 1 79% | 1 [265%! o 15.5% 1
15 [446% | 0 [392%]| 0 |63.0% |~ 0.8% | 4:2% - |240% ] 0O 15.1% 1
16 1659% | 0 |[594%| 0 |788%olol Lidopow) 10) [a12%] (o) |s504% ) o0 [375%] o
17 | 71.3% 0 72.2% 0 90.5% 0 476% 4 0 [483%] o0 37.7% 0 30.6% 0

24
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Table 4.7: Binary output of Case 2 (10%% maximum error).

setmo. | % |Bimary| % |Binary| % | Bina Binary | % |Binary | % |Binary | % | Binary
1 140%| 0 [228%| 0 [|228%| O T1% 1 1.4% | 1 6.2% 1 9.6% 1
2 |169%| 0 [236%| 0 [236% | @F 4233%| 0 |126%|. 0 [11.1%] 0 [11.7%| O
3 195% | 0  |19.1% | 0 [214% | o0 [184% - 0 9.5% 1 171% | 0 [17.0% | O
4 4.4% 1 134% | 0 |134%| 0 6.9% 1 7.5% 1 7.0% 1 5.5% 1
5 129% | 0 1220%| 0 [220%| O 8.4% 1 9.9% 1 9.1% 1 102% | 0
6 1296%| 0 [419% (| 0 [427%| 0 J282%) O, J156%] 0 [23.0%] 0 [234%| 0O
7 8.0% 1 181% | 0 |181%| 0 9.7% ¥ 7.5% 1 7.3% 1 7.5% 1
8 |[145%| 0 6.3% 1 6.2% 1 102% 1 0 . |106% | O 7.9% 1 11.5% | O
9 10.1% | 0 |11.8%| 0 4.6% 1 J202% ) 0 J193% | 0 [155%] 0 [12.7% | O
10 | 4.6% | 1 137%| o0 |13.7%| o |135%i @ 1.4% 1 1.4% 1 1.1% 1
11 6.6% | 1 0.3% 1 0.6% 1 6.0% L 6.1% 1 4.7% 1 6.8% 1
12 [02% | 1 |32% 1 5.7% 1 5.4% 1 4.8% 0 3.0% 1 2.1% 1
13 |121%]| 0O 7.1% 1 11.9% | - D 6.0% 1 6.8% 1 134% | © 5.6% [
14 [#22%]| 0 [397%| 0 |603% | O 2.4% 1 7.9% 1 [265%| 0 |155%| 0©
15 [446% | 0 [392%| 0 |630%| 0 0.8% 1 4.2% 1 [240% | 0 |151%| O
16 1659%| 0 1594%| 0 |788%| 0 (400%! O [412%| O |[504%| 0 [375%| O
17 [713%] 0 [722%] 0 |90.5%{ 0 olp7.6%ant 1d483%t ~0 [377%] 0 [306%] o

4



Table 4.8: Binary output of Case 3 (best correlation).

% |Binary| % | Binary| % inar % | % | Binary | % | Binary
I 14.0% ] 22 8% 0 22.8% 0 7.1% 0 1.4% 1 6.2% 0 9_6% 0
2 16.9% ] 236% | O 23.6% 0 " 233% 0 12.6% 0 11.1% | 11.7% 0
3 19.5% 0 19.1% | © 21.4% 0 15:4% 0 9.5% 1 17.1% 0 17.0% 0
4 4.4% 1 134% | o 13.4% 0 6.9%: 0 7.5% 0 7.0% 0 5.5% 0
5 12.9% 0 220%| 0 22.0% 0 8.4% 1. | 9.9% 0 9.1% 0 10.2% 0
& 29.6% 0 41.9% | 0 42 7% 0 22.2% 00 | 15.6% | 23.0% 0 23.4% ]
7 8.0%% 0 18.1% 0 18.1% 1] 9.7% 1] 7.5% 0 7.3% 1 7.5% ]
8 14.5% 0 6.3% 0 6.2% 1 10.2%, 0 _10.6% 0 7.9% 0 11.5% 0
g 10.1% (1] 11.8% 1] 4 6% 1 21.2% 0 | 19.3% 0 15.5% 0 12.7% 0
10 4.6% 0 13.7% (1] 13.7% 0 13.5% 0—F 1.4% 0 14% | 0 1.1% 1
11 6.6% 0 0.3% 1 0.6% 0 6.0% 0 P 61% ] 4.7% 0 6.8% 0
12 0.2% 1 3.2% 0 5.7% 0 5.4% 0 4.8% 0 3.0% 0 2.1% 0
13 12.1% 1] 7.1% 0 11.9% 0 6.0% 0 6.8% (1] 13.4% 0 5.6% l
14 42 2%, 0 39.7% 0 60.3% 1} 2.4% 1 7.9% 0 26.5% 0 15.5% ]
15 44 6% 0 39.2% 0 63.0% 0 0.8% I 42% | Lo 24.0% 0 15.1% 0
16 65.9% 0 59.4%% 0 78.8% 0 40.0% 0 41.2% 1] 50.4% 0 37.5% 1
17 71.3% 0 72.2% 0 0. 5% 0 47.6% 0 48.3%. | . 0. 37.7% 0 30.6% 1

26

9z



27

An artificial neural network software named EasyNN-plus was used to develop
the neural network models in this study. EasyNN-plus is a general purpose software
with learning algorithm of back propagation and feed forward connection type which
is written in C++ computer language. The software version 7.0g was developed by a
group of professionals in England. Figure 4.3 illustrates the front page of EasyNN-

plus.

Figure 4.3;: Artificial neural network software, EasyNN-plus.

Neural networks require partitioning data into training, validating, and testing
sets. The software has a function to randomly select data for training, validating, and
testing. Based on 4:1:1 ratio, the numbers of dala seis for training, validating, and

testing are 133, 34, and 34, respectively.

Before the training phase could be started, the software always propose initial
configurations. (such as numbers of hidden neurons, learning rate, momentum).
However, the configurations can be adjusted afterward. The learning phase of the
network is weight adjustment which requires setting the value of the learning rate and

momentum to indicate how much weight could be changed in each iteration.

The leamning rate can be manually set to any positive values ranging from 0.1 to
10 while the momentum can be manually set to any positive values from 0 to 0.9. The
learning rate and momentum can be used as a constant value throughout the learning
phase of the model or automatically decaved during the leaming if erratic learning or
oscillations in the learning curve occurs. If the decay function is selected, the learning
rate and momentum of the neural network are reduced from the initial value to the

minimum value of 0.1 and 0, respectively. Figure 4.4 shows the input window for



28

randomly selected data and manually set number of hidden layer, hidden nodes,

learning rate, and momentum.

| Randomly select data from total set of data |

Figure 4.4: An input window for EasyNN-plus to select examples at random.

The numerical values of the input for the neural networks are normalized
automatically by the software. Similarly, the software also calculates error of outputs
for training data as normalized value. The software computes three types of errors
which are maximum error, average error, and minimum error. The maximum error is
the highest difference in between binary numbers of actual and calculated outputs
which was compared among correlations of all data sets. The average error is the
average amounts of total difference between actual and calculated output. The
minimum error is the lowest difference value in between binary numbers of actual and
calculated outputs which was compared among correlations of all data sets. Figure 4.5
illustrates a window that shows the three types of error as learning curves versus

learning cycle. The red line is the maximum error; the green line is the average error;
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and the blue line is the minimum error. The left hand vertical axis shows the
normalized error. The learning curve indicates the progress during learning and the
current value of errors. The horizontal axis is nonlinear to allow the whole learning
progress to be displayed regardless of the number of cycles executed. As more cycles

are executed the graph is squashed to the left.

Vertical axis:
Normalized error | Maximum egor | | Averageemor | | Emorindicator
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Corred ¥ rounded.  Score: 4
Foore on lenpet: 4

Minimum eror |

Horizonlal axis: Learning cycle
(nonlinear axis)

Figure 4.5: Learning progress of neural network.,

In order to specify the convergence criterion to stop training the neural
networks, we chose to train the models until the average absolute error of training
examples is lower than 1%. This error is the summation of differences between
computed outputs of the training set and actual outputs and then averaged by the total
number of training sets multiplied by the number of output nodes (each set consists of

seven outputs). The average absolute error is calculated as the following equation:
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X| Desired output — calculated output|
Average absolute error = (4.2)
Number of training data sets x n

where
Desired output = Binary number of desired output
Calculated output = Binary number of calculated output
Number of training data set = amount of training sets of data

n = number of output nodes (number of correlations)

In this study, several neural networks were trained for each case. In order to
choose the best performer, the errors based on incapability to identify correct
correlation(s) which we called “mismatches™ were computed for all the models and
then compared. The model with the lowest number of mismatches was chosen as the
most appropriate neural network. In order to determine the mismatch, the computed
outputs from the neural network were transformed to either 0 or 1. If the activation
level of the output node was lower than (0.7, the output was considered having a value
of 0. Otherwise, the output was considered having a value of 1. The mismatch is the
difference between the binary numbers of actual and calculated outputs. The total
numbers of mismatches for all the models were compared, and the model that has the

lowest number of mismatches in the testing data set would be chosen.

4.2 Case 1: 20% Maximum Error

In this case, the neural network was trained to propose all correlations that have
the error in bottamhole pressure calculation less than 20%. In order to achieve the
convergence criterion, the number of hidden layers and the number of neurons in the
hidden layers were chosen by trial and error. Several combinations of hidden layers
and numbers of neurons in the hidden layers were initially tried and the average error
for each model was observed. New models with readjusted configurations were tried
until achieving convergence. The trial and error was stopped when the average error
was not reduced for more than 100,000 cycles. A total of 14 different runs were tried.
The parameters used in each try are tabulated in Table 4.9. The results of trial tests are

discussed as follows:



3l

Table 4.9: Neural network models for Case 1; 20% maximum error,

Model Nm.ufm ; A
No. | Hidden | Hidden | Leamingrate | Momentum m‘;’g‘m Condition
layer | layer 2
| 9 0 0.6 (proposed) | 0.7 (proposed) |  0.027927 Stopped
2 g ] 0.2 0.2 0.023631 Stopped
L3 9 0 0.1 0.05 0.018262 Stopped
4 10 0 0. 0.05 0.012891 Stopped
| s 1 0 0.6 (proposed) | 0.7 (proposed) | 0.011382 Stopped
6 11 0 0.6 (decay) 0.7 (decay) 0.01129 Stopped
7 15 0 0.3 0.3 0.020408 Stopped
8 25 0 (.6 (proposed) | 0.7 (proposed) 0.010251 Stopped
9 25 0 0.1 (decay) 0 (decay) 0.011288 Stopped
10 50 ] 0.1 0.05
i 70 () 0.2 0.2 0.021489 Stoppe
12 10 5 032 0.2 0016112 Stoppe
13 20 5 0.2 02 0009302 | Converge
14 20 {1} 0.2 0.2 0.010741 Stopped

Model number 1 which has one hidden layer and 9 hidden neurons were tried as
the first model. The number of hidden layers and hidden neurons as well as the
learning rate of 0.6 and momentum of 0.7 were initially proposed by the software. We
trained this model until the average error was constant at 0.027927 for more than
100,000 cycles. Model number 2 was set with a new value of learning rate of 0.2 and
momentum of 0.2 and using the same amount of hidden layer and hidden neurons as
Model number 1. In this case, the average error of 0.023631 was steady for more than
100,000 cycles; so, we stopped the learning process. We noticed that the average error
of Model number 2 is lower than that of Model number 1. Therefore, we lowered the
learning rate and momentum to 0.1 and 0.05; respectively in the third model. The
average error of Model number 3 was decreased to 0.018262 which is the lowest one
compared to those of Model numbers 1 and 2. We then increased the amount of
hidden neurons in model number 4 to 10 neurons then trained and observed the
results. The error was steady at 0.012891 and then the training was terminated. Two
models of 11 hidden neurons were tried with different learning rates and momentums.
Model number 5 utilized the learning rate of 0.6 and the momentum of 0.7. These
values were proposed by the software. Model number 6 used the technique of decay
with learning rate and momentum. Initially, the learning rate and momentum were set

to 0.6 and 0.7, respectively and then reduced to 0.1 and 0, respectively. These two
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models were trained until the average error was steady and could not be reduced

further.

From several trial models, there is high possibility that the average error of
neural network was reduced close to convergence criterion if we used many number
of hidden nodes. Consequently, we increased the number of hidden nodes in Model
number 7 which has one hidden layer and 15 hidden neurons. The model used the
learning rate and momentum of 0.3 similarly and then we observed the result of the
average error on this value of learning rate and momentum. The average error of
Model number 7 is steady at 0.020408.

We noticed from Model 7 that the average error was reduced if the amount of
hidden neurons were inereased. However, the average error of Model 7 was higher
than that of Model 6. The learning rate of 0.3 and momentum of 0.3 in Model number
7 may be the reason for high error, Therefore, we set another two models which have
one hidden layer with 25 neurons but having different learning rates and momentums.
One is Model number 8§ with a learning rate of 0.6 and momentum of 0.7. These
values were proposed by the software. The other one is Model number 9 which used
the technique of decay with learning rate and momentum. Model number 9 were set
with the learning rate of 0.6 and momentum of 0.7 as initial values. The average
errors of these two models were closed to each other and the errors were lower than
that of the Model number 7. Between Model numbers 8 and 9, the learning rate and
momentum have not'many effects. Afier experimenting with-Model numbers 1 to 9,
we observed that Model numbers 3, 4, 6, and 9 have average errors closed to

convergence criterion and these models have small learning rates and momentums.

Model number 10 which has one hidden layer and 50 hidden neurons was set
with a small learning rate of 0.1 and momentum of 0.05. The average error of the
model achieved convergence criterion at learning cycle of 269,065. Figure 4.6 shows
the learning curve of Model number 10. We supposed that the high amount of neurons
may cause more degree of freedom and let the neural net model be able to reduce the
error down below the criterion of 0.01. Therefore, Model number 11 which has one
hidden layer and 70 hidden neurons with a small learning rate of 0.2 and momentum

of 0.2 was then tried. The error of Model number 11 was reduced in the early times
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and then steady at 0.021489 for more than 100,000 cycles; so, we stopped the learning

process.

So far, we had tried neural network models with only one hidden layer. The
next step was to try training the neural net with two hidden layers. Next trails of two
hidden layers were all set with the small learning rate of 0.2 and momentum of 0.2.
Model number 12 was set with 10 and 5 neurons for the first and second layers,
respectively. The error of this model is steady at 0.016112; so, we stopped the training
process. Then, we increased the number of the hidden neurons in the first layer for the
next trial. Model number 13 was set with 20 and 5 neurons in the first and second
layers, respectively. Model number 13 achieved the convergence criterion at learning
cycle of 239,285, Figure 4.7 shows learning curve of Model number 13. Then, we
increased the number of hidden neurons in the second layer in the next trial. We
started the next trial (Model number 14) with 20 and 10 neurons in the first and
second hidden layers, respectively. The error of the model was steady at 0.010741 ;

so, we terminated the training process.
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Figure 4.6: Learning curve of Model 10 (one hidden layer and 50 neurons).
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W

Two hidden layers
with 20 and 5 neurons

Figure 4.7: Learning curve of Model 13 (2 hidden layers with 20 and 5 neurons).

From trial and error, only two models achieved convergence. One is Model 10
which has one hidden layer with 50 neurons, and the other is Model 13 which has 2
hidden layers-with 20 and 5 neurons in the first and second layers, respectively. To
choose the best neural net model, we need to determine the total number of
mismatches. Since there are seven nodes for the output and 201 sets of data, the
highest possible number of total mismatches is 1,407. The mismatches of outputs of
the testing data set of the two models were computed and compared. Table 4.10
shows the number of mismatches for these two neural network models. It was
observed that the neural network model having one hidden layer with 50 neurons has
a lower number of mismatches in the testing than the other one. Therefore, we used
this model to represent the neural net model for case 1 (20% maximum error). Figure
4.8 shows desired and calculated outputs of the chosen neural network. A complete

set of results is shown in Appendix B. Figure 4.9 shows the outputs of the neural
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network after applying the activation level of 0.7 in order to transform the answers

binary values of 1 and 0.

Table 4.10: Mismatches of desired and computed outputs for two neural net models in

Case 1.
. Number of mismatches
g | ol g
10 50 0 10 37 41
13 e, 57 M1 77 53

DataSet | I:Thg |O:
No. Dia (in) /

D: 188.0 1.9095 1 1 1 1 1 1 Fil
P: 168.0 1.995 1 1 1] 1 1 1 X
D: 168.0 1. 0 il 1 i 1
P 189.0 1. '
D: 170.0 1.005 ] 1 1 1
P- 1700 1.995 0 0 0| 0.0034] o0.p908] 0.0558 us&
D:171.0 2441 1 1| 0 1 1 1 |
P-171.0 2441 1| 09996 1 el 1 1

D: 1720 2441 1 1 1 1 1 1 1
P: 1720 2.441 1 1 1 1 1 1 1
D: 173.0 2.441 1 1 1 1 1| 1 1
P:173.0 2441 1 1 1 1 1| Dgo8r| 09088
D: 1740 2.441 1 1 1 1 11 1 1
P 174.0 2,441 1 A 1 1 1 1 1
[D:175.0 2.441 g 14 1 n ile 1 1 1
[P 175.0 |\ 2441 1] 1 h 1 1 1 1

Calculated output

Figure 4.8: Samples of actual and calculated outputs for Model 10.
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| Mismaten of calculated output
Actual output !

Data Set | I: Thg | O: DAR | O:H&B [/O:FAB |O: M&B | 0: B&B | O: Ork |O:D&R /

No. | Dia(in) [(M20% | 20% /| 20% | 20% | 20% | 20% |(0)20%
D: 168.0 1065 1 1) 1 1 1 1 1
P: 188.0 1995 1 ¥ 1 1 1 1 i ¥
D: 189.0 1.99 kY [ ] 1
P. 180.0 1, ¥ 0 1
D-170.0 1865 0 0 i} 1 1 1 L)
P: 170.0 1005 0O 1] P 0.l 1 1 1\
0:171.0 2441 1 1 b 1 1 1 1
P 171.0 2441 1 1 1 1 1 1 1
0: 1720 2441 1 1 1 1 A 1 i
P 1720 2441 1 1 B 1 1 1 1
D 173.0 2441 1 1 1 1 1 1 1
P:173.0 2441 1 1 1 1 1 1 1
0. 174.0 2441 1 1 i 1 1 1 1
P-174.0 2 441[ 1 1 1 ] 1 1
D:175.0 | 2441 1 1 1 i\ Nh N 1 1
Paso | _zen[at 4 AZ] & [ o1 1

| Calculated output |

Figure 4.9: Comparison between actual and calculated outputs (after transforming to

binary numbers) for Model 10.

To be assured that the neural network achieved generalization, the three
partitioned data sets should have more or less similar distribution which covers all
possible ranges of information. Since the software partitioned the data set randomly,
histograms of training, validating;-and testing sets-were plotted in order to check for
similarities in the distribution of each partitioned data set. Figures 4.10 through 4.20
compare histograms of the 11 input parameters in the training, validating, and testing
data. The histograms of each parameter have similar distributions to that of the

original data which is shown in Figure 4.2,
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Figure 4.14: Histograms of oil gravity.
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Figure 4.15: Histograms of gas specific gravity.
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Figure 4.16: Histograms of wellhead pressure.



Sy
i
o \\\ '-" A
- N
_ 72 2\
f " =
£ W&
8 N A %
J“l:a:‘
" T redey
BRE T
o g R
§ ﬁ - g’;‘_; ttlj /e o E E E‘ E‘ g‘ E‘ g
N e o
e — ;H
== 51//"‘}2’? :/lw
~ ~
\A Aoy o
il 1l
18

3) Data distribution of testing sets.

Figure 4.17: Histograms of gas oil ratio.
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Figure 4.18: Histograms of water cut.
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4.2.1 Results and Discussion

The best neural net model (Model number 10) in this case could perform the
lowest difference of prediction of 17.23% in testing data sets. In this section, we
discuss the mismatches in details which the mismatches are represented in ranges of
each flow condition. Figure 4.21 shows distribution of the mismatches of testing data.
In order to investigate the effect of input parameters to the accuracy of the prediction,
the percentage of false identification or mismaich is calculated for every value of each
input and plotted as histogram. The effect of input parameters on the mismatched is

discussed as follows:

1) Tubing diameter

Figure 4.21 (1) shows percentage of false identification for different tubing
diameters. The internal tubing diameters (ID) of the wells used in the testing phase of
the neural network are 1.9957, 2.4417, 2.7647, 2.992", 3.958", 4.892", and 6.184".
The tubing diameter of 2.764" has the highest percentage of misidentification. This
error may be caused by the least amount of training and validating data sets compared
to those for other tubing sizes (4 sets of training and 0 set of validating as shown in
Figure 4.10). Tubing sizes that have the next highest percentage of mismatch are
3.958” and 2.992” which. have mismatch percentage of 25.40% and 24.49%,
respectively. Some of tubing diameters have the percentage of mismatch lower than
10% such as diameter of 1.995”, 2.441", and 4.892”. Tubing size of 6.184" has no

mismatch at all.

2) Tubing depth

Figure 4.21 (2) illustrates percentage of false identification for different tubing
depths. The tubing depths of the wells used in the testing phase of the neural network
are 3,182 to 14,322 feet. The depth of 11,001 to 11,500 feet has the highest
percentage of misidentification. The error may be caused by the small amount of

training and validating data sets compared to those of other tubing depths (3 sets of
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training and | set of validating as shown in figure 4.11). The depths of the tubing that
have the next highest percentage of mismatch are 12,001 to 12,500 feet and 12,501 to
14,322 feet which have mismatch percentage of 50% and 42.86%, respectively.
Tubing depths of 3,182 to 3,500 feet and 5,501 to 6,000 feet have the similar
mismatch in percentage of 28.57%. Tubing depths that have the percentage of
mismatch between 10% and 20% such as 6,001 to 7,500 feet and 9,501 to 10,500 feet.
Tubing depths that have the percentage of mismatch lower than 10% are 4,001 to
4,500 feet, 7,501 to 8,000 feet, and 10,501 to 11,000 feet. Tubing depths of 3,501 to
4,000 feet and 8,001 to 8,500 feet have no mismatch at all.

3) Wellhead temperature

Figure 4.21 (3) shows percentage of false identification for different wellhead
temperatures. The wellhead temperatures of the wells used in the testing phase of the
neural network are 75 to 195°F, The temperature of 101 to 105°F has the highest
percentage of misidentification. This error may be caused by the small amount of
training and validating data sets compared to those for other wellhead temperatures (5
sets of training and 3 sets for validating as shown in Figure 4.12). Wellhead
temperatures that have the next highest percentage of mismatch are 121 to 125°F, 156
to 160°F, 136 to 140°F, and 146 to 150°F which have mismatch percentage of
57.14%, 42.86%, 35.71%, 28.57%; respectively. The wellhead temperatures that have
mismatch percentage between 10% and 20% are the temperatures of 86 to 90°F and
126 to 130°F. Wellhead temperatures that have the percentage of mismatch lower than
10% such as temperature of 75°F and 111 to 120°F. Wellhead temperatures of 81 to
85°F, 106 to 110°F, 141 to 145°F, and 191 to 195°F have no mismatch at all.

4) Bottomhole temperature

Figure 4.21 (4) illustrates percentage of false identification for different
bottomhole temperatures. The bottomhole temperatures of the wells used in the
training phase of the neural network are 150 to 342°F. The bottomhole temperature of

306 to 315°F has the highest percentage of misidentification. This error may be
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caused by small amount of training and validating data sets compared to those of
other bottomhole temperatures (6 sets of training and 0 set of validating as shown in
Figure 4.13). The bottomhole temperatures that have the next highest percentage of
mismatch are 156 to 165°F, 236 to 245°F, and 226 to 235°F which have mismatch
percentage of 42.86%, 42.86%, and 28.57%, respectively. Bottomhole temperatures
that have the percentage of mismatch between 14% and 18% such as 166 to 175°F
and 336 to 342°F. Bottomhole temperatures that have the mismatch in percentage
lower than 10% such as 150 to 155°F, 186 to 195°F, and 256 to 265°F. Bottomhole
temperatures of 176 to 185°F, 266 to 275°F, and 316 to 335°F have no mismatch at
all.

5) Oil gravity

Figure 4.21 (5) shows percentage of false identification for different oil
gravities. The oil gravities of the wells used in the testing phase of the neural network
are 11.8 to 62.3°API. The oil gravity of 44 to 48°API has the highest percentage of
misidentification. This error may be caused by small amount of training and
validating data sets compared to those of other oil gravities (8 set of training, 0 set of
validating as shown in Figure 4.14). Oil gravity that has the next highest percentage of
mismatch is 54 to 58°API 49 to 53°API, 39 to 43°APL 14 to 18°APIL, and 59 to
62.3°API which have mismatch percentage of 35.71%, 33.33%, 22.86%, 21.43%, and
14.29%, respectively. Oil gravities that have the percentage of mismatch lower than
5% such as oil gravitie of 19 to 23°API and 34 to-38°API. Oil gravities of 11.8 to
13°API and 29 to 33°API have no mismatch at all.

6) Gas specific gravity

Figure 4.21 (6) illustrates percentage of false identification for different gas
specific gravities. The gas specific gravities of the wells used in the testing phase of
the neural network are 0.65 to 1.122 (air=1). The gas specific gravity of 0.81 to 0.9
has the highest percentage of misidentification. This error may be caused by small

amount of training and validating data sets compared to those of other gas specific
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gravities (training data of 6 sets and validating data of 2 sets as shown in Figure 4.15).
(Gas specific gravities that have the next highest percentage of mismatch are 0.65 to
0.7 and 0.71 to 0.8 which have mismatch percentage of 31.75% and 14.29%,

respectively. Gas specific gravities of 0.91 to 1.122 have no mismatch at all.
7) Wellhead pressure

Figure 4.21 (7) illustrates percentage of false identification for different
wellhead pressures. The wellhead pressures of the wells used in the testing phase of
the neural network are 157 to 2,274 psia. The wellhead pressures of 491 to 690 psia
and 1,091 to 1,290 psia have the highest percentage of misidentification. Wellhead
pressures that have the next highest percentage of mismatch are 1,491 to 1,690 psia,
157 to 290 psia, and 691 to 890 psia which have mismatch percentage of 28.57%,
15.71%, and 12.24%, respectively. Wellhead pressure that has the percentage of
mismatch lower than 5% is 291 to 490 psia. Wellhead pressures of 891 to 1,090 psia,
1,291 to 1,490 psia, and 2,091 to 2,274 psia have no mismatch at all.

8) Gas oil ratio

Figure 4.21 (8) shows percentage of false identification for different gas oil
ratios. The gas oil ratios of the wells used in the testing phase of the neural network
are 168 to 4,065 scf/stb."The gas-oil ratio of 2,601 to 3,100 scf/stb has the highest
percentage of misidentification. Gas oil ratio that has the next highest percentage of
mismatch is 3,601 to 4,065 scf/stb which has mismatch percentage of 42.86%. Gas oil
ratios of 168 to 600 scf/sth, 2,101 to 2,600 scf/stb, and 601 to 1,100 scf/stb have the
mismatch percentage of 16.07%, 14.29%, and 11.43%, respectively. Gas oil ratio that
has mismatch percentage lower than 10% is 1,101 to 1,600 scf/stb. There is no gas oil

ratio that has no mismatch in case 1 (20% maximum error).

9y Water cut

Figure 4.21 (9) shows percentage of false identification for different water cuts.

The water cuts of the wells used in the testing phase of the neural network are 0 to
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60.4%. The water cut of 11 to 20% has the highest percentage of misidentification.
Water cut that has the next highest percentage of mismatch is 1 to 10% which has
mismatch percentage of 28.57%. Water cuts that have the percentage of mismatch
about 15% such as 0%, 21 to 30%, and 61 to 70%. There is no water cuts that has no

misidentification in case | (20% maximum error).

10) Oil flow rate

Figure 4.21 (10) illustrates percentage of false identification for different oil
flow rates. The oil flow rates of the wells used in the testing phase of the neural
network are 16 to 25,205 stb/day. The oil flow rate of 5,011 to 6,010 stb/day has 100
percentage of misidentification. Oil flow rates that has the next highest percentage of
mismatch are 11,011 to 12,010 stb/day which has mismatch percentage of 71.43%.
Oil flow rates that have the percentage of mismatch about 20% such as oil flow rate of
16 to 1,010 stb/day and 3,011 to 5,010 stb/day. Oil flow rates that have mismatch
percentage of 14.29% are oil flow rate of 6,011 to 7,010 stb/day and 15,011 to 16,010
stb/day. Oil flow rate that has the percentage of mismatch lower than 5% is oil flow
rate of 1,011 to 2,010 stb/day, Oil flow rates of 2,011 to 3,010 stb/day, 7,011 to 8,010,
9,011 to 11,010 stb/day, 13,011 to 14,010 stb/day, 16,011 to 17,010, 22,011 to
23,010, and 25,011 to 25,205 stb/day have no mismatch at all.

[ 1) Measure bottomhole pressure

Figure 4.21 (11) shows percentage of false identification for different
bottomhole pressures. The measured bottomhole pressures of the wells used in the
training phase of the neural network are 1,287 to 4,761 psia. The measured
bottomhole pressure of 1,287 to 1,500 psia has the highest percentage of
misidentification. The bottomhole pressures that have the next highest percentage of
mismatch are 3,501 to 4,000 psia, 1,501 to 2,000 psia, and 4,501 to 4,761 psia which
have mismatch percentage of 30.95%, 22.86%, and 14.29%, respectively. Measured

bottom hole pressures that have the percentage of mismatch lower than 5% such as
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pressure of 2,001 to 2,500 psia and 3,001 to 3,500 psia. Measured bottom hole

pressure of 4,001 to 4,500 psia has no mismatch at all.

In summary, the main reason for false identification or mismatch is lack of data

in the training and validating phase of the neural network.
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Figure 4.21: Mismatch histograms for Case 1.
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In this case, the neural network was trained to propose all correlations that have

the error in bottomhole pressure calculation less than 10%. In order to achieve the

convergence criterion, the number of hidden layers and the number of neurons in the

hidden layers were chosen by trial and error. Several combinations of hidden layers

and numbers of neurons in the hidden layers were initially tried and the average error

for each model was observed. New models with readjusted configurations were tried

until achieving convergence criterion. The trial and error was stopped when the

average error was not reduced more than 100,000 cycles. A total of 19 different runs

were tried. The parameters used in each try are tabulated in Table 4.11. The results of

trial tests are discussed as follows:

Table 4.11: Neural network models for Case 2: 10% maximum error.

de oY\ M 7 ) A
1 9 0 0.6 (optimize) | 0.7 (optimize) | 0.160834 Stopped
2 10 0 0.7 0.8 0.249583 | Stopped
3 10 0 0.1 0.05 0.030087 Stopped
4 15 0 0.2 0.2 0.019338 | Stopped
5 50 0 0.7 optimize) | 0.8 (optimize) | 0.01675 | Stopped
6 50 0 |~ 0.1Decay 0Decay | 0.019967 | Stopped
T 50 0 0.3 0.3 0.016772 Stopped
8 50 0 0.2 0:2 0.016113 Stopped
g 50 0 0.2 04 0.019993 Stopped
10 50 0 01 0.05 0.016719 Stopped
11 70 0 0.2 0.2 0.01289 Stopped
12 15 5 02 0.2 0.03867 Stopped
13 30 10 0.2 0.2 0.010742 _
14 30 10 0.1 0.05 00859 d |
15 40 10 0.2 02 10023736 | Stopped _
16 40 20 02 0.2 (
17 40 30 0.2 0.2
18 40 35 02 0.2
19 40 40 0.2 0.2
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Model number 1 which has one hidden layer and 9 hidden neurons were tried

as the first model. The number of hidden layers and hidden neurons as well as the
learning rate of 0.6 and momentum of 0.7 were initially proposed by the software. We
trained this model until the average error was constant at 0.160834, then we stopped
the training process. Model number 2 has one hidden layer and 10 neurons in the
hidden layer which the model was set with a new value of learning rate of 0.7 and
momentum of (.8. In this case, the average error of 0.249583 was steady for more
than 100,000 cycles; so, we terminated the training process. We noticed that the
average error of Model number 2 is higher than that of Model number 1 which it may
caused by high values of leaming rate and momentum. Therefore, we lowered the
learning rate and momentum to 0.01 and 0.05, respectively in the third model. The
average error of Model number 3 was deceased to 0.030087 which is the lowest one
compared to those of model numbers 1 and 2. We then increased the amount of
hidden neurons to 15 neurons in Model number 4 and set the learning rate of 0.2 and
momentum of 0.2. We then trained and observed the results of this model. The error

of Model number 4 was steady at 0.019338, and then the training process was stopped.

From Model numbers 1 to 4, there is high possibility that the average error of
neural network was reduced close to convergence criterion if we used many amounts
of hidden nodes. Therefore, we tried the next six models (Model numbers 5 to 10)
with one hidden layer and 50 hidden neurons in the hidden layer. We used
combinations-of the learning rates-and momentums,-and observed the average error of
the models. Model number 5 utilized the learning rate of 0.7 and momentum of 0.8.
These-valués were proposed by the software., The average error of Model number 5
was decreased and steady at 0.01675. Model number 6 used the technique of decay
with the learning rate and momentum. The average error of the Model number 6 was
decreased to 0.019967 and then no further reduction; so, we stopped the training
process. Model number 7 was set with learning rate of 0.3 and momentum of 0.3. We
observed the average error of Model number 7 which reduced and steady at 0.016772.
We noticed the error of Model number 7 was lower than that of the model number 6
which used the technique of decay with the learning rate and momentum. Then we
tried the Models numbers 8, 9, and 10 with small values of learning rates and

momentums. We tried with Model number 8 which used the learning rate of 0.2 and
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momentum of 0.2. The average error of Model number 8 was constant at 0.016113.
Model number 8 has lower average error than that of Model number 7 which may
caused by small values of the learning rate and momentum. Therefore, we lowered the
learning rate and momentum to 0.2 and 0.1, respectively in Model number 9. We
trained this model until the average error was constant at 0.019993 for more than
100,000 cycles. We tried to lower the learning rate and momentum to 0.1 and 0.05,
respectively in the Model number 10 which is the last model for one hidden layer.
Model number 10 has one hidden layer and 50 neurons in the hidden layer. The
average error of Model number 10 was steady at 0.016719; so, we stopped the
training process. The average errors these models were closed to each other but it all
still higher than that of the convergence criterion of 0.01. In this case (10% maximum
error), the model that has one hidden layer and 50 hidden neurons could not achieved
the criterion as case | (20% maximum error). We considered to increase the numbers
of hidden neurons in ene hidden layer model. Model number 11 has one hidden layer
and 70 neurons in the hidden layer: and used leaming rate of 0.2 and momentum of
0.2. However, the average error was constant at 0.01289 and could not be reduced
further.

Several attempts of one hidden layer model were tried but none of them
achieved the convergence criterion. The next step was to try training the neural net
with two hidden layers. Next trials of two hidden layers were all used the small
learning rate of 0.2 and momentum of 0.2. Model number 12 was set with 15 and 5
neurons for the first and second layers, respectively. The error-of this model is steady
at 0,03867 for. more than-100,000 cycles, then-we-stopped training process. Model
number 13 which has 30 hidden neurons in the first layer and 10 hidden neurons in
the second layers was trained and observed the result. The error of Model number 13
was steady at 0.010742 which closed to the convergence criterion of 0.01. Model
number 14 was set with the values of learning rate of 0.1 and momentum of 0.05 and
using the same amount of hidden layers and hidden neurons as Model number 13. In
this case, the model achieved the convergence criterion. Figure 4.22 shows the
learning curve of model number 14. We supposed that the high amount of neurons
may cause more degree of freedom and let the neural net model be able to reduce the

error down below the criterion of 0.01. Model number 15 which has 40 neurons in the
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first layer and 10 neurons in the second layers was tried and observed the result. The
average error of this model was steady at 0.023736; so, we stopped the training
process. Model number 16 was set with 40 and 20 neurons for the first layer and
second layers, respectively. This model achieved the criterion at 79,542 cycles. Figure
4.23 shows the learning curve of Model number 16. Model number 17 which has 40
and 30 neurons in the first and second layers was then tried and observed the result.
The average error of Model number 17 achieved the convergence criterion at 272,761
cycles. Figure 4.24 shows the learning curve of Model number 17. We tried the next
model of Model number 18 which has 40 neurons in the first layer and 35 neurons in
the second layers. This model achieved the criterion at 5,373 cycles. Figure 4.25
shows the learning curve of Model number 18. Model number 19 has 40 and 40
neurons in the first and second layers was then tried and observed the result. The
average error of Model number 19 achieved the criterion at 39,388 cycles. Figure 4.25

shows the learning curve of Model number 19.
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From the trial and error, there are five neural net models that achieved the
convergence criterion and all models are two hidden layers. The first model that
achieved the criterion is Model 14 which has 30 and 10 neurons in the first and
second layers, respectively. The second model is Model number 16 which has 40
neurons in the first layer and 20 neurons in the second layers. The third model is
Model number 17 which has 40 and 30 neurons in the first and second layers,
respectively. The fourth model is Model number 18 which has 40 neurons in the first
layer and 35 neurons in the second layers. The last converged model is Model number
19 which has 40 and 40 neurons in the first and second layers, respectively. To choose
the best neural net model, we need to determine the total number of mismatches.
Since there are seven nedes for the output and 201 sets of data, the highest possible
number of total mismatehes is 1,407. The mismatches of outputs of the testing data
sets of the five models were computed and compared. Table 4.12 shows the number
of mismatches for these five neural net models. It was observed that the neural
network model having 30 neurons in the first layer and 10 neurons in the second
layers has a lowest number of mismatches in the testing than the other models.
Consequently, we used this medel to represent the neural net model for Case 2 (10%
maximum error). Figure 4.27 shows desired and calculated outputs of the chosen
neural network. A complete set of results is shown in Appendix C. Figure 4.28 shows
outputs of the neural network after applying the activation level of 0.7 in order to

transform the answers binary values of 1 and 0.

Table 4.12: Mismatches of desired and computed outputs for five neural net models in

Case 2.
‘Number of Mismatches
in set
Training | Validating | Testing
8 98 63
14 89 75
11 B8 67
13 B4 66

10 a7 68
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Figure 4.28: Comparison between actual and calculated outputs (after transforming to

binary numbers) for Model 14.
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To be assured that neural network achieved generalization, the three
partitioned data sets should have more or less similar distribution which covers all
possible ranges of information. Since the software partitioned the data set randomly,
histograms of training, validating, and testing sets were plotted in order to check for
similarities in distribution of each partitioned data set. Figure 4.29 through 4.39
compare histograms of the 11 input parameters in the training, validating, and testing
data. The histograms of each parameter have similar distributions to that of the

original data which is shown in Figure 4.2.
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3) Data distribution of testing sets.

Figure 4.30: Histograms of tubing depth.



70

3) Data distribution of testing sets.

Figure 4.31: Histograms of wellhead temperature.
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Figure 4.38: Histograms of oil flow rate.
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4.3.1 Results and Discussion

The best neural net model (Model number 14) in this case could perform the
lowest difference of prediction of 26.47% in testing data sets. In this section, we
discuss the mismatches in details which the mismatches are represented in ranges of
each flow condition. Figure 4.40 shows distribution of the mismatches of testing data.
In order to investigate the effect of input parameters to the accuracy of the prediction,
the percentage of false identification or mismatch is calculated for every value of each
input and plotted as histogram. The effect of input parameters on the mismatched is

discussed as follows:

1) Tubing diameter

Figure 4.40 (1) shows percentage of false identification for different tubing
diameters. The internal tubing diameters (ID) of the wells used in the testing phase of
the neural network are 1.9957, 2.441", 2.764”, 2.992", 3.958", 4.892", and 6.184".
The tubing diameter of 2.992" has the highest percentage of misidentification. Tubing
sizes that have the next highest percentage of mismatch are 4.8927, 2.4417, 1.995”
and 3.958” which have the mismatch percentage of 33.33%, 26.53%, 23.81% and

22.22%, respectively. Tubing sizes of 2.764” and 6.184" have no mismatch at all.

2) Tubing depth

Figure 4.40 (2) illustrates percentage of false identification for different tubing
depths. The tubing depths of the wells used in the testing phase of the neural network
are 3,182 to 12,062 feet. The depth of 3,501 to 4,000 feet and 4,501 to 5,000 feet have
the highest percentage of misidentification. This error may be caused by small amount
of training and validating data sets compared to those for other tubing depths (4 sets
of training and 1 set of validating as shown in Figure 4.30) for depth 3,501 to 4,000
feet; and (6 sets of training and 1 set of validating as shown in Figure 4.30) for depth

4,501 to 5,000 feet). Tubing depths that have the next highest percentage of mismatch
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are 6,501 to 7,000 feet, and 4,001 to 4,500 feet which have mismatch percentage of
50% and 35.71%. Tubing depths that have similar percentage of mismatch are 6,001
to 6,500 feet, 7,501 to 8,000 feet, 9,001 to 9,500 feet, and 12,001 to 12,062 feet which
have mismatch percentage of 28.57%. Tubing depths of 10,501 to 11,010 feet and
10,001 to 10,500 feet have mismatch percentage of 17.86% and 14.29%, respectively.
Tubing depth has the percentage of mismatch lower than 10% is depth of 9,501 to
10,000 feet. Tubing depths of 3,182 to 3,500 feet, 8,001 to 8,500 feet, and 11,011 to

11,500 feet have no mismatch at all.

3) Wellhead temperature

Figure 4.40 (3) shows percentage of false identification for different wellhead
temperatures. The wellhead temperatures of the wells used in the testing phase of the
neural network are 75 to 150°F. The temperature of 141 to 150°F has the highest
percentage of misidentification. This error may be caused by the small amount of
training and validating data sets compared to those for other wellhead temperatures (4
sets of training and 0 set for validating as shown in Figure 4.31). Wellhead
temperatures that have the next highest percentage of mismatch are 106 to 110°F, 126
to 130°F, 75°F, 121 to 125°F, 136 to 140°F, and 81 to 85°F which have mismatch
percentage of 71.43%, 42.86%, 38.10%, 35.71%, 35.71%, and 28.57%, respectively.
Wellhead temperature of 116 to 120°F and 101 to 105°F have mismatch percentage of
19.05% and 14.29%, respectively. Wellhead temperature that has percentage of
mismatch lower than 10% is 111 to 115°F. Wellhead temperatures-of 86 to 95°F and

131 to 135°F have no mismatch at all.

4) Bottomhole temperature

Figure 4.40 (4) illustrates percentage of false identification for different
bottomhole temperature. The bottomhole temperatures of the wells used in the

training phase of the neural network are 150 to 330°F. The bottomhole temperature of
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150 to 155°F has the highest percentage of misidentification. The bottomhole
temperatures that have the next highest percentage of mismatch are 186 to 195°F, 236
to 245°F, 326 to 3350F, 226 to 2350F, 266 to 2750F which have mismatch percentage
of 44.64%, 42.86%, 28.57%, 25%, and 21.43%, respectively. Bottomhole
temperatures that have the percentage of mismatch lower than 20% such as
temperature of 176 to 185°F and 256 to 265°F. Bottomhole temperatures of 156 to
175°F, 276 to 285°F, and 316 to 325°F have no mismatch at all.

5) Oil gravity

Figure 4.40 (5) shows percentage of false identification for different oil gravities.
The oil gravities of the wells used in the testing phase of the neural network are 8.3 to
54°API. The oil gravity of 19 to 23°API has the highest percentage of
misidentification. This error may be caused by the least amount of training and
validating data compared to those for other oil gravities (3 set sof training, 0 set of
validating as shown in Figure 4.33). Oil gravities that have the next highest
percentage of mismatch are 14 to 18°API and 39 to 43°API which have mismatch
percentage of 38.10% and 35.71%, respectively. Oil gravities that have the percentage
of mismatch lower than 20% such as oil gravities of 8.3 to 13°API, 24 to 38°API, and
49 to 54°API. Oil gravity of 44 to 48°API has no mismatch at all.

6) Gas specific gravity

Figure 4.40 (6) illustrates percentage of false identification for different gas
specific gravities. The gas specific gravities of the wells used in the testing phase of
the neural network are 0.68 to 1.705 (air=1). The gas specific gravity of 0.71 to 0.8
has the highest percentage of misidentification. Gas specific gravities that have the
next highest percentage of mismatch are 0.81 to 0.9, 1.01 to 1.1, and 0.91 to 1.00
which have mismatch percentage of 38.10%, 28.57%, and 21.43%, respectively. Gas
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specific gravity of 0.68 to 0.7 has mismatch percentage lower than 5%. Gas specific

gravity of 1.11 to 1.705 has no mismatch at all.

7) Wellhead pressure

Figure 4.40 (7) shows percentage of false identification for different wellhead
pressures. The wellhead pressures of the wells use in the testing phase of the neural
network are 181 to 3,744 psia. The wellhead pressure of 1,091 to 1,290 psia has the
highest percentage of misideniification. Wellhead pressures that have the next highest
percentage of mismatch are 891 to 1,090 psia, 691 to 890 psia, 291 to 490 psia, and
181 to 290 psia which have mismatch percentage of 57.14%, 47.62%, 35.71%, and
21.43%, respectively. Wellhead pressure of 1,491 to 1,690 psia has mismatch
percentage of 14.29%. Wellhead pressures that have the percentage of mismatch
lower than 10% such as pressure of 1,291 to 1,490 psia and 2,091 to 2,290 psia.
Wellhead pressures of 1,691 to 1,890 psia, 2,491 to 2,690 psia, and 3,691 to 3,744

psia have no mismatch at all.

8) Gas oil ratio

Figure 4.40 (8) illustrates percentage of false identification for different gas oil
ratios. The gas oil ratios of the wells used in the testing phase of the neural network
are 146 to 3,393 scfistb. The gas oil ratio of 2,601 to 3,100 sci/stb has the highest
percentage of misidentification. Gas oil ratio that have the next highest percentage of
mismatch are 146 to 600 scf/stb and 1,101 to 1,600 scf/stb which have the mismatch
percentage of 33.33% and 23.81%, respectively. Gas oil ratios that have the
percentage of mismatch lower than 20% such as gas oil ratio of 601 to 1,100 scf/stb
and 3,101 to 3,600 scf/stb. Gas oil ratio of 2,101 to 2,600 scf/stb has no mismatch at
all.
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9) Water cut

Figure 4.40 (9) shows percentage of false identification for different water cuts.
The water cuts of the wells used in the testing phase of the neural network are 0 to
60%. The water cut of 0% has the highest percentage of misidentification. Water cut
that has the next highest percentage of mismatch is 1 to 10% which has mismatch

percentage of 9.52%. Water cut of 51 to 60% has no misidentification.

10) Oil flow rate

Figure 4.40 (10) illustrates percentage of false identification for different oil
flow rates. The oil flow rates of the wells used in the testing phase of the neural
network are 41 to 24,200 stb/day. The oil flow rate of 4,011 to 5,010 stb/day has the
highest percentage of misidentification. Oil flow rates that have the next highest
percentage of mismatch are 1,011 to 2,010 stb/day, 2,011 to 4,010 stb/day, 6,011 to
7,010 stb/day, and 41 to 1,010 stb/day which have mismatch percentage of 42.86%,
35.71%, 32.14%, and 26.37%, respectively. Oil flow rates 7,011 to 8,010 stb/day and
9,011 to 11,010 stb/day have mismatch percentage of 14.29%. Oil flow rates that have
the percentage of mismatch lower than 15% such as flow rate of 7,011 to 8,010 and
10,011 to 11,010 stb/day. Oil flow rates of 12,011 to 13,010 stb/day, 14,011 to 15,010
stb/day, and 23,011 to-24,200 stb/day have no mismatch at-all.

11) Measure bottomhole pressure

Figure 4.40 (11) shows percentage of false identification for different measured
bottomhole pressures. The measured bottomhole pressures of the wells used in the
training phase of the neural network are 1,164 to 6,695 psia. The measured
bottomhole pressure of 2,501 to 3,000 psia has the highest percentage of
misidentification. The pressures that have the next highest percentage of mismatch are
3,001 to 3,500 psia, 1,501 to 2,000 psia, and 1,164 to 1,500 psia which have mismatch
percentage of 45.71%, 39.29%, and 38.79%, respectively. Measured bottomhole
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pressures that have the percentage of mismatch about 20% such as pressure of 2,001
to 2,500 psia and 4,001 to 4,500 psia. Measured bottomhole pressures that have the
percentage of mismatch lower than 10% such as pressure of 3,501 to 4,000 psia and
4,501 to 5,000 psia, respectively. Measured bottomhole pressures of 5,001 to 5,500

psia and 6,501 to 6,695 psia have no mismatch at all.

In summary, the main reason for false identification or mismatch is lack of data

in the training and validating phase of the neural network.
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Figure 4.40: Mismatch histograms for Case 2.
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Figure 4.40: Mismatch histograms for Case 2 (continued).
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Figure 4.40: Mismatch histograms for Case 2 (continued).
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Figure 4.40: Mismatch histograms for Case 2 (continued).
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4.4 Case 3: Best Correlation

In this case, the neural network was trained in order to propose the most
accurate multiphase flow correlation based on given flow conditions. In order to
achieve the convergence criterion, the number of hidden layers and the number of
neurons in the hidden layers were chosen by trial and error. Several combinations of
hidden layers and numbers of neurons in the hidden layers were initially tried and the
average error for each model was observed. The trial and error was stopped when the
average error was not reduced more than 100,000 cyeles. A total of 13 different runs
were tried. The parameters used in each try are tabulated in Table 4.13. The results of

trial tests are discussed as follows:

Table 4.13: Neural network models for Case 3: best correlation.

= dd =T |
v N

| gl NN | ™ |

L1 50 0 0250 02 0.015039

| 2 70 0 0.2 0.2 0.012894

| 3 30 5 0.2/ 35NS0.2 0.017186
4 30 20 0.2 02 |/ 001289

I e — 0.2 0.2 0.032905

6 40 10 0.2 0.2

| 7 40 13 0.2 0.2 0.013966 Stopped

| 8 40 15 0.2 0.2 0.012891 Stopped |

K 40 17 0.2 0.2 0.017188 S
10 40 20 0.2 0:2 ﬂ
11 40 30 b co2 02 | 0013964 Stopped |
12 40 40 0.2 0.2 0011816 Stopped
13 40 50 0.2 0.2 j

As experimenting in the first two cases (Case 1 and 2) of 20% and 10%
maximum error, we noticed that the converged models were set with the small
learning rates and momentums. Therefore, we used the leaming rate of 0.2 and
momentum of 0.2 in every trail models for this case. We started Model number |
which has one hidden layer and 50 hidden neurons similar to the converged model
(Model number 10) in the case 1 (20% maximum error). The average error was

decreased and steady to 0.015039. Model number 2 was set with one hidden layer and
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70 neurons in the hidden layer. In this case, the average error of 0.012894 was steady
for more than 100,000 cycles; so, we stopped the learning process. We noticed from
Model number 1 and 2 that the average error was reduced if the amount of hidden
neurons were increased. Therefore, we used the models with two hidden layers for the
next trials. Model number 3 which has 30 hidden neurons in the first layer and 5
hidden neurons in the second layer was trained and observed the result. The error was
steady at 0.017186 and then the training was terminated. We tried Model number 4
which has 30 and 20 neurons in the first and second layers, respectively. The average
error of this model was constant at 0.01289, we then terminated training process.
Model number 4 has average error closed to the convergence criterion. We then
increased the numbers of hidden neurons in the first and second layer to 40 and 5
neurons, respectively in Model number 5. The average error of this model was
reduced and steady at 0.032905 for more than 100,000 cycles, we then stopped the
training process. Model number 6 was set with 40 and 10 hidden neurons in the first
and second layers, respectively. This model achieved the convergence criterion at
596,643 cycles. Figure 4.41 illustrates the learning curve of Model number 6. We then
tried the next seven models (Model numbers 7 to 13) which every models have 40

neurons in the first layer and varied the numbers of neurons in the second layers.

Model number 7 has 40 and 13 hidden neurons in the first and second layer,
respectively. The average error of the model was steady at 0.013966 for more than
100,000 cycles; so, we stopped the training process. Model number 8 which has 40
neurons in the first layer and 15 neurons in the second layers was trained and
observed the result. The average-error of Model number 8 was steady at 0.012891.
Model number 9 has 40" and 17 neurons in the first and second layers, respectively.
The average error of Model number 9 was constant at 0.017188 for more than
100,000 cycles; we then terminated the training process. Model number 10 which has
40 hidden neurons in the first layer and 20 hidden neurons in the second layers
achieved the convergence criterion at 34,537 cycles. Figure 4.42 shows the learning
curve of model number 10. Model number 11 which has 40 and 30 neurons in the first
and second layers, repectively was trained and observed the result. This model has the
average error steady at 0.013964. We tried Model numbers 12 which has 40 neurons

in the first layer and 40 neurons in the second layers. The average error was reduced
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and steady at 0.011816. Model number 13 was set with 40 and 50 neurons in the first
and second layers, respectively. The Model number 13 achieved the convergence

criterion at 134,560 cycles. Figure 4.43 illustrates learning curve of model number 13.

[ Average error |
Lesning stopped - svedsgs braining error LDBSTE
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\

Two hidden layers
with 40 and 10 neurons

Figure 4.41: Learning curve of Model 6 (two hidden layers which 40 neurons in the

first layer and 10 neurons in the second layer)
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From the trial and error, there are three neural net models that achieved the
convergence criterion and all models are two hidden layers. The first model is Model
number 6 which has 40 and 10 neurons in the first and second layers, respectively.
The second model is Model number 10 which has 40 neurons in the first layer and 20
neurons in the second layers. The last model that achieved the criterion is Model
number 13 which has 40 and 50 neurons in the first and second layers, respectively,
To choose the best neural net model, we need to determine the total number of
mismatches. Since there are seven nodes for the output and 201 sets of data, the
highest possible number of total mismatches is 1,407. The mismatches of outputs of
the testing data sets of the three models were computed and compared. Table 4.14
shows the number of mismatches for these three neural network models. It was
observed that the neural network model having 40 neurons in the first layer and 20
neurons in the second layers has a lowest number of mismatches in the testing than
the other models. Therefore, we used this model to represent the neural net model for
Case 3 (Best Correlation). Figure 4,44 shows desired and calculated outputs of the
chosen neural network. A complete set of results is shown in Appendix D. Figure 4.435
shows the outputs of the neural network after applying the activation level of 0.7 in

order to transform the answers binary values of 1 and 0.

Table 4.14: Mismatches of desired and computed outputs for three neural net models

in Case 3.
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Figure 4.45: Comparison between actual and calculated outputs (after transforming to

binary numbers) for Model 10.
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To be assured that neural network achieved generalization, the three partitioned

data sets should have more or less similar distribution which covers all possible
ranges of information. Since the software partitioned the data set randomly,
histograms of training, validating, and testing sets were plotted in order to check for
similarities in distribution of each partitioned data set. Figure 4.46 through 4.56
compare histograms of the 11 input parameters in the training, validating, and testing
data. The histograms of each parameter have similar distribution to that of the original

data which is shown in Figure 4.2.
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Figure 4.46: Histograms of tubing diameter.
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3) Data distribution of testing sets.

Figure 4.47: Histograms of tubing depth.



3) Data distribution of testing sets.

Figure 4.48: Histograms of wellhead temperature.
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Figure 4.49: Histograms of bottomhole temperature.
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Figure 4.50: Histograms of oil gravity.
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Figure 4.51: Histograms of gas specific gravity.
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Figure 4.52: Histograms of wellhead pressure.
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Figure 4.53: Histograms of gas oil ratio.
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Figure 4.54: Histograms of water cut.



106

LIT ]
ouiE
(]934
owrsr |
[]1=4 >4
BLeeE

114 £ |
sigiz |
e |
aLoa
[TT1 TR
(T4

[ TTep-18 w |
T 5T e |
nev g
1111 m _
BEE N
et 5 |
eigge b
nLee
e

oL

LT
oLy

173 3
LT |
1= _
[+11-21

(1%

1) Data distribution of training sets.

aloes

118 "1

oLa'wE

QlaET

aloer

alg'e

oleel

Wy —=

oLg'rl
LIT. {1
‘ol

olo'e

I

ooz

al

O Mo e [V Tay}

2) Data distribution of validating sets.

10§ 4
nig'EE
aaez
BiOSE
KL
| moee
| owzz
e
[ oiree |
LT
LT0 3 TR
[ ougas
LT M |
LT |
LT
Lo .“. |
BTz
s B |
eioos
BLoe
sige
e
=113
auas
Bigr
1144
11, ¢4

Big

n

3) Data distribution of testing sets.

Figure 4.55: Histograms of oil flow rate.
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Figure 4.56: Histograms of measured bottomhole pressure.
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4.4.1 Results and Discussion

The best neural net model (Model number 10) in this case could perform the
lowest difference of prediction of 20.59% in testing data sets. In this section, we
discuss the mismatches in details which the mismatches are represented in ranges of
each flow condition. Figure 4.57 shows distribution of the mismatches of testing data.
In order to investigate the effect of input parameters to the accuracy of the prediction,
the percentage of false identification or mismatch is calculated for every value of each
input and plotted as histogram. The effect of input parameters on the mismatched is

discussed as follows:

1) Tubing diameter

Figure 4.57 (1) illustrates percentage of false identification for different tubing
diameters. The internal tubing diameters (ID) of the wells used in the testing phase of
the neural network are 1.995", 2.4417, 2,764, 2.992", 3.958", 4.892", and 6.184".
The tubing diameter of 6.184™ has the highest percentage of misidentification. Tubing
sizes that have the next highest percentage of mismatch are 3.958”, 2.992”, 2.441",
1.995”, and 4.892" which have the mismatch percentage of 24.29%, 21.43%, 17.86%,
14.29%, and 14.29%, respectively. There is no tubing size that has no mismatch in

case 3 (best correlation).

2) Tubing depth

Figure 4.57 (2) shows percentage of false identification for different tubing
depths. The tubing depths of the wells used in the testing phase of the neural network
are 3,182 to 12,861 feet. The depth of 4,501 to 5,000 feet, 6,001 to 7,000 feet, and
12,501 to 12,861 feet have the highest percentage of misidentification. These errors
may be caused by the least amount of training and validating data sets compared to
those for other tubing depths (5 sets of training and 3 sets of validating as shown in

Figure 4.47 for depth 4,501 to 5,000 feet; 2 sets of training and 2 sets of validating as
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shown in Figure 4.47 for depth 6,501 to 7,000 feet; 2 sets of training and 0 set of
validating as shown in Figure 4.47 for depth 12,501 to 12,861 feet). Tubing depths
that have the next highest percentage of mismatch are 10,001 to 10,500 feet, 4,001 to
4,500 feet, and 9,501 to 10,000 feet which have mismatch percentage of 25.71%,
23.81%, and 23.81%, respectively. Tubing depths that have the percentage of
mismatch lower than 20% such as depth of 3,182 to 3,500 feet, 7,501 to 8,500 feet,
and 10,501 to 11,000 feet. Tubing depths of 3,501 to 4,000 feet, 11,001 to 11,500 feet,
and 12,001 to 12,500 feet have no mismatch at all.

3) Wellhead temperature

Figure 4.57 (3) illustrates percentage of false identification for different
wellhead temperatures. The wellhead temperatures of the wells used in the testing
phase of the neural network are 75 to 140°F. The temperature of 106 to 110°F has the
highest percentage of misidentification. This error may be caused by small amount of
training and validating data sefs compared fo those for other wellhead temperatures (4
sets of training and 1 set for validating as shown in Figure 4.48). Wellhead
temperatures that have the next highest percentage of mismatch are 75°F, 86 to 90°F,
111 to 115°F, 126 to 130°F, and 116 to 125°F which have mismatch percentage of
28.57%, 23.81%, 23.81%, 22.45%, 19.05%, and 19.05%, respectively. Wellhead
temperatures that ‘have the percentage of mismaich lower than 15% such as
temperature of 81 to 85°F, 91 to 95°F, and 131 to 140°F. There is no wellhead

temperature that has no mismatch in case 3 (best correlation).

4) Bottomhole temperature

Figure 4.57 (4) shows percentage of false identification for different bottomhole
temperatures. The bottomhole temperatures of the wells used in the testing phase of
the neural network are 150 to 342°F. The bottomhole temperature of 256 to 265°F has

the highest percentage of misidentification. Bottomhole temperatures that have the
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next highest percentage of mismatch are 156 to 165°F, 196 to 205°F, 236 to 245°F,
276 to 285°F, and 316 to 335°F which all have similar mismatch percentage of
28.57%. Bottomhole temperatures of 266 to 275°F, 150 to 155°F, 226 to 235°F, 186 to
195°F, and 306 to 315°F have mismatch percentage of 21.43%, 20%, 19.05%, 16.67%,
and 14.29%, respectively. Bottomhole temperature that has mismatch percentage
lower than 10% is 166 to 175°F. Bottomhole temperatures of 335 to 342°F has no

mismatch at all.

5) Oil gravity

Figure 4.57 (5) shows percentage of false identification for different oil gravities.
The oil gravities of the wells used in the testing phase of the neural network are 8.3 to
66.7°API. The oil gravities of 34 to 38°API, 44 to 48°API, and 59 to 63°API have the
highest percentage of misidentification. These errors may be caused by the least
amount of training and validating data sets compared to those for other oil gravities (8
sets of training, 1 set of validating as shown in Figure 4.50 for oil density 44 to
48°API; and 2 sets of training, 0 set of validating as shown in Figure 4.50 for oil
density 59 to 63°API). Oil gravities that have the next highest percentage of mismatch
are 49 to 53°APL, 14 to 18°APL, 54 to S8°API, and 8.3 to 13°API which have
mismatch percentage of 25.71%, 19.64%, 19.05%, and 14.29%, respectively. Oil
gravity that has mismatch percentage lower than 10% is 19 to 23°APL. Oil gravities of
39 to 43°API and 64 to 66.7°API have no mismatch at all.

6) Gas specific gravity

Figure 4.57 (6) shows percentage of false identification for different gas specific
gravities. The gas specific gravities of the wells used in the testing phase of the neural
network are 0.67 to 1.705 (air=1). The gas specific gravities of 1.01 to 1.2 and 1.51 to
1.6 have the highest percentage of misidentification. Gas specific gravities that have
the next highest percentage of mismatch are 0.71 to 0.9, 0.67 to 0.7, and 0.91 to 1.0
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which have mismatch percentage of 21.43%, 18.57%, and 14.29%, respectively. Gas

specific gravity of 1.71 to 1.8 has no mismatch at all.

7) Wellhead pressure

Figure 4.57 (7) illustrates percentage of false identification for different
wellhead pressures. The wellhead pressures of the wells use in the testing phase of the
neural network are 164 to 4,048 psia. The wellhead pressure of 1,091 to 1,290 psia
has the highest percentage of misidentification. Wellhead pressures that have the next
highest percentage of mismatch are 1,491 to 1,690 psia, 1,891 to 2,090 psia, 2,691 to
2,890 psia, and 3,691 to 4,000 psia which all have similar mismatch percentage of
28.57%. Wellhead pressures that have the percentage of mismatch between 15% and
25% such as pressure of 164 to 490 psia and 1,691 to 1,890 psia. Wellhead pressures
that have the percentage of mismatch lower than 15% such as of 691 to 890 psia,
1,291 to 1,490 psia, and 2,091 fo 2,290 psia. Wellhead pressure of 3,291 to 3,490 psia

has no mismatch at all.

8) Gas oil ratio

Figure 4.57 (8) shows percentage of false identification for different gas oil
ratios. The gas oil ratios of the wells used in the testing phase of the neural network
are 129 to 5,160 scfistb. The gas oil ratios of 2,101 to 2,600 scf/stb, 3,101 to 3,600
scf/stb; and 5,101 to 5,600 scf/stb have the highest percentage of misidentification.
Gas oil ratios that have the next highest percentage of mismatch are 2,601 to 3,100
sct/stb, 129 to 600 scfistb, 601 to 1,100 scfistb, and 1,101 to 1,600 scf/stb which have
the mismatch percentage of 25.71%, 22.32%, 14.29%, and 10.71%, respectively.

There is no gas oil ratio that has no mismatch in case 3 (best correlation).
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9) Water cut

Figure 4.57 (9) illustrates percentage of false identification for different water
cuts. The water cuts of the wells used in the testing phase of the neural network are 0
to 50%. The water cut of 21 to 30% has the highest percentage of misidentification.
This error may be caused by small amount of training and validating data sets
compared to those for other water cuts (3 sets of training and 0 set of validating as
shown in Figure 4.54). Water cuts that have the next highest percentage of mismatch
are 0% and 1% to 10% which have mismatch percentage of 21.43% and 17.86%,

respectively. Water cut of 41 to 50% has no misidentification at all.

10) Oil flow rate

Figure 4.57 (10) shows percentage of false identification for different oil flow
rates. The oil flow rates of the wells used in the testing phase of the neural network
are 41 to 13,860 stb/day. The oil flow rates of 1,011 to 3,010 stb/day, 4,011 to 5,010
scf/day, 8,011 to 9,010 stb/day, and 11,011 to 13,860 stb/day have the highest
percentage of misidentification. Oil flow rates that have the next highest percentage of
mismatch are 6,011 to 7,010 stb/day, 41 to 1,010 stb/day, and 10,011 to 11,010
stb/day which have mismatch percentage of 25%, 20.88%, and 14.29%, respectively.
Oil flow rates-of 3,011 to 4,010 stb/day, 7,011 to 8,010 stb/day, and 9,011 to 10,010

stb/day have no mismatch-at all.
11) Measure bottomhole pressure

Figure 4.57 (11) illustrates percentage of false identification for different
measured bottomhole pressures. The measured bottomhole pressures of the wells used
in the training phase of the neural network are 1,201 to 6,570 psia. The measured
bottomhole pressure of 2,001 to 2,500 psia has the highest percentage of
misidentification. The pressures that have the next highest percentage of mismatch are
6,001 to 6,570 psia, 1,201 to 1,500 psia, 4,001 to 4,500 psia, 1,501 to 2,000 psia, and
5,001 to 5,500 psia which have mismatch percentage of 28.57%, 23.81%, 23.81%,
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20%, and 19.05%, respectively. Measured bottom hole pressures that have percentage
of mismatch lower than 15% such as 3,001 to 4,000 psia and 4,501 to 5,000 psia.

There is no measured bottom hole pressure that has no mismatch in case 3 (best

correlation).

In summary, the main reason for false identification or mismatch is lack of data

in the training and validating phase of the neural network.

Mismatch (%)

1.995 2441 2992 3.958 4.892 6184
Tubing diameter (inchas)

1) Percéntage of false identification for diffcrent tubing diameters.

Figure 4.57: Mismatch histograms for Case 3,
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Figure 4.57: Mismatch histograms for Case 3 (continued).
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Figure 4.57: Mismatch histograms for Case 3 (continued).
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Figure 4.57: Mismatch histograms for Case 3 (continued).
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4.5 Case 4: Percentage Error

In this case, the neural network was trained in order to propose percentage of
error for each correlation. The outputs are the error in percentage of each multiphase
flow correlation. The neural network was trained until the average training error is
lower than 0.1% which is the convergence criterion of this case. As in Case 3 (best
correlation), we set 13 neural net models with the same numbers of hidden layers,
hidden neurons, learning rate, and momentum. The parameters of each model are
tabulated in Table 4.15.

Table 4.15: Neural network models for Case 4: percentage error.

OO = [ | | e | |-

9 40
10 40
11 40
12 40
[ 13 }< a0

As a resultof training phase, all 13 neural net models achieved the convergence
criterion. To choose the best neural net model, we need to determine the percentage of
correct numbers of matches. Since the outputs from the neural networks are
percentage of errors between computed and measured pressures, the errors from the
seven correlations are compared in order to determine the best correlation. The best
correlations for the 34 testing sets of data are then compared with the actual best
correlations. The number of matches is then computed. Table 4.16 shows the numbers
of data sets that share the same best correlation between computed and actual output.

It was observed that the neural net model having 40 neurons in the first layer and 17
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neurons in the second layers has the highest number of data sets that matches.
Therefore, we use this model to represent the neural net model for Case 4 (percentage
error). Figure 4.58 shows actual and calculated outputs of the chosen neural network.

A complete set of results is shown in Appendix E.

Table 4.16: Numbers of data sets that match in the best correlation for 13 neural net

models in Case 4.
I 50 0 70 6 5
2 70 0 | 34 | 10 9
3 30 5 129 8 7
4 30 20. | 38 12 9
5 40 50\ 486 9 9
6 40 0 [ 53 5 9
7 40 13 744 78 14 9
8 400 | L1572 8 8
9 40 17——488. 10 11
10 40 20 | 64 11 8
I 40 130, < |t 9 6
12 40 40 i g 6
13 40 | 50 o e 8

As seen in Table 4.16; the aceuracy of identifying the best correlation is quite
low. This is dueto the fact that the errors between computed and measured
bottomhole _pressures from the seven correlations are sometime very close.
Consequently, it is difficult to determine such differences. The best approach is
probably presenting the predicted errors to the users and let the users choose

correlation(s) that provide small or acceptable errors.
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Match of best comrelation Actual output
DataSet | :Tbg |O:D&R | .. i e s 0:D&R
No. | Diagn) m O:H&B | O:FAB™O:M&B | 0:B&B | O:Ork ©
D:4.0 1.995 134 1342 7 746 5.96 552
P:4.0 1.995 257 99 10.88 235 956 1,99
D:50 1805 1281 219p 2199 891 9,08 1021
P:5.0 1985 21168 29 3192 2554 19.54) 20
D:8.0
P:6.0 1.995 30, Bl 18
'D:9.0 1.995 ‘ 21.19 . 1547 12,
P:9.0 1,885 17.04 523 7 B4 553
D100 1995 13.68) 1347 1.41 1.44
P:100 | 1985 536 540 B.02 1.20
D:11.0 1.995 056 589 £.06 4,65 8.77
[P:11.0 1.995 415 2.58 . 0.51
|D: 33.0 2441 269 262 - DM
P:33.0 | 2441 14.26]  17.30
D:420 | 2441 658/ 366
P:42.0 2.441 : . 408 283
|D: 56.0 2441]  2146] 273 4132 11.74
|P:56.0 2441 14.83) 785 3904

Caleulated output

Figure 4.58: Samples of actual and caleulated outputs for Model number 9.

To be assured that neural network achieved generalization, the three partitioned
data sets should have more or less similar distribution which covers all possible
ranges of information. Since the software partitioned the data set randomly,
histograms of training, validating, and testing sets were plotted in order to check for
similarities in distribution of each partitioned data set. Figure 4.59 through 4.69
compare histograms of the 11 input parameters in the training, validating, and testing
data. The histograms of each parameter have similar distribution to that of the original

data which is shown in Figure 4.2.
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Figure 4.63: Histograms of oil gravity.
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Figure 4.64: Histograms of gas specific gravity.
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4.5.1 Results and Discussion

The best neural net model (Model number 9) in this case could perform the
highest percentage of correct numbers of matches in data set in order to identify the
best correlation, Model number 9 yields the highest percentage of correct numbers of
matches of 32.35% in testing sets. In this section, we discuss the misidentification as
sets of data in details which are represented in ranges of each flow condition. Figure
4.70 shows distribution of the misidentification of testing data. In order to investigate
the effect of input parameters to the percentage of correct numbers of matches of the
prediction, the percentage of false identification or mismatch as sets of data is
calculated for every value of each input and plotted as histogram. The effect of input

parameters on the misidentificalion as sets of data is discussed as follows:

1) Tubing diameter

Figure 4.70 (1) illustrates percentage of match for different tubing diameters.
The internal tubing diameters (ID) of the wells used in the testing phase of the neural
network are 1,995, 2.441%, 2.992" 3.958", 4.892", and 6.184”. The tubing diameter
0f 4.892" has the highest percentage of misidentification. This error may be caused by
the least amount of training and validating data sets compared to those for other
tubing sizes (8 sets of training and 3 sets of validating-as-shown in Figure 4.59).
Tubing sizes that have the next highest percentage of mismatch are 1.9957, 2.4417,
2.992", and 6.184" which all have the similar mismatch percentage of 66.67%.
Tubing diameter 3.958” has the misidentification of 62.50%. There is no tubing size

that has no mismatch in Case 4 (percentage error).

2) Tubing depth

Figure 4.70 (2) shows percentage of false identification for different tubing
depths. The tubing depths of the wells used in the testing phase of the neural network
are 3,825 to 12,290 feet. The depth of 5,001 to 5,500 feet, 7,001 to 8,000 feet, and
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9,501 to 12,000 feet have the highest percentage of misidentification. Tubing depths
that have the next highest percentage of mismatch are 4,001 to 5,000 feet and 8,001 to
9,000 feet which have mismatch percentage of 66.67%. The tubing depths that have
mismatch of 50% are the depths of 3,825 to 4,000 feet and 6,501 to 7,000 feet. Tubing
depth that has mismatch of 33.33% is the depth of 6,001 to 6,500 feet. Tubing depths
of 9,001 to 9,500 feet and 12,001 to 12,500 feet have no mismatch at all.

3) Wellhead temperature

Figure 4.70 (3) illustrates percentage of false identification for different
wellhead temperatures. The wellhead temperatures of the wells used in the testing
phase of the neural network are 75 1o 195°F. The temperatures of 86 to 90°F, 101 to
105°F, and 116 to 125°F have the highest percentage of misidentification. Wellhead
temperatures that have the next highest percentage of mismatch are 136 to 140°F,
75°F, 106 to 115°F, 126 to 130°F, and 191 to 195°F which have mismatch percentage
of 80%, 66.67%, 66.67%, 66.67%, and 50%, respectively. Wellhead temperature that
has mismatch of 33.33% is the temperature of 146 to 150°F. Wellhead temperature of

91 to 95°F has no mismatch at all.

4) Bottomhole temperature

Figure 4.70 (4) shows percentage of false identification for different bottomhole
temperatures. The bottomhole temperatures of the wells used in the testing phase of
the neural network are 150 to 342°F. The bottomhole temperatures of 176 to 185°F,
226 to 235°F, 266 to 275°F, and 306 to 315°F have the highest percentage of
misidentification. Bottomhole temperatures that have the next highest percentage of
mismatch are 186 to 195°F, 256 to 265°F, 150 to 155°F, 295 to 305°F, and 336 to
345°F which have mismatch percentage of 75%, 71.43%, 66.67%, 50%, and 50%,
respectively. Bottomhole temperature of 236 to 245°F has mismatch percentage of

33.33%. Bottomhole temperature of 166 to 175°F has no mismatch at all.
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5) Oil gravity

Figure 4.70 (5) shows percentage of false identification for different oil gravities.
The oil gravities of the wells used in the testing phase of the neural network are 12.5
to 66.7°API. The oil gravities of 19 to 23°API, 29 to 33°API, 44 to 53°API, and 64 to
68°API have the highest percentage of misidentification. These errors may be caused
by the least amount of training and validating data sets compared to those for other oil
gravities (5 sets of training, 1 set of validating as shown in Figure 4.63 for oil gravity
19 to 23°API; 5 sets of training, 1 set of validating as shown in Figure 4.63 for oil
gravity 29 to 33°API; 7 sets of training, 2 sets of validating as shown in Figure 4.63
for oil gravity 44 1o 48°API; 16 sets of training, 7 sets of validating as shown in
Figure 4.63 for oil gravity 49 to 53°API; and 2 sets of training, 0 sets of validating as
shown in Figure 4.63 for oil gravity 64 to 68°API). Oil gravities that have the next
highest percentage of mismatch are 14 1o 18°API, 34 to 38°API, 12.5 to 13°API, and
39 to 43°API which have mismateh percentage of 75%, 70%, 66.67%, and 50%,
respectively. Oil gravity of 54 to 63°API has no mismaich at all.

6) Gas specific gravity

Figure 4.70 (6) shows percentage of false identification for different gas specific
gravities. The gas specific gravities-of the wells used in-the testing phase of the neural
network are 0.65to 1.12-(air=1). The ‘gas specific gravity of 0.91 to 1.0 has the
highest. percentage- of misidentification. Gas. specific, gravities. that have the next
highest percentage of mismatch are 0.65 t0 0.7, 0.81 t0 0.9,-1.11 to 1.2,°0.71 to 0.8,
and 1.01 to 1.1 which have mismatch percentage of 83.33%, 75%, 66.67%, 57.14%,
and 50%, respectively. There is no gas specific gravity that has no mismatch in Case 4

(percentage error).
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7) Wellhead pressure

Figure 4.70 (7) illustrates percentage of false identification for different
wellhead pressures. The wellhead pressures of the wells use in the testing phase of the
neural network are 145 to 3,364.7 psia. The wellhead pressures of 891 to 1,090 psia,
1,491 to 2,090 psia, and 3,291 to 3,490 psia have the highest percentage of
misidentification. Wellhead pressures that have the next highest percentage of
mismatch are 291 to 490 psia, 691 to 890 psia, 1,091 to 1,291 psia, and 145 to 290
psia which have mismaich percentage of 71.43%, 66.67%, 66.67%, and 62.50%.
Wellhead pressure of 491 to 690 psia has percentage of misidentification of 50%.
Wellhead pressures of 1,291 to 1,490 psia and 2,091 to 2,290 psia have no mismatch

at all.

8) Gas oil ratio

Figure 4.70 (8) shows percentage of false identification for different gas oil
ratios. The gas oil ratios of the wells used in the testing phase of the neural network
are 192 to 3,588 sciistb. The gas oil ratios of 1,601 to 2,100 scf/stb and 2,601 to 3,100
scf/stb have the highest percentage of misidentification. These errors may be caused
by the least amount of training and validating data sets compared to those for other
gas oil ratios (3.sets of training, 2 set of validating as shown in Figure 4.66 for gas oil
ratio 1,601 to-2,100 scf/stb and 5'sets of training, 4 set of validating as shown in
Figure 4,66 for gas oil ratio 2,601 to 3,100 scf/stb). Gas il ratios that have the next
highest percentage of mismatch are 601 to 1,100 scf/stb, 192 to 600 scf/stb, 1,101 to
1,600 scf/stb, and 3,101 to 3,600 scf/stb which have the mismatch percentage of 70%,

66.67%, 60%, and 50%, respectively. There is no gas oil ratio that has no mismatch in

Case 4 (percentage error).
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9) Water cut

Figure 4.70 (9) illustrates percentage of false identification for different water
cuts. The water cuts of the wells used in the testing phase of the neural network are
to 20%. The water cut of 0% has the highest percentage of misidentification. Water

cut of 11 to 20% has no misidentification at all.

10) Oil flow rate

Figure 4.70 (10) shows percentage of false identification for different oil flow
rates. The oil flow rates of the wells used in the testing phase of the neural network
are 44 to 23,540 stb/day. The oil flow rates of 3,011 to 4,010 stb/day, 6,011 to 8,010
scf/iday, 11,011 to 12,010 stb/day, and 15,011 to 16,010 stb/day have the highest
percentage of misidentification. These errors may be caused by the least amount of
training and validating data sets compared to those for other oil flow rates (3 sets of
training, 1 set of validating as shown in Figure 4.68 for oil flow rate 3,011 to 4,010
stb/day; 5 sets of training, 4 set of validating as shown in Figure 4.68 for oil flow rate
6,011 to 7,010 stb/day; 4 sets of training, | set of validating as shown in Figure 4.68
for oil flow rate 7,011 to 8,010 stb/day; 6 sets of training, 1 set of validating as shown
in Figure 4.68 for oil flow rate 11,011 to 12,010 stb/day; and 3 sets of training, 1 set
of validating as shown in Figure 4.68 for oil flow rate 15,011 to 16,010 stb/day). Oil
flow rates that-have the next highest percentage of mismatch are 44 to 1,010 stb/day,
9,011-t0 10,010 stb/day, 1,011-t0-2,010 stb/day -which -have mismatch percentage of
72.73%, 66.67%, and 60%, respectively. Oil flow rates of 5,011 to 6,010 stb/day and
10,011 to 11,010 stb/day which all have similar mismatch percentage of 50%. Oil
flow rates of 13,011 to 14,010 stb/day and 19,011 to 23,540 stb/day have no mismatch
at all.

11) Measure bottomhole pressure

Figure 4.70 (11) illustrates percentage of false identification for different

measured bottomhole pressures. The measured bottomhole pressures of the wells used
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in the training phase of the neural network are 1,165 to 5,319 psia. The measured
bottomhole pressures of 1,501 to 2,000, 3,001 to 3,500 psia, and 5,001 to 5,319 psia
have the highest percentage of misidentification. The pressures that have the next
highest percentage of mismatch are 3,501 to 4,000 psia, 1,165 to 1,500 psia, 2,001 to
3,000 psia which have mismatch percentage of 66.67%, 50%, and 50%, respectively.
Measured bottom hole pressures of 4,501 to 5,000 psia has percentage of mismatch of

33.33%. There is no measured bottom hole pressure that has no mismatch in Case 4

(percentage error).

In summary, the main reason for false identification or mismatch is lack of data

in the training and validating phase of the neural network.

Mismateh (%)

Tublng dismater (inches)

1) Percentage of false identification for different tubing diameters.

Figure 4.70: Mismatch histograms for Case 4.
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Figure 4.70: Mismatch histograms for Case 4 (continued).
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Figure 4.70: Mismatch histograms for Case 4 (continued).
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In this chapter, we compared the performance of the chosen neural networks
among the four cases which calculated the difference between measured and
computed outputs of each correlation from the neural networks. The difference was
calculated as percentage of mismatch in testing data set. Table 4.17 shows the
differences and mismatches in testing data sets for the chosen models of Case 1, 2,
and 3. Model number 10 of Case 1 (20% maximum error) yields the lowest difference
of 17.23% in testing set of data. Th&scéoh)i best model is Model number 10 of Case 3:
(best correlation) which has difference of 2 Mudul number 14 of Case 2 (10%
maximum error) has diﬁhmnaenf 26.47%. Nelnalfnem'ﬂrks in Case 3 and 4 have the
t iﬁ:mmla&m for given conditions. Therefore,
: e 3 and 4 shuuld be computed the percentage

Case 1: (20% maximum error) | 10 50 ?L 41 17.23%
| — - >

Case 2: (10% mﬁ)jﬁﬁ_, um error) 14 30 | ,“3‘ § 63 26.47%

Case 3: (best cnrrefa}'ﬂﬂn} 10 40 Tiu 49 20.59%

Tal}le 4.18: P‘erocn.’tage of correct numhers of matehcs in set of testing data.

| Case 3: (best correlation)

Case 4. (percentage error) 9 40 17 11 32.35%
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For Model number 9 of Case 4, the errors between measured and computed
outputs were calculated. Table 4.19 shows the average percentage of absolute
difference between predicted error and calculated error of Model number 9 of Case 4.
As seen in the table, the difference is quite small. Therefore, we should use this neural
network to predict error obtained under given flow conditions for each correlation and

let the users choose the best correlation themselves.

Table 4.19: Average percentage ol absolute difference between predicted error
and computed error of Model number 9 of Case 4.

e INo | Difference insets of data
Case 4: percentage error 9\ 1L2Th 10.02% 7.84%

In comparison among the chosen neural networks of the four cases, neural
networks of Case | and 2 have the difference from Table 4.17 of 17.23% and 26.47%,
respectively; neural networks of Case 3 and 4 have percentage of correct numbers of
matches from Table 4.18 of 29.14% and 32.35%, respectively. Although the model in
Case | has the best performance in identifying multiphase flow correlations that have
a maximum error of 20%, the level of error is still high. Therefore, the neural network
for this case should not be chosen. The neural networks of Case 2 which identify
multiphase flow correlations that have a maximum error 10% for given flow
conditions should-be chosen. In addition to select appropriate correlation, the neural
networks of Case 4 which identify percentage of error of each correlation should be
the chosen networks as Case-2. Therefore, the user can select the correlation which
provides the lowest percentage or acceptable error for given well conditions.

The neural network of Case 2 and Case 4 should be chosen in order to
represent as an intelligent system to recommend appropriate correlations for vertical

multiphase flow.



CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

This thesis used artificial neural networks to propose vertical multiphase flow
correlations having certain level of accuracy as well as the best vertical multiphase
flow correlations. To develop the neural networks, four main steps were followed: (1)
determine inputs and outputs of the neural network model, (2) screen data before
using them for neural network, (3) develop procedures to train neural networks, and
(4) investigate the effect of inputs to accuracy of prediction.

In the first step, inputs and outputs of neural networks were specified. The
inputs are 11 flow parameters: tubing diameter (inside diameter), tubing depth,
wellhead temperature (WHT), bottomhole temperature (BHT), oil density, gas
specific gravity, wellhead pressure (WHP), gas oil ratio (GOR), water cut, oil flow
rate, and measured bottomhole pressure (BHP). These variables were obtained from
five published SPE papers. The outputs are commonly used vertical multiphase flow
correlations in petroleum fields which are Duns and Ros (original), Duns and Ros
(modified), Hagedorn and Brows, Fancher and Brown, Mukherjee and Brill, Beggs
and Brill, and Orkiszewski.

The next step is to screen the data before using them to develop the neural
networks. Data obtained from the published papers were plotted as histograms in
order to observe the distribution of each variable. If any data values are not in the
majority range, the data were removed. Seven out of 208 sets of data were eliminated
in the screening process. Therefore, only 201 sets were used for the development.

Neural networks used 201 sets of data directly as input. Outputs of neural
networks are the level of -accuracies of vertical multiphase flow correlations.
PROSPER software was used to compute the bottomhole pressure for each correlation
and then the results of pressure were compared with measured bottomhole pressure.
The difference between computed and measured bottomhole pressure was calculated
in percentage. In Case 1, 2, and 3; the deviation was transformed to binary numbers
based on level of accuracy. In Case 4, we used percentage of error of each correlation
directly as outputs of the neural networks. Trial and error was performed in order to

seek the model which yields an average error less than 1% in the training for Case 1, 2,
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and 3. Neural networks in Case 4 were tried until the model yields an average error
less than 0.1% in the training. The numbers of hidden layers, hidden neurons, the
learning rate, and momentum were tried until achieving the criterion. If there is more
than one converged model, the best model which is the most accurate in prediction
with testing would be chosen.

In order to choose the best performer in Case 1 and 2, the errors based on
incapability to identify correct correlation(s) which we called “mismatches” were
computed for all the models and then compared. The model with the lowest number
of mismatches was chosen as the most appropriate neural network. In order to
determine the mismatch, the computed outputs from the neural network were
transformed to either Ooor 1. If the activation level of the output node was lower than
0.7, the output was eonsidered having a value of 0. Otherwise, the output was
considered having a value of 1. The mismatch is the difference between the binary
numbers of actual and calculated outputs. The total numbers of mismatches for all the
models were compared, and the model that has the lowest number of mismatches in
the testing data set would be chosen.

In order to choose the best performer in Case 3 and 4, the percentage of
correct numbers of matches was computed for all sets of testing data and compared.
The model with the highest number of data set that neural network predict the same
best correlation as actual output was chosen as the most appropriate neural network.

Next, the chosen neural networks were investigated for the effect of input
parameters to the accuracy of the prediction. The percentage of false identification or
mismatch is calculated for evéry value of each input and plotted as histogram.
Therefore, we can use the.neural networks. with care since we know the range of input
that will yields high error.

The neural networks could be categorized into four cases as follows:
o Case 1: 20% maximum error
e Case 2: 10% maximum error
e (Case 3: best correlation
e Case 4: percentage error
After experimenting neural networks with the testing set of data, model of Case |

(20% maximum error) yields the lowest difference of 17.23% in the testing set of data.
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The second best model is Case 2: (10% maximum error) which has the difference of
26.47%. The third best model is Case 4: (percentage error) which has percentage of
correct numbers of matches of 32.35%. The worst one in this study is Case 3 (best
correlation) which has percentage of numbers of matches of 29.41%.

Although the model in Case 1 has the best performance in identifying
multiphase flow correlations that have a maximum error of 20%, the level of error is
still high. Therefore, the neural network for this case should not be chosen. The neural
networks of Case 2 which identify multiphase flow correlations that have a maximum
error 10% and the neural networks of Case 4 which identify percentage of error for
each correlation for given flow conditions should be chosen to use in application of
pressure loss calculationin tubing.

In order to verify prediction accuracy of the neural networks, we investigated
false identification based on gach flow variable. Several remarks in using the neural
network can be made as follows:

1) Flow variables which are measurement data obtained from the SPE papers
have wide ranges of values but low quantity of data exists in certain ranges of
variables, Therefore, high prediction error may be caused by limited amount
of training data on those ranges.

2) Histogram- of mismatch shows the percéntage of false identification of
prediction performed by the neural network. The histogram demonstrates the
effect of flow conditions to the accuraey of the prediction. Before performing
prediction with new flow conditions, individual range of variable should be
checked with histograms in order to estimate the prediction error.

3) The amount of data for neural network developmentis limited. The accuracy
of the neural network increases as more data are incorporated into the training
process. Thus, with additional -data, the neural network can adapt to make
more accurate prediction over a wider range of flow conditions. Moreover, the
additional data could be directly incorporated with the present training data,
and the training process can be continued from the current step.

4) The advantage of neural network is to compute the prediction in a very short
period of time. Although the training itself takes a very long time, the

identification takes only fractions of a second.
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APPENDIX A
Details of 208 sets of data obtained from the five published SPE papers
| | | Gas | | |
| Tubing | Tubing ! Qil | specific | Oil flow | Measured
Data | diameter | depth WHT BHT gravity | gravity | WHP GOR Water rate BHP
setNo. | (inches) | f(feety | (°F) _ (°F) | (*APY | fair=1) | (psia) | (scfibbl) | cut{(%) | (stbiday) | (psia)
1 1.995 | 7450 | 75| 189 ) 541 0752 1645 3393 0 82 | 3300
| 2 | 1995 7350 | 75 189 | 54| 0752 1635 3393 o 125 | 3290
3 | 1995 9620 | 75 189 54 | 0.752 1455 3393 ol 480 | 3365
| 4 | 1995| 7850 75 189 388 | 09349 990 1019 0| 187 3190
.5 | 1995 6550 75 189 | 421 08225) 985 1245 0] 167 | 2665
5 | 1995| 6570 75 189 | 421 08225 665 1245 ol 138 | 2555
7 | 1995 7800 75 189 | 426 084 1261 1747 0 168 | 31411|
8 1995  BOTO 75 189 1 426 D84 1229 1747 ol 2502| 3199 |
9 | 1995 8000 75 189 * 425 084 | 1221 1747 o] 91.2 | 3251
10 1.995 | 8480 75 1889 | 439 | 08287 1655 3588 0| 131 | 3260
11 1.895 | 4410 75) 189 413| 1048 145 192 0] 2453 1419
12 1995 | 3000 7541894 413 1048 175 189 0| 1603 ] 1083
13 1.995 | 4410 75 189 413 | 1048 105 230 0] 3924]| 1229
14 1.095 | 3363 85 1688 15.6 078 1997 | 9447 604 426096 14853
15 1.995 | 33957 851 1724 156 068 | 1938| 7876 51| 41.013] 15009
16 1.995 | 33629 85 1685 15.6 0.78 | 2506 | 70293 56| 14652 | 15067 |
17 1.995 3385 85 | 158 15.6 0.62 107.2 | 24751 14| 12986 1513.8
18 1.995 | 33138 86 | 187 156 067 157 ] 6928 25| 1605| 1458.4 |
19 1.995 | 334656 86| ' 1724 155 072 3561 8892 44 1016228 |  1505.3
20 | 2441| 9592 75 189 | o508| 068} 2360 3640 D, 2448 | 4090
21 2441 | 10883 5 189 416 [ 0Te2 1784 2151 ol a1za2l 4315
22 2.441 | 10800 | 75 189 444 |0 o7es] | 1264 2250 0 60 | 3835
23 2.441| ©500 | 75 189 362 | 08225 555 506 0] 60| 2325 |

¢l
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| | Tubing | Tubing Oil | specific | Oil flow | Measured
Data | diameter | depth |, WHT BHT | gravity  gravity | WHP | GOR | Water rate BHP
ISE'N . | (inches) | (feet) (°F) £F) | (CAPY | (air=1) | (psia) | (scffbbl) | cut(%) | (stbiday) | (psia)
24 2.441 6500 75 189 362 | 08225 455 006 0 108 1635
25 2.441 | 128615 90 200 ar 0.7 ) 1579.2 | 5160.2 0 188.7 | 40056 |
| 26 2.441 | 128615 90" 200 37 0.7 | 12047 3762 0] 283 40487
[ 27 2441 | 127959 90 | " 200 37 07 ] 19931 | 26503 0. 3648 50325
28 2441 70541 107801 176 3284 p.7] 10032 7749 0 4075 3236.2 |
29 2441 | 8038.4 921 | 167 40.3 0.75.| 1387.2 942 2 0 191.9 3588.9 |
30 2441 10532 932l 2324 |, | 46 0.71] 22705 | 22718 0] 4397 48542 |
31 2441 75791 ! 1389 /1879 192 | o71! 42| 5008 0| 68687 ] 32646
32 2441 | 8760.3 104 1885 251 057 1285| 3818 0! 3535 2819.4 |
33 2441 | 75787 | 118.94| MesB| 1931 07 815 | 5124 0. 38343 3444.7 |
kY 2441 | 75787 | 132.8 18488 ... 19200 0708 | 5632 | 5124 o] 422675] 3294 |
35 2441 | 75787 | 138.92 | 187.88 192} 0708 4295| 5124 0| 6868.47 3249.9
| 36 | 2441 87598 104 | 1985%— 260571 113.8 383.7 0| 255386 2762.1
37 2441 | B759.8 104, 19857 . 250' O&71| 1138| 3837 0| 353.487 2804.7
. 38 2441 | 76476 | 1076 | 1922 32.2 092 ]| 15645 8584 | 0 2616.56 3955.3 |
| 30 | 2441 7os538! 1088 176 3280 0701 896 | 7449 0| 220395| 29726
| a0 | 2441| 70538 10786 176 328| o701| w98as| 7562 0| 3607.84 3164.6 |
41 | 2441] 70538 1076 176 328| 0701 Gess5| 7788 0] 40758 32215 |
| 42 2441 | 80381 9212 167 403] 075| 13m25| 947 | 0. 19184 3574.2 |
| 43 2441 80381 896 167 203| 0751 13441 947 0! 33084 35088
44 | 2441 80381 8942 167 403 075 13085 947 0| 48054 3436.2 |
45 | 2441 80381, 986 167 4031 | 1075 [ T34 847 0] 112588 3227.1 |
46 | 2441 105315 932 | 23216 46 o717 "21931Y 22833 0] 21574 4540.9 |
47 2.441 | 10531.5 932 | 23216 46 07vh 22557 | 22833 0] 43966,  4639.5 |
48 2441 | 33466 86 167 166/ 067 | © 3461 580.6 23 | 152075 1488.1 |
49 2441 33466 B6 168 168" ‘o078l 1625 | | 7478 9| 160.251 1448.6 |
50 2441 | 33793 86| 1724 1667 | o072] 252| 14373| 14| 71978 1512.4 |
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¥ | | ' &5 |

| li Tubing | Tubing il | specific | l Oil flow | Measured

| Data |diameter | depth , WHT | BHT | gravity  gravity | WHP | GOR | Water | rate BHP |

| set No. | finches) {fﬂ!ﬂt_}_f (°F) (°F) CAPI) | {air=1) | (psia) | (scfibbl) | cut(%) | (stbiday) | (psia) |
51 | 2441 | 46259 104 | 1832 312]  o7ef 11539 oros4 | 28 1422 1854.8 |
52 | 2441 44457] 104 185 14 48 06| 2892 2833] 24 | 172.064 1988.9 |

| 53 | 2441| 8465 o0 200 37 07| 2949 2527 50 148.5 33555 |

| 54 | 2441] 10007 | 90 200 37 07| 6064 5053 10| 446.04 3745.3
55 | 2441 61027 80 254 7 0.65 228 | 701.9 | 0 36 2253.4

| 56 2441 | 61027 90 264 37| 085 8112 2027 | 0 15 2850.7

| 57 | 2441 52496 80 264 37|, 065 #4414 6064 | 0 44 | 197486
58 | 2.764 100349 134 320 5037661 0.7 1620 | 11166 | ¥ 10872 5695
50 | 2764 | 13477 135 301 | 52.98501 071 1540 | 2717.4 | 0 1104 5840
50 2764 | 13477 130 | /. 289 ['5226623] OT1 2130 | 3086.3 0 823 6045
651 2764 | 11303 | 1035 | 2375 | 4659637 | . 0.667 575 2750] 0] 720 | 1400
62 2764 | 10875 139 308, 6667327 | 0585 3940 | 23034 0 4272 5729
63 | 2992 3825 126 150 1511 075 56465 765 | 0 1065 1214.7
54 2992 | 3940 126 150 1464 05| 164.65 252 | 0 1300 1014.7
655 2992 | 3800] 126 150 | 144| 07571465 1430 | 0 3166 1264.7
88 2992 | 3720 Wl 150l 144l 078 31485 232 | 0 1965 | 12147
57 2992 | 4240 126 150 15.6 0.75 | 714.65 957 | 0 1165 1564.7
68 2992 | 4570 126 150 13.5 075 86465 1500 | 0 1955 | 1514.7
59 2992 | 4175 12610 150 156] 075 31465 267 | 0 2700 1514.7
70 2992 | 4355 128 150 | 12.9 0.75 | 26465 185 0 855 1714.7
71 2.992 4670 126 150 13.6 0.75| 92465 1565 | 0 2320 1664.7

| 72 2.992 4575 126 150 | 1861 075 665465 BS8 0 2480 1564.7
73 | 2992 | 4400 126 150717 “ 186" “oi7s] "41485) 472 0 1040 1364.7
74 2.992 4055 126 150 | 13 0.75-h 514.55 3d1 | 0 1490 1564.7

| 75 2992 | 3105 25 19 <156 136 0.75 |) 514.65 335 | 0 1310 1464.7

Pl
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i Tubing | Tubing [ oil | specific: | Oil flow | Measured
Data | diameter | depth = WHT BHT | gravity | grawity | WHP | GOR | Water | rate BHP ‘
setNo. | (inches) | (feet} | (°F) CF) | CAPY | (aic1) | (psia) | (scibbl) | cut{%) | (stbiday) | (psia)

76| 2992| 410! 126 150 129] 075] 16485 185 o] 13s0] 15147
7 2.992 4210 126 150 4 16| 075 | 36465 222 o! 788 | 1764.7 |
78 2.992 4487 126 150 | 141 0.75  594.65 952 0! 1905 1314.7 |
79 2,992 47665 | 126 150 |/ 433! D75 | 26465 183 0 967 1564.7 |
80 2992 4505 | 126 4500 /25 075 ] 26465 385 0 | 1040 1364.7 |
81 2.992 4592 | 126 150 | 12.9 075 | 41485 855 0! 1585 1164.7 |
82 2.992 3024 | 126 Asofl [ 1871\ 075 ] 71465 575 0| 1850 1514.7 |
83 2.992 4240 | 126 190 |0 156070 075] 7147 957.4 0 1165 1564.7 |
84 2992 | 4175.1 126 150 ) ., 56} L0F5| 8147 | 2673 0 2700 1514.7 |
85 2992 | 4210 126 150 161,075, 347| 2233 ol 788 1764.7 |
| 86 | 2992 | 46918 126 150 | - 429] 05| 4147 8858 0] 1585 11647 |
87 2992 | 7647 654 104 185 313 | 002 | 158726 | 92043 0! 53463 3850.00 |
88 2.992 | 7647.64 104 185 | —51.3° 082 | 132271 ] 90181 0| 26543 35557 |
89 2092 | 31825 85 1581~ 1705] 0691 2501 989 14| 18232 1390.2 |
20 2992 | 31824 86| 158 17.05 0.69 181.8 745 7| 267.282 1287.7
91 2992 | 33466 BS | 1581 17051 069 184l 12432 24 | 120.004 1465.5 |
g2 | 2992 5397 1951, 237] 39.25 075 | 12847 5503 0 9792 | 1914.89 |
93 2992 | 41013 195 237 3925 0.75 | 12847 | 37733 0 278 1731.1 |
o4 2992 | 41013 195 237 | 3825 | 0.75 T24.7 3077 0 548 1056.7
95 2092 | 45212 195 237, 3925| 075 9897 5081 0 1555 1490
95 2992 | 49215 195 230 b 13734 | o OA5)| 7647 3618 o] 7226 19765
97 2992 | 54111 [200)) 2365/ 3872 075/ /5897 | 6513 0 5800 | 19376
98 2992 | 5800.8 150 235| 3869 075| 7247 12072 0 6538 | 18707
99 | 2992 | 39485 ) .., 150 235 | 3860 075 —4827 [ .1001.9 0 213 1178.7 |
100 | 2992| 6402 130 236 3] | logs| 6487} | 7468 0 943 | 1568.7 |

SSl
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Tubing | Tubing il specific Oil flow | Measured

Data | diameter | depth | WHT BHMT | gravity | gravity | WHP GOR Water | rate BHP

setNo. | (inches) | (feet) (°F) °F) ("API) | (air=1) | (psia) | (scfibbl) | cut(%) | (stbiday) | (psia)
101 2592 | 61057 130 | 236 38 075 | 5547 797.3 0 2482 1319.5
102 2992 | 64965 130 236 39 075 | 5147 3874 0 4286 1562 6
103 2992 | 6059.8 130 236 | 3872 075 | 4147 555.9 0! 6037 1663.7
104 2092 | 6512.8 150 | 236 38.72 075 | 3747 580.6 0 2306 1099.7
105 2992 | 5006.1 185 237 39.25 075 ] 1164.7| 53174 355| 65532 16317
106 2992 | 60017 150 236 38.72 0.75 | 4897 589.6 20 | 54016 2030.4
107 2992 | 7169.1 | 180 236 37.62 087 | 2027 426.7 18| 2911 1754.6
108 3.958 9746 124 306 | 51.55304 | 0.7 | 3314.65 | 1473.624 0 15696 6516.7
109 3.058 | 10049 140 337 | 51.79016 0.7 | 1289.65 | 1286692 0 16080 | 42817
110 3.958 | 10947 145 321 | 54.43955 0.7 | 1084.65 | 1177.439 0| 13368 3686.7
111 3.958 | 10947 140 304 | 51.31654 0.7 | 2014.65 | 1129.787 0| 9400 | 46627
112 3958 | 10083 130 286 | 50.14313 0.7 | 3684.65 | 1592.631 0 11616 | 65097
113 3.958 | 10455 112 270 | 4967798 |  0.844 | 227465 | 1387.795 0 6096 | 42237
114 3958 | 12200 140 305 | 53.95216 | 0.7 | 2141.65 | 1538.769 o] 10008 48457
115 3958 | go02 | 119 280 | 51.31654 0.7 | 3744.65 | 1339.114 0 12456 | 6570.7
116 3.958 | 10239 140 300 | 51.08065 0.7 | 281465 | 1470.307 0 12528 |  5598.7
17 3.858 | 9650 | 120 306 | 50.61068 0.7 | 194165 | 1764671 0 17040 | 48627
118 3958 | 8045 | 119 269 | 3556021 11| 15065 | 322 9485 0| 7190 | 20877
118 3958 8715 119 269 | 35.56021 1.1 21365 | 323.1173 0] 2284 22117
120 3958 | 8600 119 269 | 3556021 1.1.| 168.65 | 3229358 0 6540 | 20967
121 3.958 | 9459 119 269 3556021 1.1.4—204.65 |-323.0053 0| 7520 | 22487 |
122 3.0958 | 10289 119,| | 269 | 3556024 1.1 | 23065 | 323.0479 0 7940 2340.7
123 3.958 7900 119 269 | 3555021 11| 20265| 323012 0 8300 | 20947
124 3.958 8560 115 262 | 36.55226 |, 1122 | 20465 336.7797 ol 11800 24007
125 3958 | 12249 105 245 | 47.84094 | 0.7 | 1439.65 | 9415064 0 | 2496 | 35437
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Tubing | Tubing Qil specific Qil flow  Measured

Data | diameter | depth WHT BHT gravity | gravity | WHP GOR Water | rate BHP
set No. | (inches) | (feet) (°F) | (°F) APl | (air=1) | (psia) | (scfibbl) | cut (%) | (stbiday) | (psia)

126 | 3958 | 10984 140 316 4967798 | 0.7 | 2504 65 | 990.8027 0 14352 5491.7
127 3958 | 12062 | 138 330.| 50.14313 | 0.7 | 1548.65 | 1200.441 0 10896 42167 |
128 3.958 | 11305 136 330 | 5014313 | 0.7 | 2864.65 | 1068.405 [i] 8976 | 5729.7
120 | 3958 | 11290 124 31 | 4991026 0.7 | 1763.65 | 965.2972 0 7521 3852.7
130 | 3958| 11928 140 310'| 51.08065 0.7 | 119465 | 1340.326 0 10296 ] 34237
131 3.958 | 14322 114 260 | 40.64412 0.7 | 71465 | 531.4885 o 3144 | 24867
132 | 3958 | 14330 138 320 | 4362376 0.7 | 656465 1024.829 0 3504 | 18727 |
133 3.958 | 12152 148 336 | 56.66489 0.72 | 1184.65 | 3511.795 0 13056 |  4625.7
134 3958 | 11248 137 337 | 57.41856 0.72 | 250965 | 4823.413 0 10080 |  5303.7
135 3958 12165 122 310 | 48.75478 | 0.7 | 1589.65 | 522 9767 0 5832 3631.7 |
136 3958 | 12171 133 334 | 4852545 0.72 | 83465 | 1810.195 0 11496 | 32177 |
137 3958 | 13658 | 160 360 | 4559637 0.7 | 171965 | 1151.079 0 4726 4273.7 |
138 3958 | 12916 120 271 | 4967798 | 0.7 | 266465 | 1146.368 0 9360 |  4958.7
139 3.958 12938 130 378 | 4761392 | 0.72 | 1274.65 | 1621.819 0 17838 4937.7 |
140 3958 | 9928 120 ] 342 | 62.33562 0.72 | 1514.65 | 3615.565 0| 15342| 4761.7 |
141 3.958 gee8 120 345 | 5666489 072 | 380465 | 4059.934 | 0 4872 5300.7 |
142 3958 | 9928 120 350 | 57.41856 0.72 | 3604.65 | 3922.005 | 0 6744 | 52397
143 3.958 9930 120 345 | 47.84094 0.72 | 81485 | 1597.298 | 0 11845 2887.7
144 3958 | 10318 132 320 | 49.44529 0.7 | 2749.65 | 1156.627 D 9960 5214.7 |
145 3.958 | 10336 140 342 | 5202789 0.72.1 1164.65 | 3335.375 0 14697 4562.7
145 3958 | 10158 133 320 4 5492351 0.721-3854.85 1-3139.535 | 0 11352 | 54927
147 | 3958 10158 | 134, 320 | 53.95216 0.72 | 269465 | 3064.738 0 11616 | 54937
148 3.958 | 10202 ! 140 | 304 | 48.52545 0.7 | 183865 | 455.2469 | 0 6480 3957.7 |
149 3.858 | 10218 1400 . 3105616578 |, . 0806 | 1128.65 | 4065.193 | o] 11719 3827.7 |
150 3.958 | 11400 140\] \ 342 | 5037651 0.7 | 1914.65 | 776.4824 | 0| 13896 5000.7 |
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Tubing | Tubing il specific Qil flow | Measured
Data | diameter | depth | WHT BHT | gravity | gravity | WHP GOR Water rate BHP
set No. | (inches) | (feet) °F) (°F) AP} | (airc1 (psia) | (scfibbl) | cut (%) | (stbiday) | (psia)
151 3.858 | 10945 130 | 32045202788 0.72 | 84465 | 3153.837 0| B171 2770.7
152 3.858 | 10356 128 | 32045087497 | 0.716 | 4274.65 | 2707.028 ol 8936 | B6327
153 3958 | 10356 128 | 832 | 872017 0.691 | 222365 | 5928.862 o] 4920 3752.7
154 3058 | 10661 125 332 6075543 | 0715 | 404865 | 2921.411 0 8958 B4B3.7
155 3.958 10661 108 (260 | 4944629 0.702 | 1134.65 | 2674.021 (1}| 2629 2178.7
156 3.958 | 10059 | 140 | 310 | 67 51647 4 0.702 | 4431.65 | 3698.454 [} 9312 5905.7
157 3.958 | 10059 | 125 1 /334 | 7151291 ) 049 | 433565 | 3687.601 0 9935 6870.7
158 3058 | 62349 195 | 2354 31 075 | 7947 471.7 0 10367 2013
159 3858 | 62339 195 | 2354, 37.31 075! TTT 516.6 o] 11111 1977
160 3.958 6480 | 195 | 2854| AP31f¢, 075| 7197 527.8 0 10845 2023 |
161 3958 | 4472 | 195 | 2354 ST3TE 075 5917 516.6 0] 3356 1546.5
162 3958 | 65018 1263 | 2381 3761 075 4647 550.3 0] 24385 1385.7
163 3958 | 62503 128 234 9 36331 875 384.7 5896 ol 2845 1201.3
164 4892 | 10171.1 80.6 190.4 16.7 07 2352 509.8 | 0| 5228 4581.7
165 4892 | 10847 157 348 | 69.78023 0.72 | 2971.7) 55258 | 0 10080 41497
166 4892 | 10838 140 347 66679271 07| 33647 30918 0 9024 5318.7
167 4892 | 10826.8 1175 2246 831 1.705] 223297 | 146.163 03] 52205| 475893
168 4892 | 108268 1346 | 2282 831 1705200074 | 146163 015] 93089| 476319
169 4892 | 104987 58 194 | 9| 1567 | 9956 129232 | 02 4403 4164.4
170 4892 | 104987 B96 | 1958 9| 1567.. 164984 | 129232 05 9246| 447305
171 4892 | 101706 B0 1980.4 1080 0 1009384~ 220.45 |—168.736 0.1 14467 | 4566.92
172 4892 | 1017056 paz| 1922 118/ 0938 | 52482 | (168.736 0.1 B83655| 447589
173 4892 | 101705 04| 2228 12.5 1268 | 57033 | 211825 01| 76107 4521 4
174 4892 | 101706 1364 226.4 | 125 |, » 1.268 [ 580.24.|, 211.625 o] 110072] 4554.12
175 4892 | 764764 138 2 1886 | 16.7 | 0708 | 60589 5124451 0| 522243 | 3062.15
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Gas

Tubing | Tubing oil | specific | Qil flow | Measured
Data | diameter | depth WHT BHT gravity ! WHP GOR Water rate BHP
set No. | (inches) | (feet) (°F) (°F) (°API) | (air=1) | (psia) | (schbbl) | cut(%) | (stbiday) | (psia)
176 4.892 | 764764 | 12488 | 1886 172 | 0708 770.87 | 512415 0| 4128.01| 332812
177 5.184 7877 115 | 26243655226 | 1122 | 2407 | 336.6254 0 18900 23257
178 5.184 7388 115 | 282 /3655226 | 1122) 2637 | 336.791 0! 26800 2432 7
179 5.184 8103 115 | 262 3655226 | 1122 | 3347 | 336.7901 0 16200 24377
180 6.184 8379 115 | /P62 | 3655226 1122 2347 | 336.7949 0 15600 2209.7
181 B.184 8255 115 262 | 3655226 1 1122 | 280.7 | 336.7925 0 10600 22957
182 B.184 9180 115 | 262 | 3655226 | 1122 | 266.7 | 336.7884 0l 23540 2239.7
183 6.184 9199 115 | 282 | 3655226 | 1.122 263.7 | 336.7794 0! 20990 2214.7
184 6.184 7746 115 | 26213655226 | L1122  314.7 | 3365.8182 ol 24200 2467.7
185 6.184 7480 115 | 262 | 3556226 | , 1.122 275.7 | 336.7983 0| 25205 22957
186 6.184 8543 115 282 | 3855226 | 1.122 | 2487 | 336.7857 o! 19600 2238.7
187 6.184 7596 119 | 269 | 35.56021 1.1 321.7 | 323.0159 0] 15120 2630.7
188 6.184 8349 119 269 | 3566021 11| 2197 | 323.0043 0 22235 2153.7 |
189 6.184 7500 119 269 | 35.56021 4.1 193.7 | 322.9901 ol 7090 1964.7
190 6.184 B899 119 269 | 35.56021 1.1 229.7)| 3229873 0| 19750 2083.7 |
191 6.184 9599 1191 269 | 35.56021 121 2147 | 323.0047 0| 6390 21457
192 6.184 7093 119 269 | 35.56021 1.1 2277 | 323.0146 0 12340 1960.7 |
193 6.184 B166 119 269 | 3556021 1.1 218.7 | 323.0159 0 13860 21437 |
194 6.184 8674 119 269 | 35.56021 14 205.7 | 322.9775 ol 17800 2368.7
195 6.184 7349 119 269 | 35.56021 11 215.7 | 323.0034 0] 14650 2039.7
196 6.184 8045 | 119 269 4 3556021 1.1 266:7. | 322 987 0| 15400 22327
197 6.184 7901 | 119 269 | 35.56021 1.1 300.7 | | 32296 0 12500 2043.7
198 6.184 7999 119 269 | 35.56021 1.4 387.7 | 323.0052 0 21656 2502.7
199 6.184 8169 115 262 | 36.55226 | . 1122 | 291.7.0.336.7803 0] 27270 224857
200 6.184 9714 115 262 | 3655226 || 4122 | | 3197 336.8782 0l 11000 23227
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Gas

Tubing | Tubing il specific l il flow | Measured

Data | diameter | depth | WHT BHT gravity | gravity | WHP GOR Water rate BHP

| setNo. | (inches) | (feet) (°F) (°F) ("API1) (air=1) | (psia) | (scffbbl) | cut (%) | (stbiday) (psia)
| 201 6.184 | 10003 115 262 | 36.55226 1122 | 314.7 | 3368082 0 7770 2260.7
| 202 5.184 7900 115 | 262 | 35.55226 1.122 332.7 | 336.8098 1] a780 2340.7
203 5.184 7801 115 | 262 | 3655226 | 1.122 ) 397.7 | 336.8502 0 6540 2392.7
204 6184 7799 115 | o 262 | 8656226 |  1.122 | 263.7 | 336.7993 0| 23370 22127
205 | 6184 [ 8950 | 15 26203655226 | 1122 2317 3368182 0| 15400 22147
206 5.184 7133 115 262 | 36.55226 1122 | 4027 | 335.8293 0 12300 24917
207 8.76 4360 126 | 150 | 10.3 075 2647 4020 | 30 20 10747
208 | 8.76 4350 126 | 150 05 0.75 314.7 5450 17 | 175 1239.7
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