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CHAPTER |
INTRODUCTION

1.1 Cooperative Diversity and Ilts Commercial Applications

Signal attenuation or fading limits the data transmission rate and
introduces errors to the transmitted signal. The undesired effect of fading can be
mitigated by channel coding [1], time diversity [2], frequency diversity [3], spatial
diversity [4,5,6], or cooperative diversity [7,8,9:40]. Cooperative diversity can improve
transmission reliability and increase Cap—;cities ofwireless networks, especially in large-
scale fading, in which spatial diversity frs)m the cooperation schemes can improve the
performance of the sysiems signiﬂcantlyl];[ﬁ]. The common concept is to employ the
relay node(s) in the network so that"the réléy node relays the signals transmitted from

— it

the source node to the destination.node when the direct link between the source node
’ 4

dad

and the destination node is poor.

Cooperative diversi‘t}lr has b)ét_—fjtff?pplied commercially in the broadband
wireless access system, for -.é.iér;wple, thei—._.-B?l;{)‘adband Wireless Metropolitan Area
Network, which has-been stan'd;a‘"rdiied in IEEE%OEQ.? 6j, wherg-one or more relay stations
can be employed toémwde—admm—coverage—m—pmmwance advantage [12]. When
the mobile station- ‘-.has a poor link to the base static;r;,- the mobile station can
communicate with the{t-)ase station via the relay station instead. Service operators have
to upgrade thie béase stations so/that the base statiofis can rec¢ognize the relay stations.
The relay stations are classified into two different types: transparent and non-
transparentss A«non:transparent. relay station.communicates, with, the base station and
mobile stations‘using the same carrier-frequency, and'can-eperate’in beth centralized
and distributed scheduling mode. A transparent relay station communicates with the
base station and mobile stations using the same or different carrier frequencies, and
can only operate in centralized scheduling mode. In addition, cooperative diversity will
be applied commercially in the cellular system, for example, the Long Term Evolution

Advanced, which is being standardized by the 3rd Generation Partnership Project to



serve as a 4G mobile communication standard [13,14]. The Long Term Evolution
Advanced is compatible with the first release Long Term Evolution equipment and can
share the same frequency bands. Basically, the relay nodes help the base station to
extend the range to the mobile station. This reduces the propagation path loss, and
lowers the interference.
1.2 Research Motivation
1.2.1 Scheme Comparison
o
Various coopgrative  diversity schemes have been proposed in the
literature. The primary work considers tqe single-relay cooperative diversity schemes
[10,15,16], where a systemuis Compoeed ef one source node, one destination node, and

single relay node. The sourge node can-transmit signals to the destination using the two-
1 4
» L '

hop link via the relay node instead Of thé direct link. The performance is improved

because the chance that the two- hop link ah’d the direct link become poor at the same

time is smaller than the chance that the dlrecﬁmk alone becomes poor.
r . e J

L R

It is natural to further improve-thefperformance by increasing the number

of relay nodes. The later work addresses the multlplearelay cooperative diversity

schemes without rekay selection [17,18,19], where a system uses all available relay
nodes to relay the signals. The available relay nodes mean the relay nodes that can
decode the signals from' thessource node correctly. The performance of such systems

increases monatonically with the number of relays.

Actually; the multiple:relay cooperativesdivessity=schemes; without relay

selection suffer the loss'in spectrum resource, that is;

1
No. of Selected Relays

Transmission Rate oc

Accordingly, the recent work proposes the multiple-relay cooperative diversity schemes
with relay selection [20,21,22,23,24], where a system selects only the best relay node to

relay the signals. Even though not all relays are used, the loss in the asymptotic



performance does not incur because having several relay nodes to select already

provided diversity orders [20].

From the aforementioned comparison, the multiple-relay cooperative
diversity schemes with relay selection provide diversity gain without harming the
transmission rate. Therefore, this thesis focuses on considering the multiple-relay
cooperative diversity schemes with relay: selection, which have been proposed in three
different schemes in the literature: the fixed selcetive.decode-and-forward without direct
link combining scheme . [21], the fixed«selective.decode-and-forward with direct link

combining scheme [22],and the smart selective decode-and-forward scheme [24].

In fact, there are schemeslthat allow the relaying for more than two hops,

but these schemes are propesed for using in ad hoc networks, which are the different

kind of application, not the'scepe of this th%sis;

dad

1.2.2 Analysis yersus Simulation™

"
dld’ ¥

Since we have thfee different cooperative diversity schemes to consider

and to benchmark with the.r_‘ngn:-cooperéﬁi(é;jsystem, we have to quantify their

performance for inﬁg comparison and gaining-insights. Tb;:re_:-improvement in reliability
and capacity of tH"e""'.c_ooperative diversity schemes can be well measured by their
outage capacities and‘outage probabilities [25]. Both performance measures are also
applicable for the non-cooperative system [26:27], which will be served as a benchmark

(see section 1.3).

However,the results in the literattreraretincomplete as,shiown in Table 1.
By observing some special cases, we can be misled or make some conclusions too
generally. As a result, we do not truly understand the gain offered from the cooperative
diversity schemes and how to choose the best scheme. In order to really understand all
schemes and apply them properly, the outage probability and outage capacity should
be computed for all schemes with any topology, any number of relays, and any signal-

to-noise ratio regime. Unfortunately, it takes too long time to do Monte Carlo simulations.



For example, in 9-relay case, the Intel Pentium M processor 1.6 GHz with 768 MB of

RAM takes 2 days to yield the results for only one topology setting.

Therefore, we decided to find the analytical results, which can be

obtained without waiting time, as proposed in [28,29].

Table 1 The available results in the literature

Scheme K_ ‘}o bility Outage Capacity
Fixed selective decode- § . —
T—

and-forward without dire Fxact analysis [24] " Not available

link combining

WS

Fixed selective decode

and-forward with direct li

combining ‘

% Simulation [24]

Smart selective decode- .
Simulation [24]

and-forward

Another advant : nalytical results is that the obtained

mathematical expr%mns can be use‘éw ory to gain insights. By

observing the simu me trends without proof.

For example, we havﬂimita | n Iue@ of the signal-to-noise ratio

regime, the relay netwoylgoology, and thqu}lmber of relays. On the other hand, the

analytical reﬂ iw(ﬂegd} ﬂﬂhﬂy‘it%ﬁ tﬁ%\ ﬂ ﬁé’ed selective decode-

and-forward Without direct link comblnlng scheme achieves the same diversity-

IR TR TN I8

1.3 Ou?age Probability and Outage Capacity

The definitions of the outage probability and the outage capacity are

given below.



e Outage probability The probability that the maximum instantaneous end-to-end
mutual information falls below a certain specified threshold, which is a

transmission rate.

e Outage capacity The maximum transmission rate that is guaranteed to be

supported if outages are allowed to occur with a certain specified probability.

ree node transmits signals to the

destination node, where i i \\

~-\u~ gnal-to-noise ratio of ¥, whichis
R

nct|on p,(»)

in Figure 1, the outage
probability and outage capaci @m‘* caleula ith the standard formulas. When the
instantaneous signal-to-nois i denoted ¥ and its probability density function is

known to be p, (), the outage probability at ansmission rate of R is given by [26]
f‘.’/‘w -

)=Prilog,(1+»)<Ri=| "pAy)dy, (1.1)

V ; N A—— ‘l‘
where y,, =2 -1. \@en he outag red to @cur with probability €, the
outage capacity is glven'bAZ?]

ﬂumuamwmm .
ARSI YT

noise ratio, i.e.,

F(x):=Pr{y <x},

and E{y} is the expectation of the instantaneous signal-to-noise ratio, i.e.,

EGY=["p,()dy.



1.4 Outline

Chapter 1l describes the system model and channel model, and
describes the considered cooperative diversity schemes, namely, the fixed selective

decode-and-forward without direct link combining scheme, the fixed selective decode-

and-forward with direct link combining scheme, and the smart selective decode-and-

AULINENTNEINS
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CHAPTER 1l
MODELS AND SCHEMES

For convenience, all variables are listed in Table 2.

Table 2 Variable list

Notation Description

k| namber of 12 e
il )

(S e 30

haeke lay node

2y nade

et oMaR

C

of indexesiof relay

findexes of relay

average transmit power

transmission bandwidth

acceptable outage probability

instantaneous signal-to-noise ratio
SNR.

between node i and node |




Table 2 Variable list (continued)

Notation Description

average signal-to-noise ratio between the

SNR source node and the destination node

average signal-to-noise ratio between

node i andnode |

~ ‘k\ I ; . .
hreshold of averag gnal-to-noise ratio
)
SNRthreshoId hi \g-\ ;
iwthattwo perfori S cross
e s =

information between

ma>

R AL

. 1

N

f d'selective

decodé-and-forward without direct link &/

NS UBINTN T A L

maximum supported rate of fixed selective

Resor-girect decode-and-forward with direct link

combining scheme

maximum supported rate of smart

R
SSDF selective decode-and-forward




N

Table 2 Variable list (continued)

Notation Description

maximum supported rate of combined

RMRC . . . . L
links using maximum ratio combining

Po?f outage probability of direct communication

ility of fixed selective

outager O
PoFustDF -nodirect \ { ithout direct link
\\\1 ﬁ "

b--.. ng sche __‘

v .ig-‘ Orok abl Ly of fixed selective

]P,FSDF -dire

0 1"1 .\ elective

~

ACH| v\\\ unication

of fixed selective decode-

Jire tlink combining

ombining

scheme

k) YRR

€ (0,1]¢ transformatiomavariable in fixed @/

ThEt T b aer e dibubrob ) £

direct link combining scheme

€ (0,1], transformation variable in fixed

wrSPFdiect | selective decode-and-forward with direct

€

link combining scheme

€ (0,1], transformation variable in smart

SDF
w

selective decode-and-forward
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2.1 System Model

We consider a wireless relay network consisting of K +2 single-antenna
nodes: a designated source-destination node pair and K relay nodes. The locations of
all nodes are arbitrary but deterministically determined and all nodes do not move
during the consideration period. Without loss of generality, the distance between the
source and the destination nodes s narmalized to one unit. The source and the
destination nodes are denoted by S and #Dsrespectively. The source node can
transmit signals directly to the destination node or transmit signals to the destination
node via a relay. All relays are operating in decode-and-forward mode, and only a single
relay will be selected 1o regenerate thle signals. All nodes operate in a common
frequency band. Thessystem uses the tfm;a_—division-multiplexing (TDM) protocol, and

does not allow signal €ollision; that is, only one node can transmit signals at a time.

Hence, if the system selectsia reIefy 0] redenérate the signals, the transmission will be
divided into two time slots 80 thatthe‘source and the relay nodes can transmit signals in

separate time. The system is subjeé% to the)!’d&yease of capacity to a half from dividing
T

the transmission into two time si'dfé. k —

o w oy
it e e

2.2 Channel Model |

We consider Rayleigh frequency-flat fading with the coherence time that
is long enough for the §ystem to complete transmitting a block of data. The model for the
received signalland;the channelfona link between any paiwof nodes i and | is given

by
y; = hix+n, (2.1)

where X; is the signal transmitted by node i, h; ~CN(0,€;) is the complex channel
gain over the link i— j, n; ~CN'(0,N,) is additive white Gaussian noise at node j.
We will denote by CN(,LI,O‘Z) a complex circularly symmetric Gaussian distribution with
mean u and variance o’ 12 for the real and imaginary components. The channel
gains, noise, and transmitted signals are independent. The channel gain hij captures

the effects of fading as well as path loss by setting €; =d;“, where d; denotes the
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distance between node i and node j, and « is the path loss exponent. We denote the
channel from S to the kth relay by hg,, and the channel from the kth relay to D by
hp - Every node i transmits with the same average transmit signal power P £ E{| X |2} :
Finally, we define SNRij as the instantaneous signal-to-noise ratio between node i and
node |, and define SNR as the average signal-to-noise ratio from the source node to

the destination node, given by

(2.2)

where W is the tran =SP \ 0 the average signal-to-noise

ratio from the source no average signal-to-noise ratio from

(2.3)

ﬂ‘UEJ’JVIEW]TWPEJ"Iﬂ‘i
Q‘mﬁNﬂiﬂJ umwma d

2.3 Selective Relaying Schemes

In this section, we will describe the cooperative diversity schemes, which
select a best relay from a set of relays to forward the information, including (i) fixed

selective decode-and-forward without direct link combining, (ii) fixed selective decode-
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and-forward with direct link combining, and (iii) smart selective decode-and-forward.
The selection is carried out to maximize the instantaneous end-to-end mutual
information, as explained in the following subsections. As a benchmark, we describe the

direct communication without cooperative diversity here.

-~~7=~_ (No time sharing)

Figure 2 The direct com e node transmits signals directly

to the destination node any v . he relay w\o for the entire transmission

Without any "’t‘ ative dive e source node transmits the signals
directly to the destination node as sfiown in e 2. In this case, it is not necessary to
divide the channel fnto e dey can transmit signals to the
destination node : ne ‘é aring. The instantaneous
end-to-end mutual infﬂﬁation o , Cor@lioned on the instantaneous

channel, is given by

AL INENINEINg
awwaﬂnimﬂﬁ%ﬁv g8y -

log, [1+ 1Mk [ SNR))

a
dSD

We refer to SNRy, as the instantaneous SNR between the source and destination.
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2.3.1 Fixed Selective Decode-and-forward without Direct Link Combining

P T
Figure 3 The fixed selective de 5CO Ouguvﬂ: hout direct-link combining scheme:

Y
'[Fi ring the second time slot,

the selected relay ndde decodes and regenerates the signals to the destination node,

ﬂuﬂ%ﬁfﬁ%@iﬁaﬂi

Hhe first cooperatlve scheme con3|dered here is the fixed selective

QAT ST N 1

Figure. This scheme always selects one relay to establish cooperation. If the selected

The transmission is‘divid - Du me slot, the source node

transmits signals, and-o

relay fails to decode, the transmission is declared unsuccessful. If the decoding

succeeds, the relay forwards the information to the destination.

The selection is based on maximizing the instantaneous end-to-end
mutual information. First, each relay is considered based on the following transmission

scheme: The transmission is divided into two time slots. In the first time slot, the source
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node transmits symbols, and the selected relay node listens. Given that the K th relay
node is being considered, the maximum rate supported by the channel between the

source and the relay nodes is

1
R :E I
L
(2.5)
where we designat e to the kth relay by hg, .
Likewise, the chann i ] k o the destination node is

designated by h,,. Also, m' / 5 into account the loss from the time
sharing due to dividing t 3 i t e slots. If the transmission rate is not
higher than the maximum ra ot 2 I be*able to decode the received signals and
will transmit the regenerated vérsion-of- als to the destination node during the

second time slot while the so node will- re nt. The destination node decodes

e, gl T ——

. N a7t
the signals transmittet-from-the-selected-rel as sociated maximum rate of

Ro = | N m
AuE? wﬂmhﬂmm
Q‘Wﬂaﬂﬂiﬁ{g AR ADE

Thus, the end-to-end maximum rate supported by using the K th relay node is given by

Rflow-nodirect (k) = min {Rsk ’ RkD} ' (27)
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After considering all relays, the relay that offers the highest maximum rate is selected,

say the k., th relay, that is,
kmax =arg TSCX I:zﬂow—nodirect (k)’ (2'8)

where K is the set of all relay indexes: K e {1,2,3,..., K} and the K, th relay node is

(2.9

To im electi ode-a d-forward without direct-link

combining scheme, ) select the best relay to

regenerate the signals sile c‘\\- possible way is to use the

relay selection protocol 301N  Qve cad period, all relay nodes listen

to the ready-to-send (RTS {f@' e de and listen to the clear-to-send
(CTS) signal from the destination.By receiving RTS signal from the source node and

receiving CTS signal from the' 2, all relay nodes know the channel

strengths from the source node jon_node. Then, all relay nodes wait

for a penod of ‘.7.‘"lll-l_“lﬂﬂf.lll‘_ﬂl_ll-lll:__.ll’_lllllﬂ‘ii%s h e|ther fr‘om the Source

node or to the desti hen, the best relay node,

0
which has the shor‘;a waiting time, regenerates the s@als. Other relay nodes can
sense the tra jite "njf tfwv ilent. The length of the
overhead ca@ﬂﬂll Iﬂ Elilr abili H:lﬂﬁlay nodes have equal
waiting time is neégible. ¢ o

RTNN I NRIINIaY
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2.3.2 Fixed Selective Decode-and-forward with Direct Link Combining

e 224 time slot)

Figure 4 The fixeq selective-decode d-for ith direct-link combining scheme:

The transmission is0 od into two time slots. Durir ;,J me slot, the source node
L)
ation nodes listen. During the

J

transmits signals, ano

second time slot, the selected relay node decodes and cgenerates signals to the

destinationﬁﬂﬁy%eﬂ%%ﬂefiiﬁ .ﬁj}nals from both time
lots.
U

¢ o o/

AR TS T AT T T I g e
decode-and-forward with direct-link combining, proposed in 22], as illustrated in Figure
4. This scheme always selects one relay to establish cooperation. If the selected relay
fails to decode, the transmission is declared unsuccessful. If the decoding succeeds,
the relay forwards the information to the destination. The destination node combines the
signal received from both the source node and the selected relay node at the different

time slots using maximum ratio combining.
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The relay node selection is based on maximizing the instantaneous end-
to-end mutual information. First, each relay is considered based on the following
transmission scheme: The transmission is divided into two time slots. In the first time
slot, the source node transmits symbols, and both the selected relay node and the
destination node listen. Given that the kth relay node is being considered, the

maximum rate supported by the chann tween the source and the relay nodes is

(2.10)
where we designate the e node to the kth relay by hg,
Likewise, the channel gai ode to the destination node is
designated by h,,. Also the‘ into account the loss from the time
sharing due to lelSSng the (fﬁsgﬁ/n%fﬁmtd If the transmission rate is not
higher than the ma um rale, the relay wiil be able tc the received signals and
will transmit the regé- rated Ve >destination node during the

second time slot while the source node will remam silent. The destination node performs

lTZLTe“dmr;mﬂH?fZlﬁ ()} -
i) W*Tmﬁﬁ"iﬁ TrANETR Y

Rurc (K) == Iog2 (1+ SNRg, + SNRkD

=1|og2 1+|hskI F)+|th| P (2.11)
2 N W N,W
> +|h, [P )SNR
=1|092 1+(|hSD| |7kD|) .
2 dey
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Therefore, the maximum instantaneous end-to-end mutual information supported by

using the K th relay node is given by

I:\)ﬂow-direct (k) = min{Rsk ' RMRC (k)} (2 1 2)

After considering all relays, the relay that offers the highest maximum end-to-end rate,

say the Kk, th relay, is selected, that is;

kmax ~ arg T&X Rﬂow—direct (k)’ (2' 1 3)
-

The maximum rate supporied by.ihe fixed selective decode-and-forward with direct link

combining scheme is.given by \
i

Restr ded = ngga}g(;min{st Rure(K)} (2.14)

— st

To implement the fixed Se'jfle(j:;tive decode-and-forward with direct-link
combining scheme, the system: szt halw;e! the ability to select the best relay to
regenerate the signals and to keep—other reFays S|Ient One possible way is to use the
relay selection protocol proposed in [29]. ln_the bverhead period, all relay nodes listen
to the RTS signal from the source ‘node and hsten"fo‘the CTS signal from the destination.
Also, the destinatidni;ederwhieh—kﬁem@—th&ehaﬁﬂe%—sﬁeﬂgth"from the source node by
receiving the RTS-V‘sg-ignal from the source node, broad;a_sts the channel strength
between the source node and the destination. By receiving RTS signal from the source
node and reeeiving|CTS signal ffromthetdestinatiomnode as, well as the broadcasted
channel strength between the source node to the destination node, all relay nodes know
the chanpel strengths from the source node and to-the destination node as well as the
link between the source nodefand the destination néde. Then, all relay hodes wait for a
period of time, which is reciprocal to the channel strength either from the source node or
of the combined channel between the link from the source node to the destination node
and the link from itself to the destination node, by using the weaker one. Then, the best
relay node, which has the shortest waiting time, regenerates the signals. Other relay

nodes can sense the transmitted signals from the best relay node and keep silent. The
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length of the overhead can be set small as long as the probability that several relay

nodes have equal waiting time is negligible.

2.3.3 Smart Selective Decode-and-forward

AY 'm@@ws 3
A4 nﬁi@mnmaa

K Relay Nodes

Figure 5 The smart selective decode-and-forward scheme: The scheme performs as
either the fixed selective decode-and-forward with direct-link combining scheme or the
direct communication scheme by choosing the scheme that offers the higher maximum

rate.
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The third cooperative scheme considered here is the smart selective
decode-and-forward, proposed in [24], as illustrated in Figure 5. This scheme is inspired
from the loss from time sharing due to dividing the channel into two time slots in both
fixed selective decode-and-forward schemes. This loss can affect the performance of
the system more severely than the obtained benefit from performing cooperation. The
third considered scheme is an adaptive coeperative scheme which decides when to use
the fixed selective decode-and-forward with direct-link combining scheme or direct

communication without cogperation based on.the channel conditions. In this case, the
-
maximum achievable rate is given by

Reéod 7 maxl{RFSDF—direcl ‘Roeds (2.15)

where Ry and Regprqiedt are aiven in (2.4)7‘3'.1nd (2.14), respectively.

To implement the 'fixed sellecrtive decode-and-forward with direct-link

combining scheme, the System must have the ability to select the best relay to

regenerate the signals and to keep ~other refays silent. One possible way is to use the
,u
relay selection protocol proposed =[297: ln—_tt_qe _overhead period, all relay nodes listen

taf o

to the RTS signal from the sou-r_e"e-hdde and 'I.i’lst'eﬁqt_c;the CTSgsignal from the destination.

Also, the destinatie'n;;jode, which knows the channel strenétr_{from the source node by
receiving the RTS eignal from the source node, broad:'c’asts the channel strength
between the source neee and the destination. By receivin:;j RTS signal from the source
node and receiving GIS signal/from the |destination node ‘as well as the broadcasted
channel strength between the source node to the destination node, all relay nodes know
the channelsstrengths from, the-sourcernade jand. to~the, destinationnode as well as the
link between the source node and the destination node. Then, all' relay nodes wait for a
period of time, which is reciprocal to the channel strength either from the source node or
of the combined channel between the link from the source node to the destination node
and the link from itself to the destination node, by using the weaker one. Other relay

nodes can sense the transmitted signals from the best relay node, which has the

shortest waiting time, and keep silent. Then, the best relay node compare itself with the
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channel strength between the source node and the destination node with compensation
for the time sharing free. After the comparison, the best relay node notifies the source
node whether the cooperation should be used. If not, the best relay goes to sleep mode
and the source node transmit the signals without cooperation and time sharing.
Otherwise, the transmission is divided into two time slots, where the source node

transmits the signals in the first time slot and the best relay node regenerates the signals

AULINENTNEINS
RN TAUNIINGIAE



CHAPTER I
OUTAGE PROBABILITY

The cooperative diversity has been expected to leverage the reliability of
the wireless communications, which are exposed to the path loss and fading. In order to
examine this expectation, we have to quantify the reliability for explicitly measuring how
much the improvement is obtained and for comparing the considered schemes with
different sets of factors. One of the imporiant measures of reliability is the outage
probability. This chapter.firsi-analyzes' the ~outage~probabilities of the considered
cooperative diversity schemes.«The , obtained formulas are verified by computer
simulations with several sets of parame’iers. Then, the formulas are used to provide

numerical results with"comparisons and discussions to gaininsights.

— st
i

3.1 Direct Communication . I.g

In order tg examine wheth’é‘r! the used cooperative diversity scheme
really provides advantage in thejerh;oloyed érf?/_frf)pment and how much the improvement
is, we have to compare the 5é}fo}mance w:ls:e_;J the cooperative diversity scheme is
being used to the performan'é"é" 'v'v—hen the "c-fggrb*!e_rétive diversity scheme is not being
used. Accordingly; :éefore—we—cxmsrder—the—ouwge—proﬁ-akﬁlities of the cooperative
diversity schemes, -tr:e'outage probability of the direct Coﬁ';;—unication is analyzed here

to serve as a benchmarking.

In the directigcommunication ease, the formula forgcalculating the outage
probability is straightforward and gs available in, standard materials. The outage
probability is a function of a desired transmission rate R'angh an averdge-signal-to-noise

ratio SNR . The formula is provided in Proposition 1.

Proposition 1 : The outage probability, which is obtained from direct communication
between the source node and the destination node, at a transmission rate of R and at
an average signal-to-noise ratio of the link between the source node and the destination

node of SNR is given by [27]
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Po¢(R,SNR)=1-exp| - 21
. SNR ) )’

=]
SNR2dgy ——
sD N.W

0

(3.1)

where PPC denote the outage probability of the direct communication, dgy is the

distance between the source node and t e destlnatlon node, and « is the path loss

exponent.

Proof : From the definition prc ab bability that the instantaneous

ersolice otlnation node falls below the

mutual information bet

desired transmission rate

(3.2)
where |, denotes een the source node and

. .7 . . .
the destination node,fand is a fg%ﬁ % ntaneous signal-to-noise ratio,

denoted by SNR , betwe so‘ﬁm‘ﬁ ea ination node.

Given the msta taneo jaal-to-noise ratio, the instantaneous mutual

L
| | 7|

information can be calculat

—

So,

ﬂ LI GR o a Camia "

he instantaneous  signal-to-noise ratio is the squaredr modulus of the

ooy BT D AR B 1l Bhorn o
multiplid by the average transmit signal power at the source node P = E{|XS|2} , and

divided by the noise power spectral density at the destination node N, , and divided by

the transmission bandwidth W .

SNR = fso , (3.5)
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where P, Ny, and W are constant, and |hSD|2 is a random variable. Then,

0

Pr{log, (1+ SNR) <R} = Pr{log{1+|hlilDlN J< R}

(3.6)
2 NW
=Pr{|hSD| <( 1) S }
Since hy, is ar with the probability density function
CN(0,Qg,). |hSD| is an e andom variable with the probability
density function exp(
(3.7)
Then,
Pr{|hSD
X
o ]dx
* (3.8)

'J 1)NW

Since Qgp =%uﬂhghm ﬂkﬂi;&) _ ’l;f]tﬁo]se ratio of the link

between the source node and the destination node gan be written as g »

RIAN TP NY ;ga{%g'mmaﬂ

Substituting (3.9) into (3.8) yields (3.1). Q.E.D.
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Lemma 1 : Let x be a random variable with a complex circularly symmetric Gaussian
distribution with mean 0 and variance Q, i.e., X ~CN(0,Q). Let y=|x|2. Then, y is
an exponentially distributed random variable with a rate parameter of Q71 e, with

mean Q.

Proof : There are two approaches to prove the lemma. We will show both of them as

follows.

Approach 4 le

(3.10)

and let X, be the imagina
(3.11)

Then, the probability istribution with mean 0 and

, Q
variance —.
2

(3.12)

|
and the probability dmsity function of X, is also normal distribution with mean 0 and

AU INENTNGINS
amaqnfﬁiuﬁ'ﬁqﬁmaﬂ

Con3|d ring changing the Cartesian coordinate system (X1 X ) to the polar coordinate

(3.13)

system (p,0), the relations include

X+ X5, (3.14)

6 = arctan { X j (3.15)
X



26

X, = pcos(6), (3.16)
X, = psin(0), (3.17)

and the Jacobian of changing the differential in the Cartesian coordinate system

(X, %,) to the differential in the polar coordinate system (p,6) can be calculated by

)
0600 1)
o.. sm( ) D (3.18)

pcos(0)

Hence, we obtain

(3.19)
The joint probability of an -,:‘fu e point (X,X,) can be written as
pX1X (Xl Xz)dxidX '----r—‘,‘-j-f--j-f—-f—---t—?-f-f-—,—rif::?:: :::: sSySstem (,010)
)
Bpx1 X, \M0 ) 0 0,0 ll' (3.20)

ilZZiC?o?L@nﬂfﬁﬁW %’Wﬂﬁ i J—
Q W Mﬂﬂ’ﬁ“ﬂi‘ﬁm % it ﬂ 3 I

Equatlng the right hand side expressions of (3.20) and (3.21) gives

2

1 1 X2
P,o(p0)pdpdd = Eexp(—%jﬁexp(—éj dx,dx,

1 X+ X
=—8exXp| —— dx,dx
b.9) ( Q J e
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1 p?
=—exp| —=— | pd pd@. 3.22
0 P( ij P ( )

Then, we take the integration over @ in order to obtain the marginal probability of p .

2
p,(p)dp=p,,(p.0)pdpdo
0

(3.23)

and the cumulative dist

(3.24)

Then, we take dlfferentlénon with chain ruIe in order to obtain the probability density

f”“ct"’”"f”ﬂUEJ’JVIEWlﬁWEJ’lﬂi

AR aﬁnﬁﬂi ﬁ%ﬁ%ﬁﬂwaﬂ

Let

s=p° (3.26)
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Hence, p=\/§. The Jacobian of changing the differential in p-domain to the

differential in S -domain can be written as

d
J(p—)S)z‘d—':‘

=‘i\/§ (3.27)
ds
Therefore, the probabilit ction of w
/ \\‘a
ﬁ
(3.28)
which is the exponential dist i ate para t r ! i.e., with mean Q. Since
. |2
X|" =Y, (3.29)

it follows that the lemma-ds-tiue.—Q.E.D

X

and X, be the imaginary part

Approgh 2 Let X, be

of X, as shown in (3. 10)&& (3.11), respectively. Then, the probability density functions

of both % aﬂ UEANEN G LEL B brdee 2. s shoun i

(3.12) and (3. 13 ), respectiv ﬁLet ¢

| WIRNN 3T um'mma d

real part of X,

(3.30)

and let
s, = X5 (3.31)

It follows that X =\/§ and X, =\/§. The Jacobian of changing the differential in X, -

domain to the differential in S, -domain can be written as
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d
— 3.32
ds, Sl‘ ( )

(3.33)

Therefore, the probabilit

(3.34)

and the probability density functio

ﬂusﬁﬁﬂﬁﬂ ’ﬁ'i

exp| — 2%

ATAINIBINIANNRY. ...

on the negative side and the positive side in X, -domain and in X,-domain, respectively.

Let

s=X +X, =5, +85,. (3.36)
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It follows that S is a random variable, which is an addition between s, and s, , which are
statistically independent because both of them are a function of X, and X,, respectively,
which are in turn statistically independent. Therefore, the probability density function of
S can be written as the convolution between the probability density function of s, and

the probability density function of s, .

(3.37)

which is the exponer = ile., with mean Q. Since

e

s=x2+x2 =[x =y, m

‘o L
oo BRF Y] £ RIS
Y
3.2 Fixed Selective Decode-and-forward without Dirget Link Combining'Scheme

NIt NIV T E

The formula for calculating the fixed selective decode-and-forward

(3.38)

without direct link combining scheme does not exist in standard materials. In the
literature, there is a formula that can calculate the exact outage probability of the fixed
selective decode-and-forward without direct link combining scheme. We propose a
different formula that can also calculate the exact value, but is simpler for computation.

We will present both of them in this dissertation. The first formula contains the double



31

summations, in which the inner summation grows combinatorial with the number of
relays. On the other hand, the second formula contains the product that grows linearly
with the number of relays. Therefore, it is more convenient to use the second formula

even though both formulas provide the same result.
3.2.1 Exact Formula : Approach 1

For doing comparisons amang" different schemes later, the outage

probability is still a function.of a desired transmission-rate R and an average signal-to-
o

noise ratio SNR, where the-average signal-to-neise ratio in this case is the average
signal-to-noise ratio of the'linkdbeiween the source node and the destination node. The
average signal-to-noisegratio of the/link b<—:]tween other pair of nodes is the function of the

average signal-to-noise satiofof the link between the source node and the destination

node. The first formula is provided in Theor?m*:l.

." <

Theorem 1 : The outage probab|hty whichis obtained from employing the cooperative
;f ,;
diversity with the fixed selechve decode and-forvvard without direct link combining
,u

scheme in the wireless relay network havmg—_K—relay nodes, at a transmission rate of R

and at an average S|gnal -to-noise ratio” of the ||nk pbetween-the source node and the

destination node of’! VS_NI-( is given by [21] 7

de (2% de (27 -1)
IP)FSDF -nodirect R SNR 1+ 1 ex exp| ——» 7/
o )= ;%( LLo®l—3 5N |7 " snR

(3.39)

where, [C'& {1, 213l K} is/theiset of the indices of all relay pades, /S is-alsubset of K,
|S| is the cardinality of the set S, PFCF™™™* denotes the outage probability of the
fixed selective decode-and-forward without direct link combining scheme, dgy is the
distance between the source node and the destination node, dg, is the distance

between the source node and the K th relay node, d,; is the distance between the k th

relay node and the destination node, and « is the path loss exponent.
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Proof : From the definition, the outage probability is the probability that the maximum
among all relay nodes of the minimum between the instantaneous mutual information of
the link from the source node to the relay node and the instantaneous mutual information
of the link from the relay node to the destination node falls below the desired

transmission rate.

% Lo (SNRy, )}< R} (3.40)

out

PFSDF nodlrect(R,SNR) = Pr{mkax min {% Isk (SNRSK)

where g, denotes the instantaneous mittual information between the source node and
the kth relay node, |, depetés.he instantaneous mutual information between the K th
relay node and the destination .node, &Yhere both of them are the functions of the
instantaneous  signal-to-neises ratio; « deﬁoted by SNRy, and SNR,, respectively,
between the source node and the k th relaLy node and between the k th relay node and
the destination node. The factor of 172 tak@s mto account the loss due to dividing the
transmission into two time8lots. The" maXImum of the minimum can be written as the joint
maximums. =~ 2l

- #
'_-_'-"JJ
)

Pr{mgx‘rrljin{%ISk'(-SNR;k) kD‘(S )}< R} _

ﬁk:{mex {% I, (SNRy, )} <Rn max{~ IK'D(-SNRKD)} < R}.

(3.41)

Furthermore, the joint probability can be written as the conditional probability with the
normalization, Accardingly,twe guarantee that the (links from the source node to the
designated subset of relay nodes can support the-desired transmission rate first, and
then fecalculate | the! probability that the! strongest_llink 'from thelrelay \node to the
destination node can support the desired transmission rate. Thus, we have to consider
all possible disjoint subsets of the relay nodes, i.e., all combinations of the relay nodes
that can receive information from the source node successfully. For the sake of

presentation, we refer to this disjoint subset as decoding subset.
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Pr{m&x{%lSk(SNRSk)}< RAmgx{%lkD(SNRkD)}< R}
=ZK: Pr{rpgsx{%lkD(SNRkD)}<R

1
ﬂE I (SNRy, ) £ RA ﬂ— I (SNRg, ) < R}

keS kES

keS

Pr{ %SK(SNRSk)st R/\ﬂ—|5k SNRSk)<R}

Ry ) £ R/\n—|5k SNRy, ) < R}

keS

(3.42)
where S is the decodi i rdinality ranging from 0 until
K, and is defined b

(3.43)

probability. Given the instantaneous

signal-to-noise ratioy b  source pe kth relay node, the

instantaneous mutuatinformation between the : ,ﬁo the k th relay node can

be calculated by B

ﬂuﬁﬁﬁ%%%%ﬁﬁnﬁ o

The instantanéous signal-to-noise ratlo is the squared modulus of the Complex channel

TR IO ‘P‘I“'“]X?TTGEJ”’T “Ef”‘e e

transmit signal power at the source node P and divided by the noise power

spectral density at the K th relay node, which is assumed to be N, for all relay nodes,

and divided by the transmission bandwidth W .

SNRy, =1>— (3.45)
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where P, N,, and W are constant, and |h$k|2 is a random variable. Thus,

keS keS

. [P (3.46)
_ - K
- Pr{@s 5 |092[1+—N W JZ R}

Pr{ﬂ% I (SNRy, ) £ R} = Pr{ﬂ%log2 (1+SNRy, )= R}

0

Since hy, are statistically inde , the expression is distributive and

can be further manipulated.

Pr{ﬂ%log2

keS

\ R —1) N‘F’)W} (3.47)

th the probability density function

CN(0,Q,). |hSk |2 is an exponenti i d random variable with the probability

™ Augineniyenng
QR haﬁ%ﬁuafmgwa; ]
) ! Q%kexp _QLSK ) (3.49)

:_exp[_ij
Qg 0

Qg P
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Therefore,
! 2R _1)N W
Pr{nhsk(SNRsk){ R}zl—[ 1 1-exp (TN
kes 2 kes QP
(3.50)
(22R _1) NOW
= exp| —
keS QSkP
Likewise,
2°F —1)NW
. (3.51)

Now,

!\s and the destination node, the

instantaneous mutual i i 2lay node and the destination node
can be calculated by — \\
P _‘- 4
IkD‘:-I { SN o ) (3.52)
e , "!i} :‘_.- .__:',
The instantaneous sig s the dulus of the complex channel

L —_— g

coefficient betweer Wod node, multiplied by the
average transmit sigrﬂ power at the Kth relay node, wh@v is assume to equal that of

the source node |Xk |2(}ﬂ:’ and divided iy the noise power spectral density at the

destination h@la dﬂje%meg%ig)rw&ia} ﬂ‘j
QRN IWNREINYIAY oo

where P, Ny, and W are constant, and |th|2 is a random variable. Thus,

ﬂ%ISk(SNRSk)st R}

keS

1
Pr{nggsx {E lo (SNR )} <R
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1
= Pr{r{gx{i log, (1+SNR, )} <R
hol P
= Pr< max 1Iog2 1+—| ol <R
keS | 2 NOW

Since the channel coefficients of t

ﬂzlogz(1+SNR5k >R/\ﬂ—ISk (SNRy, ) < R}
keS keES

M

keS

1
2Iogz[1+|hs"0|w ] R/\QSEISK(SNRSK)<

(3.54)

he source node to every relay node and

)node to the destination node are
cﬂ are statistically independent,

the channel coefficients of
statistically independen

the conditional probab

keS

- Pr{ﬂ%log2 [1+
(3.55)

) L N -:'_!___ T
SinE i _ tg k € K, the expression is

distributive and can urther manipu

WP

RIAINTN B i,

Since th is a random variable with the probability density function CA/ (0,2, ), [ho|
is an exponentially distributed random variable with the probability density function

exp(Q;é) (see Lemma 1).

1 X
P (x)= Q—kDexp(— . J (3.57)

R}



Then,

Substituting (3.50), (3.

o3
ﬁﬁ%ﬁﬁ%ﬂﬁwﬂwni
avmﬁa‘h PL30 it (20
:2 kes{[l_expL_(zt%ﬂe p[ %ﬂ
o 52

37

(3.59)

(3.60)
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Since Qg =dg and is the mean of |h3k|2, the average signal-to-noise ratio of the link

between the source node and the K th relay node can be written as

E{SNRy,} = {|h5k|} T

0

P
=Q (3.61)
Sk NOW
Comparing (3.61) with (

\ (3.62)
Since Q,p, =d. S an g'mean of thst ere e nal-to-noise ratio of the link

between the K th relay Jestir  node ca n be written as
(3.63)

Comparing (3.63) Wlt£3 9) we obtain

ﬂUEJ’J ﬂ&ﬂiﬂﬂ’lﬂ'ﬁ a0
o IR ‘MMON 455 91 145 2

3.2.2 Exact Formula : Approach 2

Now, we provide the second formula in Theorem 2. Instead of relying on
the double summations among decoding subsets, we consider the product among the

flows from the source node to the destination node via the relay nodes. Hence, the
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product grows linearly with the number of relays, and the obtained result takes less

computation time when the number of relays increases.

Theorem 2: The outage probability, which is obtained from employing the cooperative
diversity with the fixed selective decode-and-forward without direct link combining
scheme in the wireless relay network having K relay nodes, at a transmission rate of R
and at an average signal-to-noise ratio of the link between the source node and the

destination node of SNR is given by [29]

-
K a a 2R
IP)OFuStDFﬂOdifeCt (R, SN R) ;- H l— eXp o dSk n de 2 1 . (365)
A By SNR

where dg is the distancebetween the é_ource node and the destination node, dg, is

the distance betweengthe source node and the Kk th relay node, d,, is the distance

between the Kk th relay and the destination ﬂodb, and « is the path loss exponent.

Proof : From the definition, the outage prc)_ft}rability is the probability that the maximum

among all relay nodes of the minimum- between the instantaneous mutual information of

the link from the source node to _t_he-relay nodga_p'.q the instantaneous mutual information

of the link from t_hé; relay node to the destination nocjé_,falls below the desired

transmission rate. -

[prepRnodiect (R SNR).= Pr{mgx min {% lg (SNRSk),% lo (SNRy, )} < R} (3.66)

out

where lg, denotes the instantaneous mutual information between the source node and
the K'th relayfiodey 1 denotesithelinstantanetus mutual informatioh betiveen the Kk th
relay node and the destination node, where both of them are the functions of the
instantaneous  signal-to-noise ratio, denoted by SNRy, and SNR,,, respectively,
between the source node and the K th relay node and between the k th relay node and
the destination node. The factor of 1/2 takes into account the loss due to dividing the

transmission into two time slots. Then,
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Pr{mgx min{% lg (SNRSk),% lo (SNR )} < R} =

(3.67)
1

Pr{@min{%lSk (SNRSk),EIkD(SNRkD)}< R}.

Consider the flows from the source node to the destination node via the relay nodes.

Each of them experiences the instantaneous signal-to-noise ratios that are statistical

///)autive, and the minimum can be
4

‘.—

independent. Therefore, the

manipulated further.

)}< R} (3.68)
\\\ Ro)< R}.

Without altering the ex ion, take -do negations, which change the union

7 | | _ 4 ..ﬂ Ro) £ Rj} (3.69)

Aud s
Given the instg-]wtaneous signal—to—ng‘se ratio between the source node and the Kth

“ARIRID I UNTAINBTNY

relay n@de can be calculated by
I (SNRSk) =log, (1+ SNRSk). (3.70)

The instantaneous signal-to-noise ratio is the squared modulus of the complex channel

coefficient between the source node and the K th relay node, multiplied by the average

transmit signal power at the source node P = E{|Xs|2} , and divided by the noise power
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spectral density at the k th relay node, which is assumed to be N, for all relay nodes,

and divided by the transmission bandwidth W .

=
=
N
)

SNRy, = , (3.71)

- * is a random variable. Likewise, given the
instantaneous signal-to-noise ratio betwe k th relay node and the destination
node, the instantaneous tu nf en the kth relay node and the
(3.72)

The instantaneous sign s-the square ulus of the complex channel
coefficient between on node, multiplied by the
average transmit sign h is assume to equal that of
the source node ]E{|xk|2

destination N, , and divide

(3.73)

5 ) B0 RTINS

LBy i

Since the channel coefficient of the link from the source node to the K th relay node and

(3.74)

the channel coefficient of the link from the Kk th relay node to the destination node are
statistically independent, i.e., hy, and h, are statistically independent for any

ke {1, 2,..., K} , the joint probability becomes the product between probabilities.
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|h3k| | kD| P
{ Iog{1+ N £R Iog2 1+—— N W £R
_ - | Sk| | kD|
Pr{ Iogz[1+ N £RPr Iog2 1+—— N £R¢,

where both probabilities can be manipulated further.

1 g g
Pr{zlog2 14 w —log,| 1

(3.75)

Since hy, is a : e. with the probability density function

CN (0,Q). |hSK| onentially dist m yariable with the probability

density function e ]p

E X (3.78)
ﬂum‘ﬁaw% (gik”ﬂi

VAR ae

_ f Lexp(_ijdx

0 QSk QSk

-

( X
=—exp| —

Sk

0
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. (2" —1)Now
=1l-exp| —~—————|. (3.79)
QP

Since h, is a random variable with the probability density function

C’./\/'(O,QKD), |th|2 is an exponentially distributed random variable with the probability

density function exp(Q;é) (see Lemma 1).

(3.80)

Then,

M
Substituting (3.79) inﬂS.?G) and substituting (3.81) into (8.77), the expression in (3.75)
can be further mampulaich

anener

1?&92 14530 | P

9 :[1 1-exp| -
(2 -1)Now (2*"-1)Now
=exp| — -
QP QP

Substituting (3.82) into (3.69), (3.68) is given by
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K
Pr{ﬂ min{% lg, (SNRSK),% Lo (SNRkD)} < R}
k=1

B I ke L I T
k=1 p QSkP p QkDP .

Since Qg =dg and is the mean of |h5k|2, the average signal-to-noise ratio of the link

between the source node and the e node can be written as

(3.84)
Comparing (3.84) with (3
(3.85)
Since Q,, =d, 5 and is the ;r;;r 7 erage signal-to-noise ratio of the link
between the K th relaj , destin: pe written as
S o
Bs Syl
‘a
AUV Elﬂﬁbﬁfil’lﬂ‘i -
iy
ON MGNT eo@Ll ARTINeNaY
QP _ o gnp, (3.87)
NO dSD

Substituting (3.85) and (3.87) into (3.83), the expression can be further manipulated.
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{ﬂ mln{% lg, (SNRsk) Lo (SNRy D)} }

k=1
a 22R
p| — de (3.88)
de SNR

K a a
:H 1-exp| — ds"+de SNR ]

k=1
i
Substituting (3.88) into (3.67 4 ields (3.65). Q.E.D.
".ﬁ * .’

K da 22R
=[]|1-exp| —=%*——~ |ex
2 ds SNR

hich results in the formula
heck whether the simpler

e result as the conventional

can do is to first specify K, anc

|-/fl“‘ A .r-l;

expressions are theﬁme Hergfw’é'ghoﬁm ,K=2,and K=3.

Let

]P)FSDF nodlrect(R SNR) l

out

[ ]

=2zgﬁlu"?§f‘9ﬂgm LA o & %ﬂ

o 22R
’L ;JD’HE[{ g (1)
dZ SNR ng SNR d% SNR
22R a 22R 22R
=|1-exp| - ds (— +|1-exp dﬂ—) exp| — (—
do SNR ds, SNR ng SNR

2 a p—
—1-exp| - %5 d (271 exp A Gl !
dz~ SNR dz SNR

(3.89)
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where H[°] =1. The simpler formula gives

ke@
1 a a 2R _
POZStDFnOd"eCt(R,SNR)ZH 1—exp _dsk +de 2 1
-1 dsp  \ SNR
1 exp| Gt (21 550
dz | SNR

d% SNR

Then, & =

]P)FSDF -nodirect (R, SNR

out

= 22: Zl“z}g{ 1-exp

= 1-exp —d% ( :
ke{L,2} dsp

« (22R _1 E,{_.__*:ﬂ (- 2 Vet « (22" _1
10| - LT 1C00 I
ke(2) depraNR ot Hsp SN ds SNR

S Sipaapde SEETE]
e B AL AT

35WBW§E

2“—1;%[ EJ’
—exp|+-—% ()
dep SNR dsp
a 2R a 2R a 2R a 2R
+exp| — S1 u exp| — dlD 2 _1 exp| — dsz 2 -1 exp _dﬂ u ,
dz | 'SNR ng SNR de | 'sNR dz | SNR

(3.91)

where
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Terml(S=9)=
1_9Xp{_£w]—EXP[—EHJ%XD[—EEJ exp{—ﬁ (ZZR _1)]’
dg, SNR d&  SNR d% SNR d% SNR
(3.92)
. _ d - ds (ZZR —1) ds (ZZR _1)
TermZ(S_{l})_exp[___— ) _é SNR |7 _ﬁ SNR
—exp| ——>
+exp J
(3.93)
_ (o) = ' de (2% -1)
Term3(S ={2}) =exp | ]exp[_ﬁ ——
—exp
+exp J
(3.94)
Term4(8:{1,2}ﬁex;{ﬁdé(__) e).LE_ di“z ( )
S s
LT
exg 21( 1) exp _d% 'L) exp _diz( 1) Y,
ABRARIDEE e RGE
2 Aa
—exp d51( _ ) exp _dg l) exp _dﬂ( 1)
ds SNR d% SNR d% SNR
a (92R _ o 2R w (92R _ Y R
+exp —&M]exp —dﬂuJexp _&(2—1) exp[_dﬂ(z 1)]'
dsp SNR di;  SNR dz SNR dZ, SNR
(3.95)

and the simpler formula gives
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: 2 dg +dg (227 -1
]P)FSDF-nodlrect R, SNR) = 1—exp| — Sk kD
ror s (R, SNR) H{ o [SNRM

k=1

=|1-exp Gs+dip 271 1-exp _dg+dp (271
dsp SNR dep SNR
ool -G G ool 2 e |
ds | SNR ds | SNR
e 85 (271 o _dipf 281
de | SNR d% | SNR
a 2R a 2R a 2R a 2R
+exp g2l exp S £ exp s (27 -1 exp _Gpf27 -1 ,
ds | SNR del SNR dé | SNR ds | SNR

(3.96)

\
which is the same as (3:191). '

Last, af' K #3 jthe QorTven’[Tlﬁ)ngl formula.gives

]P)FSDF-nodirect (R, SN R)

out "l
3 x| Ao (ZEET ] L4 (27Y)
%2 H{ . eXp( dg,=SNR e?_s___a__f SNR

1=0 Scf1,2,3) keS
GE _
v (2R _{Tl :
= 1-exp —diu +
kef1,2,3} Q;‘D SNR }J

ke{2,3}

& 22R 1
1-exp dik ( ) +
ke{1,3} dSD SNR k
A 1
ol (2RI _
T—exp dfzk ( ) + S
ke{1,2} dSD SNR k




o ap (@-0)) g (274
| 1 o] - ool
)

=Terml(S =@)+Term2(S = {1})+Term3(S = {2})+Term4(S = {3}
+Term5(8 = {1,2})+Term6(8 L })+Term7( {2,3})+Term8(8 =1L 2,3})

a 2R 2R
=1-exp| - dg (271 exp i (2
d% | SNR ds | SNR

dg (2% -1 2" 1 dg (2% -1 do (2%F -1
—exp| — expp —exp|— exp| —
des L SNR b /SNR dss L SNR dso L SNR
\
a 2R _ o 2= a 2R _ a 2R _
exp| - dg [ 27 -1 exg _dm 2 1 exp|.— g R —1 exp _dyp (27 -1
dsp | SNR ge " SNR dss L SNR des L SNR
a ((92R _ £ (3R P a ("92R a 2R
Texp| - dg [ 27 -1 oo _% 2 1 oxp| des (27 -1 exp Cdp (27 -1
dsp L SNR dsp ;SNR-"j dsr L SNR des L SNR
a ((H2R _ L !’\ “ a (2R _ a ((92R _
Texp| - do, [ 277 -1 éxp _dZDi ,_2 ], dexp| deg (27 -1 exp Cdp (27 -1
des L SNR dsstSNREEE. | ds; | SNR des L SNR
Y et e s ? M4
a ((92R _ To—fm2r P a (2R _ a (92R _
_exp| - dg (27 -1 exp _—_,dl'? . = 1_ lexp| - do, [ 277 -1 exp| - dp( 27 -1
des L SNR des U SNR )" dsp | SNR dss L SNR

d _1 L d{l /27R _l\\ 5 4
exp| ——=2 ( hexp[— = L U \
dsp \ SNR dsp | SNR -

- - (3.97)
where
22R _1 by 22R _1 a 22R _1
Terml(S =) =&+ exp[ de; uJ_exp[_&( )]—exp[—&( )J
dsy ‘SNR ds, | SNR dss SNR
+exp _ﬁw exp _ﬁw +exp _ﬁ(ZZR _]_) exp _%(ZZR _1)
d;”D SNR d;”D SNR dS“D SNR dS“D SNR

ds SNR d% SNR

+eXp(_£—(22R _1)Jexp(_% (ZZR _1)
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_expi—ﬁw}exp[_ﬁw}exp[_ ds; wJ
dss SNR dey SNR d%  SNR
(3.98)

rerma(s - 1) oo -S| oyl 98 L o (2 )
ng SNR ng SNR ng SNR

—exp —£<22R—_1) exp _%w _exp(_ﬁw]expl_%wJ
dg,  SNR d$ SNR dz SNR 4 SNR
Texp ) exp a2 1Y exp S (2 -1)
d% SNR des” SNR 4o SNR
+exp —ﬁw exn _%(_Zi—_h) A _%(ZZR —1)
ds, SNR af FSNRLS d& - SNR
+exp —ﬁw exp _d;’z'.(Zi—_l'i gxp \dg (22R _1)
dsaD SNR dS“D _SNR 7“ ng SNR
- A 8 '%wj*%xp ) exp{_—ggw)
des SNR qgo'-'SNR b d& SNR d SNR

G- (3.99)

Term3(S ={2}) = exp- X g _1)J_exp[_§EJexp . (2 _—l)J

ds;, SNR dss SNR d%  SNR

. 2R, a (2R ) ¥ 7 R o 2R _
A G i ) _exp[_&_@ Y exp[_&_@ 1>J
d% “SNR d%  SNR d% SNR d% SNR
ds  SNR d< SNR ds 'SNR
a 2 — a 2 — a 2 ju—
+exp _&—(2 R 1) exp —dﬂ—(z R 1) exp —&—(2 R 1)
do SNR d% SNR d% SNR
o« (92R _ a (92R _ a (92R _
coxpl - ()| s (27 1)) S g (27 1)
ds SNR ds SNR d% SNR




Term4($ = {3}) = exp _8s \ " T

—exp

+exp

+exp

+exp

—exp

Term5(S = {1,2}) ;é'fx_p[

exp| —

exp

exp

ds—SNR

%(ZZR _1) £ _ﬁ(zm _1)

ds, SNR d%] SNR
di(ZZR _1) rexo _ﬁ(ZZR _1)

dg 1 SNR dg&y SNR
di(ZZR _1) oo _ﬁ(ZZR _1)

d% SNR dZ SNR
voxp| 8 (2T (1)
ds;, SNR d& SNR

_%(ZZR _1)
dZ SNR

dg (274
d% SNR

_%(ZZR _1)
d% SNR

_%(ZZR _1)
dZ SNR

_%(ZZR _1)
d% SNR

—%—(ZZR _Ih)
dg /'SNR. 4
o (271) )4

_d;;_, SNR Z)

! % (:gZR _1):
4y 7SN

et s

Sill

(24?‘( _1)
"SNR de" SNR

_%(ZzR _1)

_ﬁ (22R _1)

_%(ZZR _1)

_%(ZZR _1)

51

d%  SNR

(3.100)

_di(zzR _1)
d% SNR

d%  SNR

d% SNR

(3.101)

y _ﬁ(zm _1)J

d% SNR

d% SNR

ds SNR

d% SNR

dg SNR
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a 2R_ a 2R_ a ZR_ p ZR_
+exp(—h—(2 1)Jexp(—&—(2 1)Jexp£—dﬂ—(2 1)Jexp[—k—(2 1)J
d%  SNR ds SNR ds SNR ds SNR

o ST S i) i

d% SNR d%  SNR d% SNR

(3.102)

— 22R -1 a 22R -1 o 22R -1
Term6(S ={1,3}) = exp{—%(sw)}exp[—ddﬁ—( = )J—eXp[—:ﬁ—( SNR )]

a 2R _ v o A I a — a _
NEYEry7 /) S TR
ds;, SNR A 96 BNR 48 ds . SNR dss SNR
oo 0 (Y, gl ]*e-xp (Y6 ()
ds;, SNR ds, ,SNR{‘- _ ds, SNR ds;, SNR
exp| %50 (2 1) _egp__d_si.(-?”—l)f}a- a2 fag (27 )
ds;, SNR p déj} SNR ,;,.:.:‘_Jk ds;, SNR dss SNR
a 2R SR )?%‘ o 2R . 2R
+exp —h——(z 1) exp —'_di—t"—(:z 1)""eiqﬁi nds (2 Y exp _dg (271
dsp SNB'_*._ di;  SNR ds;  SNR d;  SNR
+exp —h—(z I)'exp —&—(2 1) exp —dﬂ—(z' 1) exp —&—(2 1)
ds; SNR ds; SNR ds; SNR ds; SNR
o (92R y [o2R o (92R o [92R _
—exp| — dSl M exp _dﬂu expli— d53 (2 1) exp _d3D M
dsp ! SNR dep “SNR ds;, SNR dss SNR
colpitn A
d& SNRT |*
(3.103)

Term7(S ={2,3}) =eXp[_§(22R _1)Jexp{— ds (2 _1)J_exp{_ ae (2 4)}

d%  SNR ds SNR d% SNR




exp —%M exp —%—(ZZR Y —exp —%—(ZZR_l) exp —ﬁ—(zm_l)
dg SNR dg SNR d%  SNR ds  SNR

exp —%w +exp —ﬁ—(zm _1) exp —di—(zm _1) exp _%(ZZR _1)
ds SNR ds SNR ds SNR ds SNR

exp| 850 (27D | f g (ZTU)) T dg (270)) g (271)
ds  SNR ds  SNR d%  SNR d%  SNR

+exp —ﬁw exp —%—(ZZR —1) exp —g—(zm _1) exp —ﬁ(zm 1)
ds SNR dg, SNR d¢ SNR ds SNR

+exp _ﬁw exp _d.gg(ZZR —1) exp _%_(ZZR _1) exp| — dgl (22R _1)
ds SNR de SN% d SNR ds SNR

—exp —ﬁw exp _%—r(gm _1)"exp —ﬁ—(zm - exp —%(ZZR_l)
ds SNR def SNR., ds SNR ds SNR

of 520
ds  SNR i
r— 1%1, (3.104)
i )

Term8(8 ={1,2,3})= exp[—_d—gi-@}g;;fiﬁ(zjﬁlexpi—ﬁ (22R _1)J
’ ’“@ ds SNR d, SNR d% SNR

—exp _ﬁ(zi_-f)_ exp _%w exp _%(22_“'__1) exp _%(_ZZR _1)
d% SNR - d%  SNR ds SNR d%  SNR

—exp —ﬁw exp —ﬁ—(zm_l) exp —%—(ZZR_l) exp —ﬁ—(zm_l)
ds ! SNR ds LSNR d¢ SNR d%  SNR

—exp —Ei(ZZR—_l) exp —ﬁ—(zm_l) exp —ﬁ—(zm_l) exp _%—(2”—1)
d%  SNR dd LSNR d< 'SNR ds SNR

voxp| 85 (2T [ () dg (20 L g (2-0)
ds  SNR ds SNR ds SNR ds  SNR

exp —ﬁw +exp —ﬁ—(zm Y exp —%—(ZZR = exp —ﬁ—(zm Y
ds SNR ds SNR ds SNR ds SNR




a 22R _ a 22R _1 a 22R _1
ol 8 (27D e () (e (2
d% SNR d% SNR d% SNR
a 22R _1 P 22R _1 p 22R _1
ol 0 (27D () (g (20)
dZ  SNR dZ  SNR dZ  SNR
p 22R _1 « 22R _1 a 22R _1
exp| 8 (2D | f g (0] f g (27-0)
d% SNR d% SNR d% SNR
a 22R _1
exp _2?( )|
o SNR 2
and the simpler formula gives l

3 a = .a
(R,SNR)T [1-#xp __—ﬂ%i:dkj?
ki ds’p .

el

de +dj5
o2r M\ ae _.J;'
SNR )i 7R

]P) FSDF-nodirect
out

:{pr(_

{1—@@(—d§+d%

dsp
=1—exp(—

(

p(_dgz 1dg

g a
I dSD

SN
=)

dsp

ZA0) ([ az (2 g))

SR

d;[

a
dSD

dg (227 —1)) O T —— d4 [ 22* -1
—exp| — exp| — —exp| —
d2 | SNR dZ | SNR d2 | SNR
a 2R « o (| a 2R|
vexp| 95 2L e of 0n 2L ol P (21
ds (9SNR d2 ("SNR d2 | SNR
a 2R a 2R a 2R
vl S8 (RN g e diny 28 11 )] o [y dirf 27 4
ds | SNR dé I SNR d& | SNR
a 2R a 2R a 2R
coxp| -t (201 ) o di (27 1)) f e (271
ds | SNR dZ | SNR dZ | SNR
a 2R a 2R a 2R
o 8 [ 2T i (27 1)) fde (21
dZ | SNR dZ | SNR ds | SNR

exp{—
expL

a2, w]
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%(ZZR —l)
d% SNR
ﬁ(zm _1)

SNR

a
dSD

a
dSD

SNR

(3.105)
a 2R
oxp| G271
dZ | SNR
a 2R
exp| _Gin (271
dZ | SNR
a 2R
il L8 (271
d2 | SNR
a 2R
exp| - S 271
d2 | SNR
a 2R
x| 8 (27 -1
dZ | SNR
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( dsa; (ZZR _1j] { d:D (ZZR _1)J
exp - exp| — o s
dz | SNR dz | 'SNR

which is the same as (3.97).

(3.106)

3.2.4 Computation time comparison

i w ormula gives the answer equal to the
counterpart formula in the lit ature, ' Ipe computation time used by the

proposed formula and th : , e computer is the Intel Pentium

M processor 1.6 GHz wj software is MATLAB version

7.2.9.232 (R2006a) usi turns the CPU time that has
been used by the MATL parison is shown in Table 3.
When we increase t tation time required by the
proposed formula is er of terms in the formula
increases linearly. On th | ly the ¢ ne required by the counterpart
formula in the literature get: S ;

increases combinatorially.
J———

Table 3 Corpuiaii e comparison betv Wolexact formulas

Number of relayﬁ In the literature
1 _
1 0.01 0.02
] o/
I '

AL O TG GES

o2
T,

0.01 0.02

0.01 0.03

0.01 0.03

Zo
9
all
;’.‘J
9=
D
a D
=S
B

0.01 0.06

10 0.01 0.09
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11 0.01 0.18
12 0.01 0.34
13 0.01 0.66
14 0.01 1.31
15 0.01 2.66
16 Q.01 5.37
17 0:04 10.69
18 0.01 21.82
)
19 0.01 43.82
20 ‘ 10.01 88.61
. 3

3.3 Fixed Selective Deéog;ie-and-foma(d with Direct Link Combining Scheme

/'
F 4 — =

The for-mula for cal'éulr;ating_-‘,trhé outage probability of the fixed selective
decode-and-forward with direct____liq_l{ comgjgin,g scheme does not exist in standard
materials. Even though 'introducip_gf the dﬂgégt link: combining does not completely
change the fixed selective d!-écddeiﬁnd-fowia%thout direct link combining scheme, it

becomes much more involved-to-analyze thféf._ﬁiﬁa'ge probability. In the literature, there

are two different forml;las that can calculate the approximaféd— outage probability of the
fixed selective deco"c’ié—.and-forward without direct link comb.i'ﬁfng scheme in the low SNR
regime and in the high SNR regime, respectively. We™propose a formula that can

calculate the exact value. We will. present.three of them, in.this.dissertation.
3.3.1 Approximation in the low SNR regime

For'doing comparisonssamong  different schemes later, the outage
probability is still a function of a desired transmission rate R and an average signal-to-
noise ratio SNR, where the average signal-to-noise ratio in this case is the average
signal-to-noise ratio of the link between the source node and the destination node. The
average signal-to-noise ratio of the link between other pair of nodes is the function of the
average signal-to-noise ratio of the link between the source node and the destination

node. The formula for approximation in the low SNR regime is provided in Proposition 2.
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Proposition 2 : The outage probability, which is obtained from employing the cooperative
diversity with the fixed selective decode-and-forward with direct link combining scheme
in the wireless relay network having K relay nodes, at a transmission rate of R and at
an average signal-to-noise ratio of the link between the source node and the destination

node of SNR is approximated in the low SNR regime by [23]

]P)FSDF—direct (R, SNR) ~

out

L3i+1 ~ ng L3i+2 +1 dSZD -
3i+1 (3i+2) 2

( dg 2% -1
[T exp| -2
keS dSD SN

(3.107)

selective decode-and-forward with-dire

————

between the source node anﬂﬁ@_ﬁgeﬁs ;,' , dg, is the distance between the

(3.108)
o

,1' | - ! ) |
¢ o o/

=R Y RINT HRIY I HRIQ R roirn

amongﬁall relay nodes of the minimum between the instantaneous mutual information of

the link from the source node to the relay node and the instantaneous mutual information

of the combined links from the source node to the destination node and from the relay

node to the destination node falls below the desired transmission rate.
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1
> lspuo (SNRyo + SNRg, )} < R}

(3.109)

out

PrOFdiet (R SNR) = Pr{msx min {% I (SNRSk)

where lg, denotes the instantaneous mutual information between the source node and
the K th relay node, lgy,,, denotes the instantaneous mutual information between the

source node combined with the k thye ode and the destination node, where both of

them are the functions of

SNRy,, SNR,.

between the source n

-to-noise ratio, denoted by SNR, and
e and the kth relay node, and
between the kth relay node
and the destination n unt the loss due to dividing

inimum can be written as the

(3.110)

= 7
Furthermore, the Joﬁ probablhﬂ can bé’\ﬁ‘ﬁmonal probability with the

normalization. Accordl we guarantee that the link S=from) the source node to the

designated subset o il |é'y transmission rate first, and

then calculate the proba&plllty that the dlrect link combined with the strongest link from

the relay nooﬁu %Js @tlnﬁﬂﬁpw Ej dﬁsﬂ ﬁnsmssuon rate. Thus,

we have to corlgder all possibl SJomt subsets of the relay nodes, i.e., all combinations

oS WIRNT) soba vy

1 1
Pr{mgx {E I (SNR, )} <Ramax {E lsp.o (SNRg, + SNR 5 )} < R}
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1 1
ﬂE ls (SNRg, ) £ R A ﬂE ls (SNRg, ) < R}

keS keS

K 1
= Z Z PT{TSSX{E lsp ko (SNRSD +3NR,, )} <R
<K

keS

Pr{ 1|Sk(SNRSk)< RA ﬂ1|5k (SNRy, ) < R}
keS2 2
K

1 1
ﬂE ls (SNRg, ) £ R A ﬂE ls (SNR, ) < R}

keS keS

1
=zzPf{'vgx{z'sw(“%*SNRKD)}<R
Sck

(3.111)

where S is the deCQ/ as a var 0 dinality ranging from 0 until

(3.112)

Given th atio between the source node

and the K th relay node, th mation between the source node
and the k th relay node can be calcula

< (SNRy, ) =1log, | 4 : (3.113)

The ir@entaneous signa

complex channel coefficient between the@sburce node and the K th relay node,
AU ANANINEANT. rcpur). o
U

divided by the noise power spectral Iﬁensity at the kith relay node, which is assumed to
oe Kol obighonae] shadde bl bbb el
8 : O N :

2
SNR,, = s P, (3.114)

0-noise ratio isﬂe squared modulus of the

multiplied by

where P, Ny, and W are constant, and |h3k|2 is a random variable. Thus,

Pr{ﬂ% I (SNRy, ) £ R} = Pr{ﬂ%logz (1+SNRy, ) > R}

keS keS
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e SR
keS

Since hg, are statistically independent among k € K, the expression is distributive and

can be further manipulated.

probability density function

Since h om varla \ he,
CN(0,9,). |hSk| tially’ distribute dom variable with the probability

A\

density function exp
(3.117)

Then,

|
Pr{| (2ZR -1

ﬂumwﬂmwmqi .

RN TUNMATNP TR Y

(3.118)

QP

Therefore,
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[ 2% _1)NW
Pr{ﬂ1|sk(SNRsk)< R}:H 1-[1-exp —@
ke$2 keS QSkP
(3.119)
(25" -1)Now
= exp| —
keS QSkP
Likewise, l
. // 2R —1)N W
_u.ﬁ..,;;:g RU=" _Q . (3.120)
keS - — ' QSkP

ity. Given the instantaneous
signal-to-noise ratio > destination node and the
instantaneous signal-to neen the. 10de and the destination node,

the instantaneous mutual : oet /Sen Source e combined with the K th relay

SNR, ) = SNRy, + SNRyp ). (3.121)

The instantaneous signal-to-naise: ra r;':-_’ _ squared modulus of the complex
channel coefficient:be he_source _node and-the-dest t|on node, and the Kth

relay node and the des | i‘o by the average transmit

signal power at the equal that of the source node

I
RN TUYRIANIRY o

SNR,, = , (3.123)

relay node, which is assume to

where P, Ny, and W are constant, and |hSD|2 and |th|2 are random variables. Thus,
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1 1
ﬂE ls (SNRg, ) £ R A ﬂE Is (SNRy, ) < R}

keS keS

1
Pr{nggsx {E lsp.io (SNRgp + SNRy, )} <R

= Pr{max{llogz(u SNR, +SNRkD)}< R ﬂl I (SNRg, ) £ RA ﬂl I (SNRy ) <R
kes 2 kes 2 kes 2
1 o P |hol P 1
= Prmax E|og2 1+ N + N <RDSEISK(SNRSK {R/\@—|Sk SNR, ) <

| /// | (3.124)

statistically independe e links from the source node

to the destination the destination node, the

conditional probabilit

|j i ﬂ (3.125)

By introd‘rcgg the condition %the channel coefficients of the links from

the source nﬁ 18 h&ceiafieh ob M ndibinglatdn] the ow expression equals

the previous e%ressmn but becomes distributive and can be further manlpulated

’QW’L%\‘lﬂ?m g?maa

22R—1

_ P 1 P |hol P
- '([ Pr ﬂzlogz[ N0W+NOW <R

keS

i
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(22*-2)Ngw
P 2R _1)N W
= j I1°Pr |th|2<¢—x P . (x)dx (3.126)
° ks P hep|

Notice that the upper limit of integration is not infinity because the

conditioned probability becomes zero after the instantaneous signal-to-noise ratio from

the source node to the destination node is greater than the upper limit, i.e., the strength

of the channel from the sou ination node alone guarantees the
success of transmission regardless lay node. Since h, is a random
variable with the probabili i CA M0, Q0 ), |th|2 is an exponentially
distributed random vari nction exp( kD) (see Lemma

1).

(3.127)
Likewise,
(3.128)
Then,
Pr{lhkol 2" - 1)—X - | p% x')dx’
ﬂUEJ’J‘I’IEWlﬁW“‘EJ’lL](
(3.129)

(22R —1) NW
QkDP ' QkD

=1l-exp|—

Therefore,
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R 2R ~1)N W
= J' [T 1-exp —( ) X exp(— de
0 keS QkDP QkD QsD QSD
(22" -2)Ngw
A N W
_ L _[ I exp| - —exp{ij exp(—
Qp 7 kes Qp Qqp
(3.130)
Since Q,p, =d, S and is t he ave ignal-to-noise ratio of the link
between the k th relay n 10de e written as
(3.131)
Comparing (3.131) with
7
(3.132)

Iy :
“ N S NYN

Pf{%ﬁ’jﬁ%ﬂ%ﬁﬁmi NYEY
a

[T exp| —=—— | exp| =*>—— |—exp| — | | [exp| — dx.
Qgp 0 kesS ds; SNR ds; SNR Qo Qg

(3.133)

The evaluation of this integral is difficult due to the product of the

exponential. We thus make two approximations:
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1) Tayloy Series expansion of

2 3
X - X1 Xz 1 X3 ,0<x<X,
exp| ——— |~ Qy 2Q5, 6Q (3.134)
QSD

0 L X > X

Because (), is always positive, the expression on the right side of (3.134) is a

decreasing function of X. This i cad examining its derivative with respect
to X:

d x 1x

—|l-——t-= <0,Vx,Qq, >0. (3.135)
dx\ Qg 2Qg,

X, is the point where
(3.136)

which occurs at
(3.137)

2) Thirmorder approximation of

PANUNONT ) om

qua@aﬂ@m AN Y

The second term could also be expanded using Taylor series; the
product of the terms, however, would significantly increase the number of terms in the
approximation. We choose order-three approximations which yield good results. Clearly,
the accuracy of the approximations could be further increased by increasing the

approximation order.
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Using the approximation in (3.134), the upper limit of the integral in
(3.133) is L, where

2R _
L:min(x‘”di“ZSNRl} (3.139)
SD

The parameter f, is then obtained by minimizing E( fr), the total squared error

L N3 2
=I(exp(— ] —X?’J dx (3.140)
0
o
- 14D[f, (©,)
where
]
d s 1 L4
O, =-28exp| —, = exp 4
dSD dss SNR ‘D SNR ) Q,;

‘28 i, S %ﬁlé?wgﬁﬁﬁmmp QLJQL
TRt

277 -1
, =14 - :
[dgo SNRJ Q;:D [ng SNRJ Qto QED

and
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dg 2R —1] 1 1

a 2R
S de2 = I;
ds SNR QY QL ds SNR ) Q.

—28exp{d';D—_lJexp( L J 13 +7exp(2 L J 13 .
dSD E;hJFz g2kD gsz gsz gsz

To minimize E( fr), we set the derivative of this expression with respect

0, _28exp( +14exp(

to f, to zero and obtain

LY 1 2%-1Y

R _1 Q,, )\ d& SNR
d;g E;PJF? l 1 I'l L L? ~ 1 22R __1
' \ d% SNR

(3.141)

q—“
|-,£.jff t¢'; fef

Using Binomial Exeﬁsmn the resdl’mgfyﬁpproxmatlon can thus be

written as

Io
g nNW

# i
!W Hﬂﬁﬁf

[1fexp d% SNR
SD

SD keS

dg SNR Q. 020 607

s SNR 202, 60

;

=) (L e PR
WAL ..

de 22 1) |F (1) 1 2% -1 R x 1x
= Hf exp| ——0 J'Z _ | () |1+
Q d% SNR |3 50i ) dg SR Q. 20%

SD keS

1 X3H€

[ a 92R _1\] 1 (] 2R 1\ L g 3i+2
- Hfrexp(—dz?z g am) et
Qqp | kes ds, SNR )|/ dgy SNR 5 Qyp 2 Qg

6 Q3

2 1 3
-— X3 jdx
6 Q)

&



68

a H2R _ L (] 2r 1\ i
Hf exp _Go 2 1 > 1271 (-1)
SD keS ng SNR i=0 1 ng SNR

(3.142)
L3I+1 L3i+2 1 L3i+3 1 L3i+4
—_ +_ —_——
3+l Qg (3i+2) 205, (3i+3) 602 (3i+4)
Substituting (3.119), (3.120) and (3.142) into (3.111), we obtain
\
1
Pr{mex{glﬁ( ._‘\\:\\{ f’} ,_ D(SNRSD+SNRKD)}< R}
K 1 — = E 1 22R 1 3(|—I) )
= z Z e XP . | - J (_1)
1=0 fs‘g_llC dsp SNR
Lot \ (3.143)
3i+1 Qqp _
- JN W
[Tl exp | \\ :
keS S| ), P
Since Qg = d'is the friea kz, the average signal-to-noise
ratio of the link between the source th relay node can be written as
— 3.144
| N (3.144)
ﬂﬁﬁﬁﬂ&]ﬂ%ﬁ@’]ﬂ‘i
U
ARSI Inenat
9 —Sk_SNR. (3.145)

NW  dgg

Substituting Qg =dg5 and (3.145) into (3.143) yields (3.107), in which L in (3.108) is
obtained by substituting Qg =dgS into (3.137) and in turn substituting X, from (3.137)
into (3.139). Q.E.D.
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3.3.2 Approximation in the high SNR regime

For doing comparisons among different schemes later, the outage
probability is still a function of a desired transmission rate R and an average signal-to-
noise ratio SNR, where the average signal-to-noise ratio in this case is the average
signal-to-noise ratio of the link between the source node and the destination node. The
average signal-to-noise ratio of the link between other pair of nodes is the function of the
average signal-to-noise ratio of the link between the source node and the destination

node. The formula for approximation in the high- SNR.regime is provided in Proposition 3.

Proposition 3 : The outage proability, whlich is obtained from employing the cooperative
diversity with the fixed selective decode—;nd—forvvard with direct link combining scheme
in the wireless relay network having K refgy nodes, at a transmission rate of R and at
an average signal-to-noisg ratio of thellink ?etween the source node and the destination
node of SNR is approximated in__th_e'ﬁigh S:.}\Jlll?jr_egime by [22]

£
K41

. - —— ! ! K
PSR (R SNR) z[d “ Y Y o de[ds Gi4e)
SNR & 10 fs\g—llc I +1vs keS

= o

where K e {1,2,3, % 7K} is the set of the indices of alfrelay=nades, S is a subset of K,

S| is the cardinalit&}%f— the set S, PECF™ denotes the sutage probability of the fixed
selective decode-and=forward with direct link combining Scheme, dg, is the distance
between the squrice nede and, thesdestination ;node; (Ogp, is<the-distance between the
source node ‘and the kth relay node, d,; is'the distance between the K th relay node

and the destination node, and « is the path loss expenent.

Proof iFrom the definition, the outage probability is the probability that the maximum
among all relay nodes of the minimum between the instantaneous mutual information of
the link from the source node to the relay node and the instantaneous mutual information
of the combined links from the source node to the destination node and from the relay

node to the destination node falls below the desired transmission rate.
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1
> lspuo (SNRyo + SNRg, )} < R}

(3.147)

out

prSOFdieet (R SNR) = Pr{msx min {% I (SNRSk)

where lg, denotes the instantaneous mutual information between the source node and
the K th relay node, lgy,,, denotes the instantaneous mutual information between the

source node combined with the K thye ode and the destination node, where both of

them are the functions of

SNRy,, SNR,.

between the source n

-to-noise ratio, denoted by SNR, and
e and the kth relay node, and
between the kth relay node
and the destination n unt the loss due to dividing

inimum can be written as the

(3.148)

= 7
Furthermore, the Joﬁ probablhﬂ can bé’\ﬁ‘ﬁmonal probability with the

normalization. Accordl we guarantee that the link S=from) the source node to the

designated subset o il |é'y transmission rate first, and

then calculate the proba&plllty that the dlrect link combined with the strongest link from

the relay nooﬁu %Js @tlﬂ:ﬁﬂﬁpw Ej dﬁsﬂ ﬁnsmssuon rate. Thus,

we have to corlgder all possibl SJomt subsets of the relay nodes, i.e., all combinations

e WIRNT) p111biV/ MieN111: b

1 1
Pr{mkax {E I (SNR, )} <Ramax {E Ispo (SNRg, + SNR 5 )} < R}
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ﬂ% I (SNRy) # R A ﬂ% ls (SNRy ) < R}

keS keS

K 1
= Z Z PT{TSSX{E lsoko (SNRSD +3NR,, )} <R
K

keS

Pr{ lISk(SNRSk)st RA ﬂ1|5k (SNRy, ) < R}
keS2 2
K

ﬂ% I (SNRy ) £ R ﬂ% ls (SNRy ) < R}

keS keS

1
=zzPf{'vgx{z'sw(%*SNRKD)}<R
Sck

(3.149)

where S is the deCQ/ as a var 0 dinality ranging from 0 until

(3.150)

Given th atio between the source node

and the K th relay node, th mation between the source node
and the k th relay node can be calcula

< (SNRy, ) =1log, | 4 : (3.151)

The ir@entaneous signa

complex channel coefficient between the@sburce node and the K th relay node,
AU ANANINEANT. rcpur). o
U

divided by the noise power spectralﬂensity at the kith relay node, which is assumed to
oe Kol obighonas] shedde bl bbb el
8 : O :

2
SNR,, = i1 P, (3.152)

0-noise ratio isﬂe squared modulus of the

multiplied by

where P, Ny, and W are constant, and |h3k|2 is a random variable. Thus,

Pr{n% I (SNRg, ) % R} = Pr{ﬂ%logz (1+SNRy, ) 2 R}

keS keS
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= pr{ﬂ?og{u |h5k|W J> R}. (3.153)

keS 0

Since hg, are statistically independent among k € K, the expression is distributive and

can be further manipulated.

probability density function

Since h om varla \ he,
CN(0,9,). |hSk| tially’ distribute dom variable with the probability

A\

density function exp
(3.155)

Then,

|
Pr{| (2ZR -1

ﬂuEJ’JVIEJM’W’P‘EﬂI[i .

RN TUNRATNP TR Y

(3.156)

QP

Therefore,
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I 2% _1)NW
Pr{ﬂ1|sk(SNRSk)< R}:H 1| 1-exp _(ZTNw
ke$2 keS QSkP
- (3.157)
(25" -1)Now
= exp| —
keS QSkP
Likewise,
{ (2" -1)Nw
Pr (3.158)
keS QSkP

In the high SNR regime,

approximated by

(2" -1)Now 1
I exp| - —
keS P keS QSk
(3.159)
. i
Now, let conside al probability. Given the instantaneous

P ]
signal-to-noise rati betyveen"tlfta{’é destination node and the
L' ot : v o . .
) peseete ey \‘ nd the destination node,

the instantaneous muttial infor

odﬂbmbined with the k th relay

node and the destination node can be calculated by

AULRNBHENIART) o
IRTI A Ty

relay node and the destination node, respectively, multiplied by the average transmit
signal power at the K th relay node, which is assume to equal that of the source node

IE«{|Xk |2} =P, and divided by the noise power spectral density at the destination N,

and divided by the transmission bandwidth W .
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2
P
SN =|hs'DI , 3.161
Rsp N W ( )
h.|" P
SNR,, :| ol : (3.162)
N W

keS

R, <RAﬂ2 - SNRSk)<R}

1
= Pr{nggsx{z log, (1

1
_Pr{r{geasx{zlog2

<RAﬂ s (SNR, ) < R}

kseS

N\

{R/\ﬂ s (SNRy ) < }

kgS
(3.163)
Since the channel coeffici the '7 from ource node to every relay node are
statistically independent fro el coeficients of the links from the source node
to the destination node and 7 o) : y node to the destination node, the

conditional probability becorn

Pr{max{llogz[ + "h‘ : ) £ R/\ﬂ s (SNRy, ) < R}

keS kES

_pr{n@{m@gﬁmw}%’ {8109

Def.S..:ﬂ;l@aﬂbﬂi%mi ngay
" ngxﬂhm'} (3.165)

and

Y =|hg [ (3.166)
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Since hy, is a random variable with the probability density function CA/(0,€,; ), |th|2
is an exponentially distributed random variable with the probability density function

exp (Q;é) (see Lemma 1).

P (X)=QikDeXp(— Q’; J (3.167)
Likewise,
(3.168)
Then, the cumulative distri | ' 2 derived as follows.
- Il
fusIng;
- P (3.169)

o bobleckda) ST S0U3150 QM}J’Z] I

mdependence of |th| VK . Consider the expression in (3.164),

2 2 2
max{llog{1+IhSDI P+|th| P]}:1I092£1+|h”| ]
s )2 NW O ONW [ 2 NW  kes

=—|ng[1+(|hso| +max|th| ) I:\)NJ
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1 P
_Elogz(1+(Y+X)NW}. (3.170)

0

Then,

2 2
Pr{max{—log{1+|hs'3| i |th| i <R}—Pr{llogz(l+(Y+X) . J< R}
ks | 2 NW | 2 NW

(3.171)

oefficients of the links from
the source node to t . the new expression equals

the previous expressi oe further manipulated.

Pr{Y+X <

(3.172)

Noticemﬂat ratio@s not infinity because the

conditioned probability gecomes zero after &3 instantaneous signal-to-noise ratio from

s YRS B TP ) Py . o

of the channel from the source node to the destlnatlon node alone guarantees the

wﬁmmmfﬂwwmﬂm

2R_1)N
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When

— 0, the argument of the exponential function becomes

0
small. Therefore, the approximation eXp(X) ~1+ X can be applied.

Lo

]dy.
usmmebﬁwwﬂmwmm
w;gﬁmﬂgmwﬁmmaa

(22" -1)Ngw

Qs Qo 3 i;(.](%} (-y) {L&de.

—7T

H_

After solving the integral, some manipulations and the use of identity 0.155 from [32],

this expression reduces to
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.ZI(;(I)%EQ%D] (3.177)

Y.
Pr{mgx{%ISK(SN D+ ko)}<F:}l

K
=22 ]_[i (3.178)
1=0 ‘:S‘S‘;:IIC keS st
(2F -1)N,

Substituting (3.

yields (3.146).

For doing seomparisons among different schemes later, the outage

oy o8 L B} VIELINS LD YT evrce s

noise ratio Slﬂk, where the average signal—to—noﬁf ratio in this C&Sj: is the average
signQoﬁsﬂaﬁoﬂhﬂnﬁa@dem%ﬂe’ﬂ)%rﬁ}@dairﬁon node. The
averag@ signal—to—'noise ratio of the link between other pair of nodes is the function of the
average signal-to-noise ratio of the link between the source node and the destination

node. The formula for exact value at any SNR is provided in Theorem 3.

Theorem 3 : The outage probability, which is obtained from employing the cooperative

diversity with the fixed selective decode-and-forward with direct link combining scheme
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in the wireless relay network having K relay nodes, at a transmission rate of R and at
an average signal-to-noise ratio of the link between the source node and the destination

node of SNR is given by [28]

]P;FSDF -direct (R, SNR) =1+

out
dy 277 -1 de dg )2 -1
< |EXP 1+ 5 exp| — ( ik + I;Dj
iZ(_ |é(dSD) L ( é(dSDJJ SNR} ( é dSD dSD SNR
1=1 Sck dk”D
o= Z(Q)—l
dso

(3.179)

where K e {1, 2,3,..., K} isgthe set'of the'indices of all relay nodes, S is a subset of I,

|8| is the cardinality of the set &S 4 PFSDF d'f“ denotes the outage probability of the fixed

selective decode-and;forward with direct-link combining scheme, dg, is the distance

between the source node and the destinaftioﬁ node, dg, is the distance between the

source node and the K thirelay node; d,; _'ié-!the distance between the K th relay node
- s 4
and the destination node, and « is'the path loss exponent.
ik il

Proof : From the definition, the outage probgbﬁity is the probability that the maximum

among all relay nog_jé§ of the minimum between the instanta]ﬁgous mutual information of
the link from the souu:ée_ node to the relay node and the instantaneous mutual information
of the combined links_ from the source node to the destination node and from the relay

node to the destination nodexfalls below the desired transmission rate.

1
5 Vsouo (SNRig + SNRy, )} < R}

(3.180)

out

PFSDF dlrect(R1SNR) = Pr{mkax min {% |Sk (SNRSk)

where |y denotes the instantaneous mutual information between the source node and
the kth relay node, lg,,, denotes the instantaneous mutual information between the
source node combined with the K th relay node and the destination node, where both of
them are the functions of the instantaneous signal-to-noise ratio, denoted by SNRg, and

SNR, . SNR,,, respectively, between the source node and the Kth relay node, and
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between the source node and the destination node and between the Kk th relay node
and the destination node. The factor of 1/2 takes into account the loss due to dividing

the transmission into two time slots.

By introducing the condition on the channel coefficients of the links from

the source node to the destination node with marginalization, the new expression equals

#)’e/and can be further manipulated.
S|

the previous expression but beco

(SR

SNRyp = 7} Psnr, (7)d7

SNRyp = 7}p3NRSD (7)d7

»)=R

SNRyp, = 7}:|pSNR5D (7)d7

(3.181)

use the condition on the

i

ode and the destination node

instantaneous signa

introduces the independence between the two evé

. . ¢
mstantaneouHﬁt -n
and the ins a

U

, which depend on the
0 ﬁﬁﬁemﬁejoﬂaﬁ the K th relay node,
signal [ ti t the! Kthirelay node and the
destination node and the instantanedus signal-to-neise ratio betweenthé source and the
cesiratoat VN T IEU A AVIVIE TN E
9

K
k=

0 1 1
IH{]-_ Pr{E Isk (SNRsk ) 2 RAE ISD+kD (SNRkD +SNR5D)2 R
0

1

SNRy, = 7/}:|pSNRSD (7/)d7
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1-Pr {; lg (SNRy ) > R

SNRyp = 7}

=~

Il
O =38
Il |7<

SNRyp =7

SNRso (r)dy
} Y

Pr{;lso+kD(SNRkD+SNRSD) R

N—

e -

1- 1—Pr{% ls, (SNRy, ) < R
Powr, (7)d7 (3.182)

=~

-

UN

Il
Ot 8

1
(1— Pr{E lspao (SNRkD +

Psnr, (7)d7

=~

Il
O ;83
Il =

._\
I
VR
H
|
o
-
—
N |-
-—

where the last line com 2 epen ctween the channel coefficient from
the source node to the k ‘ ', 5 ¢ e icient from the source node
to the destination no |@g aining conditional probability, it becomes
zero when - ,rf- b

(3.183)

because the strengd qy':T»——-——— w“l e destination node alone

guarantees that the @Jtua >0 ineﬂinks exceeds the targeted

transmission rate. leen the instantaneous S|gnal -to-noise ratio between the K th relay

node and thﬁe%ﬂ @éﬁvﬂ%ﬁ wﬂ (Tﬂﬁjﬁse ratio between the

source node and the destination node the mstantaneous mutual mformatlon between

el TR ORIV Ty =

calcul
lspno (SNRkD + SNRg, ) = Iog2 (1+ SNR,; +SNR, ) (3.184)

Therefore,

1
Pr{z lspuo (SNR + SNRyp ) < R

0,y> 2% 1
SNR (3.185)
o = 7} {1,7/<22R—1
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Hence, the integration can be split into two intervals with different integrands.

1—[1—Pr{% I (SNRy, ) < R}]

1
. 1—(1—Pr{§ I (SNRs

k=1 1

) (3.186)
Given the in e ratio between the source node
and the k th relay node between the source node
« A
and the K th relay no
¢ ls (SNRg ) = log,(1+SNRy, ). (3.187)

ﬂu ﬂng 3/1 &J moirlaﬂ g ﬂ jared modulus of the
complex e co |Cen etwée e an rea node,

diwded by the noise power spectral density at the K th relay node, which is assumed to

be N, for all relay nodes, and divided by the transmission bandwidth W .

SNRy, =1 (3.188)

where P, Ny, and W are constant, and |h5k|2 is a random variable. Thus,
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Pr{% lse (SNRg, ) < R} = Pr{%log2 [1+MJ < R}

N W

- Pr{|h5k|2 <(2" —1)%}.

(3.189)

Since hy, is a random variable with the probability density function
CN(0,Q,). |hs|(|2 is an exponenti
density function exp(Qg&) (

ed random variable with the probability

.

(3.190)

Therefore,

(3.191)

S

ARSI LRI S

to-noise ratiosf@re the squared modulus of the complex channel coefficient between the

KGR 13/ E Y N1

node, which is assume to equal that of the source node E{|Xk|2} =P, and divided by

the noise power spectral density at the destination N, and divided by the transmission

bandwidth W .

SNRyp, = | , (3.192)
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SNR,, =2, (3.193)

where P, N,, and W are constant, and |hSD|2 and |th|2 are random variables. Thus,

1
Pr{E lspuo (SNRo + SNRyp ) < R

SNRy, = }/}

where the last line cor . d'fact that th \ ~ anges |I'ISD|2 from being the
random variable to the ANt GONVER "- ..\-. X such that

(3.195)

Hence,

ﬂPr hof <| 227 —1- Tl PN

NW

ﬂusqmmmmi
L6, HINTRURA TR AR B v

|th| is an exponentially distributed random variable with the probability

*=x (3.196)

density function exp( ké) (see Lemma 1).

1 X
P (x)= Q—kDexp(— o, J (3.197)

Then,
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i @mw 4N
RSN i

K 22R —1 N W
A H[l_exp[_WBpsm (r)dr
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Since hy, is a random variable with the probability density function
CN (0,Q, 2

|hSD| is an exponentially distributed random variable with the probability
density function exp( g,lj) (see Lemma 1).

p z(x):iexp _ X
Feol Qsp Qgp

(3.200)

(3.201)
Applying (3.201) in (3.1

ge accordingly.

HPSNRSD (r)dy

(3.202)
By expanding the products and distributing the terms, we obtain
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P ° K (22R _1) NOW (22R —1)N0W “ 1 ( . j
l-exp| ———— |exp| — n exp| — dx
'([ lk_!l: ( QP J [ QP Q. | Qg Q.

e

2R _1)N. W
£ ) 0 ! exp[— X de.
Y| i 0 Qs

| Iﬂ (3.203)
baﬁﬁﬁ"mﬁ%wgﬁ“ﬁzjw
%ﬁﬁ%?ﬁﬁﬁ{%ﬁ% i

© 1 K 1 22R —1 NW 1
[ 5 exp[—QX j+22(_1)l EXP[_ 0 | P) 0 JQ exp[_szx de
2R ) SD SD 1=1 fS%:IIC ke Sk SD SD

)
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cox p{ <22Rﬂl> z 1) ol 2l DWJ

“F% V[zem;m'}mw L
RIAINIUURLIRET

45 IEIR




z[g

Jexp (1+é[

89

B(ZZR ~INW )]

keS kD QSDP
2R _1)N W
—exp _Z[QSDJFQSDJ( NS
K keS QSk QkD QSDP
Z Z (3.204)
SQIC Z£QSD j -1
keS QkD
Substituting Qg =0g", Q=@ , Qg =ds5 into (3.204), and
comparing it with (3.9) yields (8:479). Q.E.D.

383 Computation time comparison

It should lp€é noted that theiapproximations in the literature were not done
for reducing computational complexity. Tfle'-'approximations were done only because it

was difficult to analyze the exact forn—wulaa\;n,d can even use longer computation time.
We compare the computation tlme usec;!sby the proposed exact formula and the
approximated formulas in‘'the I|terature as shtle,wn in Table 4. The testing computer is the
Intel Pentium M processor 1.6 :GHz with ;éla!MB of RAM. The testing software is

MATLAB version 7.2.9.232 (R2006a usmg’tﬁe command cputime, which returns the

CPU time that has baen used by the MATLAB process in seoonds It can be observed

that the approxmat;g.n formula for low SNR regime uses m_u_ch longer computation time
than the exact formulé_ Therefore, there'is no need to appjy the approximation formula
for low SNR because itis not only less accurate but also less efficient in computation,
especially when the number of| relays gets large.” Compared to the approximation
formula for high SNR, the exact formula uses around the same computation time.
Therefare, the exact formula”provides accuracy \without introducing, the, computational

burden.

Table 4 Computation time comparison between exact and approximated formulas

Number of relays Exact Approx. low SNR Approx. high SNR
2 0.02 0.13 0.02
3 0.02 0.16 0.02
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4 0.02 0.18 0.02
5 0.03 0.23 0.02
6 0.03 0.36 0.02
7 0.03 0.59 0.03
8 0.03 0.98 0.03
9 0.04 1.82 0.03
10 0.07 3.72 0.06
11 S 6182 0.06
12 0713 13.25 0.10
13 028 \ 27738 0.21
14 o LA ) T 55.91 0.41

3.4 Smart Selective DéE;de-and-quNérd ch?_me
: \ i
The formula for c_alcp[ating tELe outage probability of the smart selective
decode-and-forward scheme do,e"g:' not %}’g@ in standard materials due to the
complication, which is moFe thé’riall fixed;‘_:é?zéf:éctive decode-and-forward schemes.

Without an analytical result, the smart selective decode-and-forward scheme can only

be studied by comrjyter simulations. In this thesis, we riropose a formula that can

F
S

calculate the exact Vﬁlue at any SNR.

For doing comparisons amgng different schemes later, the outage
probability is|still @ funetion of a desired/transmission:rate’ R* andian average signal-to-
noise ratio SNR, where the average signal-to-noise ratio in this case is the average
signal-tosnoise tatio) of the link-betweer the 'source node and [thejdéstination node. The
average signal-to-noise ratio of the link between other pair of nodes is the function of the
average signal-to-noise ratio of the link between the source node and the destination

node. The formula for exact value at any SNR is provided in Theorem 4.

Theorem 4 : The outage probability, which is obtained from employing the cooperative
diversity with the smart selective decode-and-forward scheme in the wireless relay

network having K relay nodes, at a transmission rate of R and at an average signal-to-
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noise ratio of the link between the source node and the destination node of SNR is

given by [28]

out SNR

a a 2R
on| 58580 272
| keS dSD dSD

R p—
PSSDF(R,SNR)zl—exp(—Z 1j

+IZK;SZC;C(—1)
|S=1

where K e {1, 2,3,..., nodes, S is a subset of I,

|S| is the cardinality ge probability of the smart
selective decode-an between the source node
and the destination n source node and the kth

de and the destination node,

Proof : From the definitio el age probabili the probability that the higher

between the instantaneous mLﬂﬂglItE‘jf
e f"w
destination node w,%ut transmission time

.the link from the source node to the

maximum among all relay

nodes of the minimum between the i ation of the link from the

source node to thegelay node santaneo@ mutual information of the

combined links from theaurce node to the destination node and from the relay node to

o rarnf B4 Y wg VLTV AN s tansrission

rate.

OUQSEN%aﬂﬂﬁm UAIINYA Y

Pr max{ISD(SNRSD) maxmm{%ISk(sNRSk) 1,

> Ispuo (SNRyo + SNRg, )}} < R}

(3.206)

where lg, denotes the instantaneous mutual information between the source node and

the destination node, lg denotes the instantaneous mutual information between the
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source node and the Kth relay node, lg,,, denotes the instantaneous mutual
information between the source node combined with the Kkth relay node and the
destination node, where both of them are the functions of the instantaneous signal-to-
noise ratio, denoted by SNRg, and SNRy,, SNR,;, respectively, between the source
node and the K th relay node, and between the source node and the destination node
and between the K th relay node and the destination node. The factor of 1/2 takes into

account the loss due to dividing the transmission‘into two time slots.

By introducing-the condition on the.channel coefficients of the links from
the source node to the destinationnode with marginalization, the new expression equals

the previous expression buibecomes dist-(ibutive and can be further manipulated.

1

Pr{maX{ISD (SNRSD),mkax min{% ISk (SI§LR;SK),E | spuo (SNR,5 + SNRg, )}} < R}

4
= Pr{ﬂ mln{ - SNRSK) ; |SIMD (SNRkD +SNRSD)} <RNIgy (SNRSD) < R}

," _.|' \

{ﬂmln {— ls (SNRg), ; SmkD(SNRkD+§NRSD)}< RNIg (SNRy, ) <R

Psnr, (7/) dy 7 . :f‘f'-!»..' ==

O'—n8

SNRgp, = 7}

O'—.S

{SD SNRSD)<H|DNHSD 7/}

Hpr{min{E 1 (VR ) e (SR, +SNRSD)} <R
k=1

SNRy, = 7}pSNRSD (7)d7

TPr{ (SNRyg)ix R|SNR, =7

0
K 1
H[l Pr{—ISk SNRE) SRAT |<5hg (GRS < SNR 2R

k=1

SNRy, = }:|pSNRSD (7)d7

(3.207)

The joint probability becomes a product of probabilities because the condition on the
instantaneous signal-to-noise ratio between the source node and the destination node
introduces the independence between the two events, which depend on the

instantaneous signal-to-noise ration between the source node and the K th relay node,
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and the instantaneous signal-to-noise ratio between the Kth relay node and the
destination node and the instantaneous signal-to-noise ratio between the source and the

destination node.

T Pr{ls (SNRyp ) < R[SNRy, = 7}

K 1 1
H 1- Pr{EISK(SNRSk)> RA=

‘ 1 Pr —Is,kQ.SNRSk <R
i @ e :Akmfnmﬂﬂw
ammmmummmaa

where ghe last line comes from the independence between the channel coefficient from
the source node to the K th relay node and the channel coefficient from the source node
to the destination node. Considering the remaining conditional probabilities, they

becomes zero when

lsp (SNRgp ) = R, (3.209)
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and

o (SNReo) 2 R (3:210)

respectively, because the strength of the channel from the source node to the

destination node alone guarantees that the mutual information of the direct link and the

mutual information of the combin S ced the targeted transmission rate. Given
the instantaneous signal—to— etw source node and the destination

node, the instantaneo ' 1 @ the source node and the

destination node can
(3.211)

Also, given the insta een the kth relay node and the
destination node and t SiC 0-noise ratio between the source node
and the destination node nformation between source node

combined with the k th relayinode and the ¢ nation node can be calculated by

|SD+kD(S g -g""f’"@'l'ﬁ-* SNRSD+SNRKD). (3.212)

Therefore,

Pg (SNRp ) <R‘SN b= OﬂzR_l
o) <R, =71 = ) on g

- AUBINININE NI
awwéwmw%ﬁw%ﬁﬂ 2o

Hence,qthe integration can be split into three intervals with different integrands.

(3.213)
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TPr{ISD (SNRyp) < R|SNRy, = 7}
0

1—(1—Pr{% ls (SNRy, ) < R}j

1
(1— Pr{E lspuo (SNRo + SNRp ) < R

1—[1—Pr{%ISk(SN

Psnry, (7’)d7
SNRy, = 7})

(3.215)

-f. between the source node

and the K th relay node, the instantaneous mutual information between the source node

a”““““?iﬂﬁﬁﬁfi%f%%’wmm

SNR =log, 1+SNRSk (3.216)

o W rababis § mmm aCL AP TH

Complex channel coefficient between the source node and the Kth relay node,
multiplied by the average transmit signal power at the source node P £ E{|Xs| } , and

divided by the noise power spectral density at the Kk th relay node, which is assumed to

be N, forall relay nodes, and divided by the transmission bandwidth W .
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SNRg, =12 (3.217)

(3.218)
N,W .
P
Since h he probability density function
CN(0,Q,). |hSk| ially distributec m. variable with the probability
density function exp '
(3.219)
Therefore,
X
X —9—de
. (3.220)

22R—1

ﬂuafmamv‘{m}m

(22R —1)N W

ARIBINTE uﬁ‘f’ﬁwm 2]

Now, let consider the conditional probability. The instantaneous signal-

to-noise ratios are the squared modulus of the complex channel coefficient between the
source node and the destination node, and the Kth relay node and the destination

node, respectively, multiplied by the average transmit signal power at the Kkth relay

node, which is assume to equal that of the source node E{|xk|2} =P, and divided by
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the noise power spectral density at the destination N, and divided by the transmission

bandwidth W .

SNRy, = : (3.221)

(3.222)

where the last line comes from dition changes |hSD|2 from being the

random variable to the constant.- e define X such that

) (3.224)
U
Hence, ‘&
ek mn
- Yor |th|2< ! | °
RIS ")
9 :Pr{|th| ol P |hSD| — X (3.225)
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Since h,, is a random variable with the probability density function
CN(O,QkD), |th|2 is an exponentially distributed random variable with the probability

density function eXp(Q;é) (see Lemma 1).

p‘th‘z(x): L exp(— X J (3.226)

Then,

[' Psnry, (7/)d7
Ispuo (SNRp +SNRSD)< R SNR, =

EJ’JS’IEJNW] El’l 9

1-|a+| 1-ex {—

ﬂﬁMﬂJ “WE]’] Ay o

QP

2y [ (22~ )N W (22R —1)N0W X
= .([ H_l—exp[—TJexp[— 0P +QkD Psnrep (7)d7.

|
w( {1‘3

1-|1-ex
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Since hy, is a random variable with the probability density function
CN(O,QSD), |I'15D|2 is an exponentially distributed random variable with the probability

density function exp(Qg,lj) (see Lemma 1).

1 X
p‘hso Q exp( o | (3.229)

From (3.221) and (3.229) §”/

(3.230)
Applying (3.230) in ( of the i \- accordingly.
PEE " ‘ (5 \\\1\
1- exp (| Y d
'c[ 1;! - r’% n a i Psrg, (7) Ve
(2"t Ngw ‘- i
P K NV IR )
) 1-exp L | +——1p,_p (X)dx
‘C.). H_ . g . QkD Ihso ( )
(2*-2)Ngw - ]
P K _ v
- I []|1-exp . Xp| /= X 1 exp(— X de
o k1| D I £ Qo _QSD Qg
Y] (3.231)

By expanding the proﬂcts and distributing the terms, we ﬂtain

m;ﬂ fyanglans, L
Lvn'm Ji (]j

keS
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P ol gl

1 1)1
exp _ X |dX.
Qg {[;(Qko QSDJ ]

keS

(3.232)

(2®-2)Ngw
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(3.233)

Substituting Qg, = dg*, , and comparing it with (3.9)

yields (3.205).

& probabilities with Monte
Carlo simulations. T ber of relay nodes at 1, 4, or
9, and the target tranﬂission rate at 1 b/s/Hz, 2 b/s/Hz, or4 b/s/Hz. The relay nodes are
arranged in ﬁx n.th % ation node, between
which the dlﬁcﬁﬁ vﬁ Hﬂure Icﬂﬂﬁﬁoﬁf SNR, which is the
average S|gnal -to-noise ratio betweef the source nage and the destination node.

q wf] agure ?gure 13Jw1eﬂpl’;]t’f% anal;%cla’l-]ar;j&%!nated outage

probab|||t|es of the fixed selective decode-and-forward without direct link combining
scheme, the fixed selective decode-and-forward with direct link combining scheme, and
the smart selective decode-and-forward scheme with the number of relay nodes
K={14,9} and at a rate R={1,2,4} b/s/Hz, as a function of the SNR. It can be

observed that the analytical results are in good agreement with the simulation results,
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showing the validity of our analytical expressions in Theorem 1 — Theorem 4. Note that
the outage probabilities of the fixed selective decode-and-forward without direct link
combining obtained from Theorem 1 and Theorem 2 are exactly the same and give the

overlap curves, which can be seen as one curve. This verifies that Theorem 2 simplifies

the calculation in Theorem 1 without injuring exactness.
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3.6 Results and Discussions

First, we show that the approximated outage probabilities of the fixed
selective decode-and-forward with direct link combining scheme provided in Proposition
2 and Proposition 3 only work in specific cases, and become not handy in general. In
Figure 15, we reproduce the parameters used to demonstrate the approximations in the
literature, namely, at a rate of 1 b/s/Hz and 4 relay nodes with an artificial topology
where all links have equal average signal-te-noisée ratio. The approximation in low SNR
regime is from Proposition 2, and thesapproximation. in high SNR regime is from
Proposition 3, and the exact value.is from our analysis in"Theorem 3. The approximation
from Proposition 2 gets closes to. the -.faxact value in low SNR regime, while the
approximation from Proposition'3 gets close to the exact value in high SNR regime. In
Figure 16, we change._ihe tepology to_gnd_topology and the approximation in low SNR
regime does not work, while the apprOXImatlon in high SNR is still reasonable. In Figure
17, we change the number of relay nodes to 4 relay node, and the approximation in high
SNR does not work either. TherefOFe',—the aﬁgeximations in the literature are not reliable,

and our exact analyses are necessary. —

o w oy
it e e

Thenl ‘we examine the performance gain of.":uging cooperative diversity

schemes over direc?f _ communication in terms of outa_gxé' probability with various
parameters. The outage probability of direct communicationiis provided in Proposition 1.
In Figure 18, the target ratesis 2 b/s/Hz, andithe number of relay nodes is 4. Compared
to direct communication, all.cooperative diversity'schemes offer diversity gain with the
same diversity gain order, which canjoe observed from the slopes of the curves. Among
the Ceoperative qiversity;schemes, the fixed selective decode-ana=iorward with direct
link combining scheme is superior to the fixed selective decode-and-forward without
direct link combining scheme, and the smart selective decode-and-forward scheme is in
turn superior to the fixed selective decode-and-forward with direct link combining
scheme. As we increase the number of relay nodes, both the diversity gain order and
the performance gain are larger for all cooperative diversity schemes as shown in Figure

19 and Figure 20, where we increase the number of relay nodes to 9 relay nodes and 15
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relay nodes, respectively. Also, the performance gap between the fixed selective
decode-and-forward with direct link combining scheme and the smart selective decode-
and-forward scheme becomes smaller. Therefore, the ability, to decide to cooperate or
not cooperate, introduced in the smart selective decode-and-forward scheme can be
overlooked in favor of the simpler fixed selective decode-and-forward with direct link
combining scheme in such environment. /Another cause that can give the same effect is
the decreased target rate as shown in Figure 214 Where we decrease the target rate to 1
b/s/Hz. It can be observed.that the gap betweenthe fixed selective decode-and-forward
with direct link combining scheme and thJe smart selective decode-and-forward scheme
becomes smaller.

In Figure 224 we incre__ase the. target rate to' 4 b/s/Hz. It can be observed
that the diversity gain gbtained from ceopefatlve diversity schemes is still preserved, but
the cooperative diversity sohemes vvlthodt the ability to decide to cooperate or not
cooperate, namely, the fixed selective decode and-forward without direct link combining
scheme and the fixed selective decode and ‘FO‘rward with direct link combining scheme,
offer the performance gain over dlrect comﬂ&unieatmn after the thresholds of average
signal-to-noise ratio., This is b'eC'ause both fi>‘<'ed’“bo’operative diversity schemes require
higher received energy—perbﬁo—comperrsate—thetransmrselon rate due to dividing the
transmission into two time slots. The similar problem can Scour when we decrease the
number of relay nodes as shown in Figure 23, where we keep the target rate at 2 b/s/Hz
but decreasg’thelhumber:ofi rélay nodes to~-2 relay hodes. 4t ‘can be observed that the
diversity gain @btained from cooperative diversity schemes is still preserved, but the
cooperative. diversity ,schemes, ~without, the, ability to .decide, to~.Cooperate or not
cooperate, hamely, the'fixed seleetive decode-and-forward without direct-link combining
scheme and the fixed selective decode-and-forward with direct link combining scheme,
offer the performance gain over direct communication after the thresholds of average
signal-to-noise ratio. In any cases, the smart selective decode-and-forward scheme
always offer good performance gain over direct communication as shown in Figure 24,

where we further increase the target rate to 4 b/s/Hz.
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POut (R=1b/s/Hz)
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Figure 16 The case that the approximated outage probability of the fixed selective
decode-and-forward with direct link combining scheme in the literature for low SNR

regime is unsatisfying: a rate of 1 b/s/Hz for 4-relay network with grid topology



110

P out (R=1b/s/Hz)

Figure 17 The case the approxima age pro iIity of the fixed selective
decode-and-forward with dire Cc \\\\- -L\ he literature for high SNR

regime is unsatisfyingia r e \1‘\ network with grid topology
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Figure 18 Outage probability comparisons of all considered cooperative diversity

schemes at a rate of 2 b/s/Hz for 4-relay network with direct communication
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Figure 20 Outage probability comparisons of all considered cooperative diversity

schemes at a rate of 2 b/s/Hz for 15-relay network with direct communication
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Figure 22 Outage probability comparisons of all considered cooperative diversity

schemes at a rate of 4 b/s/Hz for 4-relay network with direct communication
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CHAPTER IV
OUTAGE CAPACITY

We have seen that the cooperative diversity can really improve the
reliability. Another desirable aspect of the cooperative diversity is the improvement in
capacity. In order to examine this expectation, we have to quantify the capacity for
explicitly measuring how much the improvement is obtained and for comparing the
considered schemes with different sets of‘faciors..One of the important measures of
capacity is the outage capacity.-This chapter first-analyzes the outage capacities of the
considered cooperative divegsitysschemes. Then, the obtained formulas lead to the
follow-up theories that draw insights Witﬁ]] analytical proofs. The obtained formulas as
well as the follow-up*theories are Ve__rified b,}./ computer simulations with several sets of

parameters. Then, theformualas are used t0' provide numerical results with comparisons

and discussions. Y ‘g

4.1 Direct Communication - 44

In order to exe;?ﬁihé vvhetha;t;—ﬁé used cooperative diversity scheme
really provides advantage:in th_é""e'm—ployed e’HtiFéﬁrﬁent and how much the improvement
is, we have to Co'mzéae—the—peﬁonﬂance—when—the—comﬁefétive diversity scheme is
being used to the -p;éﬁormance when the cooperative di\:'/.;sity scheme is not being
used. Accordingly, biéfore we consider the outage cépacities of the cooperative
diversity schemes, the outagelcapacity. of the direct communhication is analyzed here to

serve as a benchmarking.

In/thedirect communication case, the formula for caleulating the outage
capacity is straightforward and is available in standard materials. The outage capacity is
a function of an acceptable outage probability & and an average signal-to-noise ratio

SNR . The formula is provided in Proposition 4.

Proposition 4 : The outage capacity, which is obtained from direct communication

between the source node and the destination node, at an outage probability of & and at
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an average signal-to-noise ratio of the link between the source node and the destination

1+ SNRIn(LD,
l-¢

P

node of SNR is given by [27]

Cor (£,SNR) =log,

out

VR

SNR =dg¢

where CP¢ denote the outa

ot Eimmunication, dgp is the distance
g |« is the path loss exponent.

“‘

8 Gcape R he maximum transmission rate,
t.£\

guaranteed to be supported

between the source node

Proof : From the definitios
between the source nodefé

if outages are allowed to o€ ¥ a_dete \o\ ob I|ty

(4.2)

Then, solving X* suE that eld e outagmcapacity. Since we already

knew the outage probahi‘likit is not necessary to calculate the cumulative distribution

wrcion of e LA} BV BT 7Y Fire cesnaton noce,

and the optlmlﬂr is the transmlssmnéate R such that

AN AINTUHURIANYIRY s

From Proposition 1,

Po¢ (R,SNR) =1-exp| — 1)) (4.4)
out SNR

By equating (4.4) to €, that is,
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R
1—exp{—(28N_RlD —c. (4.5)

Then, R becomes Cqr (&,SNR).

out

Co(¢,SNR) _
1—exp| — g]}: €. (4.6)

|

(4.7)
By taking logarithms

(4.8)
which can be manipulated f

(4.9)

-

Taking logarithms o“f-"ﬁa “Q.E.D.

4.2 Fixed Selective Dec%ge -and-forward W|thout Direct Link Combining Scheme

ﬂ uig Q ylcﬁj ngﬂwa,lﬂw decode-and-forward

without directﬂwk combining scheme does not exE in standard mit‘grials, due to the
AR T S T T DRI G roves
result, the outage capacity can only be studied by computer simulations. In this thesis,

we propose a formula that can calculate the value analytically.

For doing comparisons among different schemes later, the outage
capacity is still a function of an acceptable outage probability € and an average signal-

to-noise ratio SNR , where the average signal-to-noise ratio in this case is the average
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signal-to-noise ratio of the link between the source node and the destination node. The
average signal-to-noise ratio of the link between other pair of nodes is the function of the
average signal-to-noise ratio of the link between the source node and the destination

node. The formula is provided in Theorem 5.

Theorem 5 : The outage capacity, which is obtained from employing the cooperative

diversity with the fixed selective -forward without direct link combining

scheme in the wireless nodes, at an acceptable outage

probability of € and at [ - @Of the link between the source

)

node and the destinati

in which WFSDF nodirect .

(4.11)
after applying the transformatm'nf

(4.12)
where CPPF ”°d"eﬁ£ﬁ i Tl gﬁf Ejhﬁlfjlﬂ ilective decode-and-
forward withﬂ| ini between the source
node and the destination node, fis the distancésbetween the solr¢e node and the

o b & 4 >t TV WL AT

and a IS the path loss exponent.

Proof : From the definition, the outage capacity is the maximum end-to-end transmission
rate, trough the flow from the source node via the selected relay node to the destination
node, that is guaranteed to be supported if outages are allowed to occur within a

determined probability.
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C:uStDF-nodirect (8, SNR) = max R
subject to Pi>F """ (R, SNR) < e

out

(4.13)

which can be solved by first finding the cumulative distribution function of the maximum
among all relay nodes of the minimum between the instantaneous mutual information of

the link from the source node to the relay node and the instantaneous mutual information

of the link from the relay node to th

W)node, that is,

Then, solving X* suc ‘\x -c capacity. Since we already

knew the outage prob 2SS \ 0 calculate the cumulative distribution

function of the maxi elay nodes the minimum between the

instantaneous mutual inf 1 the source node to the relay node and

atio e _uj; ink 1 elay node to the destination
&'L — .'

node, and the optimizer | S '_ afe R t

the instantaneous mu

(4.14)
From Theorem 2, i — L )

e e S (5]
By equating @J;u Elhgs,qn EJ ﬂ ‘3 w EJ I] ﬂ ‘j

Q‘I W’] a qﬂﬁem%@ﬂbq é"ﬂ (4.16)

Then, R becomes CLi™ ™" (£,SNR).

out

K a a 2CHPF (5, SNR)
11 1—exp(— ds“dtdk” [2 SR 1}} =e. (4.17)
SD
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Unfortunately, the expression cannot be manipulated further to solve for

C FSDF-nodirect

out ( ,SNR) . With careful inspection, we propose a transformation

2R
WFSDF-nodirect — exp (_( ZSN—R].J] ' (41 8)

4.16), denoted as the function f (R,SNR).

!& sed transformation are as follows.

fmec fuq.tion@ between 0 and 1. Therefore,
efficient solving is promi ’ e tra ps both R and SNR into a

to apply to the left-hand-side expressio

The intuitive

First, the domain of the

single domain. Henc ' by knowing a single parameter
can be expected. Thi

and strictly decreasin

f (R,SNR), we obtain

a a
dgi +dip

; ﬁ 1_WFSDF-n0direCl dsp . (419)

, is now in

o a
dg +dip

. FSDF-nodirect )

wFSPFedieet_ o main. Wn, we iﬁontinuous. Since

Sk S +did

o} ﬁnﬂm& 1411 e IS
QW’mﬂﬂiM%ﬂﬁ%ﬂﬂ’m t

which is the composite function of those two continuous functions, is continuous. Last,

due to the multiplicative rule,

a a
dgi +dip

K
l I 1_WFSDF-nodirect dép
=1



120

is continuous.

is continuous, so F (WFSDF'""""”I)

is strictly decreasing and is bounded

From Lemma 2 F(WFSDF-nodirect)

between 0 and 1. Hence, we can efficiently solve for the unique WE>>F"*"** € (0,1] in
E (WFSDF—nodirect) e (4 20)

that is,

(4.21)
After solving for WFSDF ol
(4.22)
we obtain
FSDF direct’ (423)
which means [
Y
ES :J nodlrect (4‘24)

o s Fh L] IS U RIALNS i 57 e

a single parar%@ter which is WFSDF nodieet  This |nd|cates that the owacterlsno of the

QWA ATEHHAATHI T o o

single Parameter. By taking logarithms on both sides,

ZZCEUStDF-nodirect (E,SNR) _
- SNR

1} In(w ( FSDF-nodirect ), (425)

which can be manipulated further to
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FSDF-nodirect
&

ZZCEL?(DF-nodiEU(g,SNR) =1+SNRIn [;J (4.26)
W

Taking logarithms on both sides again and dividing both sides by 2 yield (4.10). Q.E.D.

Lemma 2 : The function F(x):(0,1] —[0,1) defined by

(4.27)
is strictly decreasing, and
Proof: Let X,ye R, w
(4.28)
By powering thoroughl
(4.29)
By multiplying -1 thoroughly, o _
Yy plying gnly ﬁ.-? .é
[ BT W = (4.30)

oI

By adding 1 thorough !

A48 wﬁﬂ%wmm

Changing the a!nstant from ¢, to C, gve obtain

A AINTUNEIINYIRY o

By multiplying (4.31) and (4.32), we obtain
1> (1-x%)(1-x2) > (1-y*)(1-y=)>0. (4.33)

Introducing €, until ¢, and using mathematical induction, we obtain
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1>T](a-x%)> ﬁ(l— y*)>0. (4.34)

By choosing
=== (4.35)

we obtain
>0, (4.36)

which means

\\ (4.37)

Since we defined X < 2 G ‘.\-. ing and is bounded between

Oand 1.
4.3 Fixed Selective Decode-and- ;;,..:. with Direct Link Combining Scheme
The fixed selective decode-and-forward with
M,
direct link combining ,*- afd materials, due to the

complication, which 'more than finding the average j acity. Without an analytical

result, the omﬁe Capadftyﬂen onlgj)e studied by computer simulations. In this thesis,

b b b Pt
AN e TR

to-noise ratio SNR , where the average signal-to-noise ratio in this case is the average

we propose

signal-to-noise ratio of the link between the source node and the destination node. The
average signal-to-noise ratio of the link between other pair of nodes is the function of the
average signal-to-noise ratio of the link between the source node and the destination

node. The formula is provided in Theorem 6.
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Theorem 6 : The outage capacity, which is obtained from employing the cooperative
diversity with the fixed selective decode-and-forward with direct link combining scheme
in the wireless relay network having K relay nodes, at an acceptable outage probability
of € and at an average signal-to-noise ratio of the link between the source node and the

destination node of SNR is given by [28]

-direc 7 1
C(::uStDFd t(g,s IW RIn [Wjj, (4.38)
-

SDF-B!ect .

is scﬂ\/‘-&mﬁF

in which W:SDF-dlrect

) a a 2R
—exp(—Z[di”d?]HJ
isldgy  dgy ) SNR

(4.39)

(4.40)

where K e {1,2,3,...,| - nodes, S is a subset of K,

glthe set S, CHSPHArect qanotes the outage capacity of the fixed

out

L
selective de eﬂmwﬂm I%’ﬂif@fﬁi dg, is the distance
between the "sour e and't ination node;~dg, ' is the“distance between the
source node and the K th rel%node‘(ijis the distance between the-K th relay and the

dest@iﬂ,ﬂ;lad\‘i A Ut dVIE IR E

Proof : From the definition, the outage capacity is the maximum end-to-end transmission

|S| is the cardinality

p

rate, trough the flow from the link between the source node and the selected relay node
to the combined links between the selected relay node and the destination node and
between the source node and the destination node, that is guaranteed to be supported

if outages are allowed to occur within a determined probability.
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Corl ™ (&,SNR)=max R
subject to PI°F " (R,SNR) < e

out

(4.41)

which can be solved by first finding the cumulative distribution function of the maximum
among all relay nodes of the minimum between the instantaneous mutual information of

the link from the source node to the relay node and the instantaneous mutual information

of the combined links between the d the destination node and between the

(4.42)
Then, solving X* suc ge capacity. Since we already
knew the outage proba ate the cumulative distribution
function of the m e minimum between the
instantaneous mutual node to the relay node and
the instantaneous mutu s between the relay node and
the destination node and d the destination node, and the
optimizer is the transmission
V (4.43)
From Theorem 3, B
FSDF-d a u
Ty N9
_ da da 2R
E’D]eXp L Sl =) dl‘(’DJZSNRl
K
3 Jw S\ s ) #\ Gsa” s
1=0 Sc Qﬂu [ ﬂ U
Is-1g
(4.44)

By equating (4.44) to €, that is,
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“ a 2R o a 2R
g ol o
ZK: 1 dSD keS dSD SNR kes dSD dSD SNR
1=0 “g‘gzllc ztjgjj_l
SD

keS

=€

(4.45)

Then, R becomes

CFSDF -direct (8 SN

out

ZCFSDFdlrect( SNR) 1}

’ Om SNR)
1433 () jfé ,\ J l=¢ (4.46)
R ZETVENIN

\'\u
% '[j; \\
Unfortunately, the expres Sibe u ed further to solve for

c -
Cooraee (e, SNR) . With €are gerg;ég we wo & a transformation
P iarest |
e T
(4.47)
to apply to the Ieft— ----- de expression in (4.4! :‘ e function f (R,SNR).

The inmlive reasons behind the proposedmansformation are as follows.
First, the donﬁn of the"rﬁformed functiofitis bounded between 0 and 1. Therefore,

cfcient sohdfB)is b ) SHopiEl 1o ks el bl R and SNR into a

single domaln%ence writing R asa function of R by knowmgvmgle parameter

e QAAGEAT R VLRBT G oo

and str'l:tly decreasing. So, the equation solving can be done.

By applying the transformation to the function f (R,SNR), we obtain
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d a 22R -1 d a d a 22R 1
Z( Jexp[ (14—2( j\J J_exp(_Z( Sk 4 ij ]
K d a d a SN R d a d a SN R
1+ 1 | keS SD keS SD keS ) sD
; ‘S;C( ) ( dg \J
& eI
keS dSD
% FSDF-direct1+gg(%J _ FSDF-directgg[%+%J
2. w
K a
o1y ¥ () FL

1=0 ScK
IS[=t

(4.48)

F(WFSDF-dlrect)’ is now in

ontinuous. Since Z[ga J
SD

keS

WSPFA_qomain. Then

3 \
andZ( jisas t AW T ..w‘
keS ' -
functions, which are continuous ZQ

dg . dg
sk | Oko

DF-di [d"’ d"] :
FBRdirectics\ o %o gre parabolic

Jﬂ
f

' 5 di

Z[ d {‘r’ 2! /P 'remé(dsoersD]
der =

keS SD 7 flll'if} ‘f 4

is the linear combination « 5,450 it is continuous. The

denominator is a terms is continuous, so

= (WFSDF-direct) is con

3 VAT WA R G v e

efficiently solvéifor the unique wSPFare €(0,1] |n

¢

ARIANN IR WAIANYNAY o

that is,

Ly g4 a5, |, o
de Y b 2 e

2 : kD FSDF-direct zs\ dsp _WFSDF-dlrectkES dgp  dsp
| keS

a
dSD

‘C E de J
KD |
keS(dSD

=e.  (4.50)

P

M

CIJ
c”m
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FSDF-direct

After solving for W, , by taking inverse transformation to

WFSDFdiect _ \y FSDF-direct (4.51)

we obtain

(4.52)

which means

DF- dlrect (4-53)

Therefore, at a given & as a function of SNR via a
single parameter, ch o his licates the characteristic of the

wireless relay networl, 7k eIC} is lumped into the

FSDF-direct ) ’ (454)

,3:_"

which can be manip

CFSDF-dlrect (g SNR

(4.55)

FSDF- dlrect

AU ANINI NG

Taking Iogarlth“s on both sides aga|2 and d|V|d|ng both S|des by 2 yleld (4.38). Q.E.D.

oml o A F L) dd A NN

p Ly S 3| g, dio
z(dko }NFSDF-direct S\d% _WFSDF-directkes dsp dsp
K a
F( FSDF dlrect)A z Z I keS dSD
a
1=0 & gc de
s ) ae |71
keS SD

is strictly decreasing, and is bounded between 0 and 1.

(4.56)
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Proof : From Theorem 3, it can be shown that

e
s g
F (WFSDF-dlrect) _ I H 1_WFSDF-d|rectdSD d, exp(dﬁ)x) ng eXp(—ngX)dX
0 k=1
- (4.57)

|

(22R_1) k=

d% SNR

Let W, >W,. Then,

(4.58)
For x>0,
). (4.59)
By multiplying -1 thoroughly.
D (@) (4.60)
| \7 Y}
By adding 1 thoroug -!
| ]
dSk Ldio dSk Lo
(4.61)

e i

Using mathemﬂcal induction,
AWANE9S ’JEL%J']@
o T exp dlf‘Dx (4.62)

1-w % exp; ,ﬂ <11

Since dgp exp(—d;’DX) >0 forany X,

k=1



129

LY g8, dio

ﬁ 1-w® % exp(dix) dep exp(—ds"Dx)<lj 1-w® % exp(dg,x) dg, exp(—dg,x)

(4.63)
Define two functions f, (x) and f, (x), where

(4.64)
where | is aninterval, and

(4.65)

where 1" is any interva tegral of f, (x) over I will

be less than the integral

(4.66)

It can ssions on both sides of the

inequality in (4.63) are contin - S quality holds for x €[0,8] for §>0.

Therefore, if we consider that -+ ={0, .ré d =W,, then

(22R_1) y
d$SNR =
1EESDF- eci
[

UERNLIEN0T, .
LAHAININ UM INEA Y

dgi dgic

o K K

J. H 1 WFSDF -direct d¢p d:D eXp (_ngX) dX < H 1 WFSDF ~direct dgp ézD exp( dSDX) dX
(22R_1) k=1 ( 22R 4 k=1
d$oSNR dSDSNR

(4.67)

7“'—-8

(4.68)

Since we defined W, <Ww,, F (WFSDF"’"“‘) is strictly decreasing. Q.E.D.
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4.4 Smart Selective Decode-and-forward Scheme

The formula for calculating the smart selective decode-and-forward
scheme does not exist in standard materials, due to the complication, which is more
than finding the average capacity. Without an analytical result, the outage capacity can

only be studied by computer simulations. In this thesis, we propose a formula that can

calculate the value analytically.

For doing _ {@nt schemes later, the outage
capacity is still a function o? : | bability € and an average signal-
to-noise ratio SNR , w ge sign: io in this case is the average

signal-to-noise ratio of ] rce and the destination node. The

j..-"f‘l t.r = A
a‘t"’a-n acc : age probability of € and at an

average signal-to-noise-rat io-of-the ink-between the soul Ge node and the destination

node of SNR is glveI

AUES Wﬁ&*ﬂ%ﬁ%

SSDF

'”_W“fa *fﬁ*’]‘saoﬁ A ERANgNa Y

SNR
de  de )2 1 de ) L )2f -1
exp| =) | =S40 exp|| > | 2 |-1 ~-1| (4.70)
K | <l de " dg ) SNR. <[ d= ) 7)SNR
+ZZ(_1) d« !
& yEE
keS SD
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after applying the transformation

R
WSSOF zexp(_[ZSN_;JJ, (4.71)

where K e {1, 2,3,..., K} is the set of the indices of all relay nodes, S is a subset of IC,

|S| is the cardinality of the set S, SSDF denotes the outage capacity of the smart

selective decode-and-forward s dlstance between the source node

and the destination node% d|sta gn the source node and the K th
relay node, d,; is thedis/w./ee he i@he destination node, and «

is the path loss exponen

Proof : From the definition,

(4.72)

which can b oﬁa ﬁﬁﬂtﬂﬁtﬂ/ﬂﬁ ninction of the higher
between the ink source node to the
destination node and the maximum fmon all relay=nodes of the minimum between the

el Bh ARV Eher e o

the mstantaneous mutual information of the combined links between the relay node and

the destination node and between the source node and the destination node, that is,

F(x)= Pr{max{lso,mgx min{% ISK,% ISMD}} < x}. (4.73)
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Then, solving X* such that F(X*)=8 yields the outage capacity. Since we already
knew the outage probability, it is not necessary to calculate the cumulative distribution
function of the higher between the instantaneous mutual information of the link from the
source node to the destination node and the maximum among all relay nodes of the
minimum between the instantaneous mutual information of the link from the source node

to the relay node and the instantaneous mutual information of the combined links

(4.74)

From Theorem 4,

PSPF(R,SNR) =1

out

By equating (4. 75) hioyrfeia

. exp[ 2R—1j B

> > (1) % Sl d%ﬁmﬂdm?ﬂ ] 470
s

ammmmzz BRINYIAY

Then, R becomes Co™ (£,SNR).

out
zcﬁjDF(g SNR) 1
€= 1—exp -_— |+

X

SNR
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a a 2Co7"(2,SNR) a Coi¥(2.SNR)
DT Lt W (A S
keS dSD dSD SNR keS dSD SNR

SEE
dSD

keS
4.77)

Unfortunately, the expression e manipulated further to solve for

Cot” (6.SNR). With careful i

out

a transformation

(4.78)

efficient solving is promising. ‘the'trz ' aps both R and SNR into a
single domain and a resi S NR"“He riting R as a function of SNR by
knowing a single parameter at each e'n-"— “be expected. Third, as will be shown

later, the transformed fun deereasing. So, the equation

- R ———
solvingcanbe dong=r—"""""""""" -

By apEing the transformation to the functm f (R,SNR), we obtain
R ‘ = &
o ZEUUINUNTNYING

iﬂgwﬂ@ﬁﬁﬁﬁﬁ(ﬁg{wﬁ%ﬂﬂ
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o a
dsi . dio

oo (e o 2] S

1— W +§§E’F(_l)l z(dk"o j—l

keS d:D
(4.79)
The transformed f ted by F(WSSDF), is now in WP -
domain. Then, we show that i ) when an SNR is given. Since
Z(—aJ and Z[ %parabohc function, which is
keS dSD keS

continuous.  Since io

20n (WS~ (Inw

continuous, the comp ' S & 0 e lial function and the parabolic
function is continuous. a7 o \

dsk de

N is continuous, the polynomial

1 exponential function is

WSSD#%[%J 1

is Contlnuouﬂ%ﬂr@%ﬁ WWﬂ%ﬂﬁnatm of all terms is

continuous is continuous.

RV HATOH B VINY I v o

wSPF 5(0,1] . Therefore, we can efficiently solve for the unique W5\ €(0,1] in
F(wae)=6 (4.80)

that is,
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ﬁ+% N[ 9o
exp(ZIn(wSSDF)—(InWSSDF)ZSNR)é[dé’D dé*o] WSO é[dm] 4

1-wSF 13 (-1) (dé J_

keS d:D

(4.81)
After solving for WfSSNR, by taking i

(4.82)
we obtain

(4.83)
which means

(4.84)
Therefore, at a given and—SNR ' can be found via a single

parameter, which S Moo This-iAdic

network, parameterizb U d into the single parameter.

(]
By taking logarithms o both sides,

f um@ﬂg;ijﬂ ) oo

WEDS [ RN UA1INYAY

20" (eSNR) 1+SNRIn( L J (4.86)

W, SR
Taking logarithms on both sides again yields (4.69). Q.E.D.

Lemma 4 : The function F (WSSDF) defined by



F (WSSDF) A4 _ \WSSOF |
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exp(2|n(wSSDF) In wesPF SNR)” gz'z Z:E [WSSDF -2;[;’:3} 1]
i Z (4.87)
2(& )
is strictly decreasing

(4.88)

(4.89)
fixing SNR >0, we show t

STS

and is strictly increasing. By

—[0,1] below is strictly increasing
f(y) £ P! max{ maxim

dm (|th| )} } (4.90)

_ kDI
Let 0<y, <Yy, be give

.ll
|
W

97 (y)

ﬂusqwam%WHwni
ARV INYAE

0<p<],
which gives the left-most inequality, and since

Y> <9(Y,),
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we obtain

97 (Y,) < Vs

which gives the right-most inequality. Now, consider

f(yz)-f(y1)=11”{y1<ma><{rp i

Il o Il ] ool )} < v2).

: " 2 '\'\: \ \ yz |th| < 1_ﬂ) }

| \ “‘\
Due to independence and the I8 E take the inverse g~ in the

P{Vk ek, '.‘ - * o ﬂ) Y, <|th|2 S(l_ﬂ) yz}_

2
<Y,

o BN THEINT
TR T eyl LR

<|ny| <
which gives

F(y.)- f(y) >0,

and so f(yl) < f(yz) .
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Considering F (WSSDF), it can be verified that

F (W)= f[g(lnﬁn, 0< WS <1,

and hence is strictly decreasing on W***" € (0,1] . Q.ED.

4.5 Follow-up Theories

The analyzed ol

follows. First, we Ioo - @f the considered schemes in

Lemma 5.

Lemma 5 : The outa emes satisfy
CrePr ——— € o (€,SNR) (4.91)
forany € and SNR.
Proof : Since
(4.92)

we obtain

(4.93)

- AUSINGNTHYING
QRIARTAIETTIN Y

Rio =%Iog2 (1+SNR), (4.95)

we know that

Ryre (K) >R, VK (4.96)
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because SNRy, >0 and log, () is a strictly increasing function. Therefore, from
Resordirect = max min{Rg., Ryrc (K)} (4.97)
and
Resornodiresr = MaxX MIn{Rg,, Rip }, (4.98)
we obtain

(4.99)

Then, it can be verifi
(4.100)
which gives (4.91) almo

At first sig ems to unconditionally provide

advantage over the dire e results on outage probabilities
support that conjecture. On __:r_:ei_r éh r; e concern about outage capacity,
the using Cooper _...__v._v..-_.._-;._.4..II.-..-_-,:_,,-,,.__:..L..Eﬁ_;-7_- the limitation of the
considered cooperaiive *}J and 7. Also, we show
that it is possible to ll cooperative diversity schemes o@ when they are beneficial in

Corollary 1 and Corolla

AEANYNINGNT

Proposition 5 :in the high signal-to- n0|se ratio reglme we have
ARIaNT mima@nm S
out

and in the low signal-to-noise ratio regime, we have

CFSDF-nodirect (6 SNR)

out

g C2 (¢, SNR)

out

In ( FSDF nodlrect)
In(1-¢)

Proof : Let's consider the high signal-to-noise ratio regime. Since

1
= 4.102
> (4.102)
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C:liDF-nodirect (8, SNR) :%|ng (1+ SNRIn (WJJ, (4.103)

&
and

Cor (6:SNR) = Iogz[1+ SNRIn(liD, (4.104)

out
—-&

|

the limit of the ratio can be wri ”yy

1
h - RIn{WFSDF_,mmD
. : . (4.105)

(i)

N ti the numerator and the
i& - -
J::T 1
1 At d=lo 2[1+SNRIn(FSDF_m)directB
Iog{1+SNRIn( , ;f;';‘a W,
lim : Al ——-— dSNR
SNR—® s 7 é}:l_,. 1 ’
log,| 1+SN g +SNRIn()
l-¢
dSNR

Iﬂ i m (4.108)

3 1
1 . d1+SNR|n(VVESDF-mdimctJ )
Y 1 SR (chain rule)
1+SNRIn(FSDF.node]
T ! B
2In2 1 W
1+SNR|n(WFSDF-nodirectJJ 6
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and
1 1
dlog, 1+SNRIn() dlin 1+SNRIn()
1-¢)) 1 l-¢
dSNR In2 dSNR
dl+ SNRIn(l)
1 1 —c .
= (chain rule)
dSNR
(4.107)
Now, we obtain
I" direct
CFSDF -nodirect (6 SNR) \‘ FSDF-| nodlrect
II out e 1 r

SNRow  CO¥ (€ ( SNR

1

2 FSDF-nodirect
‘ﬁ lim L .
Al 14 8 VTR FEEF )
VE —F—nc'hrlct 1-¢
U

Q/ (4.108)

By theq E |tal'§ul we tléythy }Qr;l? Vfl g’t:]he nu@rator and the

denominator with respectto SNR .

1 1 1
2[1+ SNRIn [1—8)} In [WFSDF nodirect j

FSDF ' FSDF-nodirect JI 1 8
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1 1 1
d 2(1+ SNRIn (1_(9]} In (WFSDF-nodirect J

lim dSNR
SNR—x© 1 1 !
d 1+ SNR In W:SDF-nodirect In (1_ 8)
dSNR

(4.109)

where

d1 1+SNRIn(
2 1

1 1
E'“W

(4.110)
and
d (14_ SNR In ( FSDF-nodirect
W 1
- ————"=|n : (4.111)
dSNR .~
Then, we obtain LY
1
DF-fodirect u _ WFSDF—nodirect
| ¢
Fqgti ) ‘§JVH nf 2
FSDF nodirect n 1 e
4.112)

ammmm um'zmﬂm@%}
ZSMLW'HEMémemm{} (1_8j

which gives (4.101).

Now, we consider the low signal-to-noise ratio regime. The limit of the

ratio can be written as
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1 1
CFSDF—nodirect(e,SNR)_ ] 2'092(1+SNR|H£V\WJJ .113)

out

SNI@)O cbhe (e SNR) B SNIr\mw 1
out A Iogz(1+SNRln(1_gD

By the I'Hospital's rule, we take differentiation for both the numerator and the

denominator with respectto SNR . ’,
i y
» : / 1
S 1+SNRIN| —r
1 ﬁo 2( ( FSDF-nodirect JJ
EIog2 1+ SNRIn oo e || ,—ﬂ? - W
SII\IIF\T>0 ( S .“-.. S ‘ 1 '
log, | 1+ SNR - \ 1+SNRIn()
; l-¢
- dSNR
: (4.114)
where
1 , hegely \ 1
dzlog{1+SNRln(W : .; & , f Wpsopnod.rectD

dSNR

1 &

" 2In2 .
1+SNRIn0

_ 1 1€ s @

o B ATWITENG
1+

SDF-nodirect
11 W

- TN INYIEY
dlogz(1+SNRln(1_18D_ , dln(1+SNRIn 1—15])

dSNR In2 dSNR

(chainrule) (4.115)

dl+ SNRIn(ll)

1 1 -&

In2 (1+ SNR |n(1D dSNR

l-¢
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d1+SNRIn(1j

1 1 l-¢

in2 (1+SNRIn(1D dSNR
1-¢

(4.116)
1 1

|n2[1 s L D'”(l_lgj'

Now, we obai §’ :
ﬁk\{‘““‘ )

' »;FSDF-nodirect
FSDF-nodirect DF-nodirect
C (6, S

I H out

1
WFSDF—nodirect

1
SDF-nodirect In 1_ c
— 1
SNRIn( B
l-¢

R ]
AUBINENITINEING i

fixed selective decode-and-forward without direct-link combining scheme is always
worse than direct communication. In particular, direct communication offers double
outage capacity, irrespective of WS This means that the loss in degrees of
freedom due to signal repetition is detrimental compared to the gain in diversity using

cooperation. In the low signal-to-noise ratio regime, the topology of the relay network,
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FSDF-nodirect

which determines W, , can make the ratio to be greater or less than 1. If it is

greater than 1, i.e.,

\yFSDFnodirect (1—6)2, (4.118)

&

then the fixed selective decode-and-forward without direct-link combining scheme will

‘W

SDF- n*rect -

provide higher outage capacity than t communication (in the low signal-to-noise

ratio regime). On the other ha e relay network makes

Suppose that the elay nodes yields a performance gain

= l-,},“.-'a"

to the fixed selectlﬁ decode- and F’rwlgf

performance gain \ Isto-noise ratio, and vanish

combining scheme. The

eventually. Then, the&rfor e ﬂ)erformance loss. Thus, we

expect that there emstsgn SNR threshold at which both the fixed selective decode-

oo BB T YA G o

equal outage éapacity, resulting in Corollary 1.

oA ARIASHAN TN HAE Yoo e

decodg-and—forvvard without direct-link combining scheme and direct communication

have the same outage capacity is given by

2 In(l g) ( FSDF nodirect )
(In@- 3))

SNR (4.119)

threshold —

Proof : Since SNRy .qoiq IS the SNR such that
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out out

CDC( ,SNR) CFSDFnOdIreCt( ,SNR), (4120)
we equate (4.1) and (4.10), that is,

1
Iogz [l—'_ SNRthreshoId In [ =5 Iogz [l—i_ SNRthreshold (WJJ ) (4 121 )

&

By multiplying both sides with 21n

2In 2Iogz[1+SNRth —

| 1
threshold n FSDF-nodirect )
WS

\ (4.122)
Changing the base gagithm and Usi \ lies of logarithm function, the
equation can be manipulated as s 9\ \
In 1+SNRthresh e % ‘\ eshold In W - (4.123)
By taking anti-logarithm on both-s]
1 ol --—_———-.__. ______ ). - 1
T2 Saveston- ~‘ W (4.124)

which means

1+ ZSNRm@ j@ﬂ }m "a Q(LM aﬂjshom |n[ FooF- nodlrectj

AR AINTUUMINYNNY “

By subtr acting 1 and dividing SNR;..0q ON bOth sides, we obtain

2
1 1 1
ZIn(Ej-"SNRthreShold (In(l—é‘]J = In[WFSDF-nodirect J’ (4'126)

or equivalently,
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&

~2I (1= £) + SNR s (~ I (1)) =~ In(WEPF9ee) - (4.427)
which can be manipulated further to give (4.119). Q.E.D.

The intuition is made precise as follows. We can improve the overall

performance by adaptively switching between the fixed selective decode-and-forward

without direct-link combining scheme: : direct communication depending on the
operating signal-to-noise ratic

i ignal-to-noi i 2 SER\ ¥ low SNR ehoq We use the fixed
selective decode-and-forward without direct-i bining scheme, which provides

—
higher outage capacit [ SNR o WE switch to use direct

D

communication, whic i 0 E\\s\\

Proposition 6 : In the

(4.128)

(4.129)

)

Proof : Let’s consider i

AT ﬁwgw‘?ﬂ%ﬁwﬁ

s

"R IUNIINEIAE

Cor (6,SNR) = Iogz(1+SNRln(1 D (4.131)
—&

out

the limit of the ratio can be written as
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out

1 1
CFSDF—direct (E SNR) E|ng (1+SNRIn (\NFSDFMJJ
SNIRrEw CDC( S;\IR) - Sl!liRrD)oo ; 1 (4.132)
out (€ log, (1+SNRIn(1 D

- &

By the I'Hospital's rule, we take differentiation for both the numerator and the

denominator with respectto SNR .

W fron )

,| 1+SNRIn

;Iog{1+ SNRIn

i dSNR 1 ’
Iogz(1+SN ; \. 1+SNRIn(1D
—&
\ dSNR
‘ (4.133)
where

1
d EIog2 (1+ SNR In(W

dSNR

1 T2 :J (chain rule) (4.134)

=2|n2[1+SNRInire i m
L AT NS
~ARAIN TN INYAE

dlogz[1+SNRln(1D dln(1+SNRIn 1]]
1-¢ B 1 1-¢

dSNR In2 dSNR

1
1+SNRIn| —
1 1 di+S n(l j

In2 [1+ SNRIn(l)j dSNR

—-&

1-¢
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:|12 - 1 '”(11 ) (4.135)
" [1+SNRIn(D &
l-¢
Now, we obtain
1
In R
4_-. #
lim Cop "™ (&,SNR) ' FSDF-direct

out

SNR—>00 CDC( ,SNR

(4.136)

By the I'Hospital's rule, we tak 4.,; ptiation for both the numerator and the

denominator with respee

=

] Y]

1(1+SNRIn@1—EBIH ii;: SNRIngls—lNggjm(WfSDl”m]
S ot e e

QWWMT]‘E&JWTWIEHGETR
ol o) o2

1
2

dSNR dSNR
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1 1 1
zzln(l_gjln(WFSDF-directj' (4138)

&

and

1
d (14. SNRIn [W:SDFMJJ

dSNR

1 1
=In (WESDF_direct J In (1—3} (4.139)

Then, we obtain

1
FSDF-direct
w irec

&
| 1
\ n W:SDF-direct
1)L '
FSDF-direct n 1_ c

which gives (4.128).

> ratio regime. The limit of the

-

H m'
SLI@ ;t €, ) smo 1 - (4141)
log,| 1+SNRIn| ——

, AMIIASRIANIINGIREL. . .

denominator with respectto SNR .
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1 1 dllogz[1+SNRln(mlF_MD
Iog{1+SNRIn[ SorT t}] 2 W,
2 w Irec
lim : — lim dSNR ,
SNR—0 1 SNR—0 1
log, 1+SNRIn() dlog, 1+SNRIn()
l1-¢ l1-¢
dSNR

(4.142)

where

d;log{1+SNRln( ’

1
W‘I:SDF-direct

\\ DF-direct
\ z\ -~ (chain rule) (4.143)

g\\

dSNR

2In2

1+SNRIn

2In2

1

1+SNRIn(
w

&

and

d Iog2[1+ SNRIn| - i,ii

dSﬁRutnﬁszw VIR .,
awwmm;%w%a%maﬂ

Now, we obtain
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| 1
1 n W‘IE:SDF-direct

2In2 1
CFSDF -direct ( ,SNR) ) 1+ SNR In WFSDF—direct

out &

SNIRnlo CDC( €, SNR) er\JIFmo 1

out

FSDF direct J
(4.145)

which gives (4.131).

From Propositioh 5 " 6, the outage capacity of the fixed
selective decode- and forward-mdil'ﬁig‘fraﬁ' nbining scheme converges to that of
the fixed selectlve dec "*“'m"'"m"’::=“'=-‘-‘-_\ﬁ ing scheme in both high
and low signal—to—no atio re in 0Sif ‘ not to do maximum ratio

Aation node is harmful to the obtained outage capacity only in the

R FRIHNSNYNNS

the high signal- to‘r;0|se ratio reglme the outage CapaC|ty indicates

AR IR T T ING G

worse ithan direct communication. In particular, direct communication offers double

combining at the dest

FSDF-direct

outage capacity, irrespective of W, . This means that the loss in degrees of

freedom due to signal repetition is detrimental compared to the gain in diversity using
cooperation. In the low signal-to-noise ratio regime, the topology of the relay network,

FSDF-direct

which determines W, , can make the ratio to be greater or less than 1. If it is

greater than 1, i.e.,
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W:SDF-direct < (1_6)2, (4.146)

then the fixed selective decode-and-forward with direct-link combining scheme will
provide higher outage capacity than direct communication (in the low signal-to-noise

ratio regime). On the other hand, if the topology of the relay network makes

channel into two tim ' it improvemen e received signal strength

from maximum ratio ¢

Suppo tog alog relay nodes yields a performance gain

to the fixed selective : rWe ith direct-link combining scheme. The
performance gain will bec on of signal-to-noise ratio, and vanish
eventually. Then, the performan:.q:,%ﬁitw 0 be a performance loss. Thus, we
expect that there exiSts an SNR' threshold at which=“botk fixed selective decode-

Corollary 2 ﬁrulﬂf%aﬁ ;&Ioﬂﬁj?wgﬁ ﬂﬁh the fixed selective

decode-and-fofward with direct-link Comblnlng soheme and direct commumcahon have

t“?ﬂ”fﬁﬁ”ﬂm ma'n NYTRE

2 |n(1 8) ( FSDF direct )
(InL-&))° '

SNRthreshoId (4'147)

Proof: Since SNRy s IS the SNR such that

out out

Cor (6,SNR)=C3°""™ (£,SNR), (4.148)
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we equate (4.1) and (4.38), that is,

1 1 1
Iogz (1+ SNRthreshold In (Ejj = E Ing (1+ SNRthreshoIl:i In (WJJ (4149)

&

By multiplying both sides with 2In 2, we obtain

+
(9]

1
NRthreshoId In ( FSDF-direct )
WE

,_-_{- (4.150)

rties of logarithm function, the

Changing the base of the

equation can be manipul

1
g (3l I res| dln(WJ\]' (4.157)

By taking anti-logarithm ?&I we i

¢ i v
(1+ SNRthresholdJ'nZ” T ] Rthreshold In (WJ | (4.152)

&

which means

1
1+2SN Rthreshold SN thhreshold =1+ S NR resnorg IN ( \yFSDF-direct J :
EJ q ,] ﬂ i (4.153)

! ‘W“’i Hﬁ i?g'a‘“fiw( ?Eﬁ? ﬂFf"T a}EJ

or equivalently,

~2In(1- )+ SNRy g (— I (1- 8))2 = —In(wforaree), (4.155)

&
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which can be manipulated further to give (4.147). Q.E.D.

The intuition is made precise as follows. We can improve the overall
performance by adaptively switching between the fixed selective decode-and-forward
with direct-link combining scheme and direct communication depending on the

operating signal-to-noise ratio. When SNR is below SNRy .04 We use the fixed

selective decode-and-forward wit bining scheme, which provides higher

outage capacity. When whold: W€ switch to use direct

lighe ou@lty Also, the fixed selective

can be used instead if the

communication, which
decode-and-forward

performance penalt egime is acceptable in the

considered topology

Proposition 7 : In the

(4.156)

SR} (4.157)

and hence,

ﬂu&%%%ﬂ%ﬁﬁnﬂj e
iﬂT@%TﬂHNﬁT?WﬂTHﬁ“WW

Min{ R, Ryre (K) } < 2Ry (K). (4.159)

Taking a maximum over k € C and over R, gives

Rssor < I$ss,DFl (4.160)
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where
Recor 2 max{max{2Ryyec ()}, Roc } (4.161)
Since
(4.162)
we obtain
maX{TSCX{ (4.163)
NR +SNRy; )
Since the mutual inform
1+ XSNRY], (4.164)
for the random variable
(4.165)
The inequality (4.1 . -------------- |
E CSPF( SNR) < C= (¢, SNR) (4.166)

¢ a
i

= L
where C>°PF ransmigsjofiyscheme that has the
maximum insﬂo@egtﬁ%mﬁﬂmﬁs
QR AEERRMAGRENGY o

where F, is the cumulative density function of X . (The fact that F, :[0,00) —>[0,1) is

strictly increasing and is a bijection can be shown by using a similar argument shown in

Lemma 4.)

Dividing the outage capacities by C’%(¢,SNR) and taking the limit

out

supremum give
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. CPF(¢,SNR CSSDF ,SNR
Ilmsup%_ll % (4.168)
snRow Cof (6,SNR) SNR—)oo C,.: (,SNR)
By the I'Hospital's rule,
. CSSDF ,SNR
Ilmsup%zl, (4.169)
snRow Cof (6, SNR)
which implies that \%‘ ,///
(4.170)
The ineq \ ly that the limit supremum and
the limit infimum equal 1 wﬂ’ as given in the statement
of the proposition
In the e, we see that the smart selective
decode-and-forward schem comfa;éeSx ' munication, regardless of the
relay network topology. channel between the source and
destination nodes is strong, theﬂrﬁz;e‘ésgd yandwidth from dividing the channel
into two time slots 10-do.relaying dominates the increasec ived signal strength from
combining the regej i _ e low signal-to-noise ratio
b : '
regime, the smart sel tive decode-and-forward scheme performs better than or, in the

worst case, ﬁ § m relay nodes. This
means that |ﬁﬁﬂ ﬂ/ﬂﬁ nﬂﬂﬁﬁ 5 lective decode-and-
forward scheme will simply use dire€t communication. In any case, thé smart selective
oo Mo G bk bebbad i bed o E1) 5o

signal- to noise ratio. This is because the smart selective decode-and-forward scheme

decides not to use cooperative diversity when direct communication offers a higher rate.

Naturally, increasing the number of relay nodes in the cooperative
diversity schemes with relay selection is beneficial in terms of performance. Hence, the

network that has larger number of relay nodes provides greater outage capacity than
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that of the network with smaller number of relay nodes at any signal-to-noise ratio. From
Proposition 7, it is clear that the outage capacity of the smart selective decode-and-
forward scheme in the high signal-to-noise ratio regime does not increase by adding
more relay nodes. This can be attributed to the fact that the smart selective decode-and-
forward scheme converges to direct communication when the signal-to-noise ratio

t for the fixed selective decode-and-forward
without direct link combining s /e selective decode-and-forward with
direct link combining s orollary 4, we investigate the

| —— T—
performance gap when w ities. of the network with different
number of relay nodes signa o-noi io for both schemes.

Corollary 3 : In the hi

increases. On the other hand, It is diffi

mong the outage capacity
plot of the fixed selecti link combining scheme as

a function of signal-to-n 0 are . ing more relays still increases

As the signal—to—noisegtio becomes

wmmwmw Wifi])
AR SRR & T o ua)

where the logarithm can be split, thus we obtain

fim GreoRma SNR)—Elogz(In(WJ]+%IogZ(S’LL@wSNR). (4.173)

SNR—®
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The second term makes the curve of outage capacity linear as a function of SNR in
decibels, and the first term, which is a constant, introduces the vertical offset of the
curve. Hence, two networks with different number of relay nodes have equal second

term and different constant terms. This means the gap between two curves is constant.

Now, we show that adding more relays still increases the outage

capacity even in the high signal-te gime. Considering two networks with

b | i ,
unequal number of relay nodes, FSDF-nodirect

onding W, s are X and
Y, respectively. The correspon

and

| 1 1+SNRIn[§/)
AU INENTNY B e

¢ = n{ ] tim sie
QRAINTUNRIAIN /L
=EIog2 In(i ,

where the first line uses the logarithm’s property. Since X # Y,
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#1, (4.174)

and so

—|o (4.175)

A o
which means / LN
lim = if—"1|==10g,|1+SNRIn| = | [>0. (4.176)
SNR—>o0 W y

% \

Since two networks m iffer T and having larger number of

e

relay nodes is beneficial ] lays still \ ses the outage capacity in the

Corollary 4 : In the 'h i -to=noise ratio, gaps among the outage capacity
plot of the fixed = ------------------- { “ combining scheme as a

ﬁe ati .-ii;j-g more relays still increases

the outage capacity i

e Y ANYNTNEING
amﬁwww&wvﬁ@%ﬁfﬂ

As the signal-to-noise ratio becomes high,

function of signal-to-

n the h|gh signal-to- n0|se ratio regime.

SNR—w Ot FSDF-direct
&

1 1 .
= Elogz (In (WJSM{E@SNRJ'

lim CEP (5, SNR) = lim %Iog{uSNRln(;B
—0 W
(4.178)
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where the logarithm can be split, thus we obtain

SNR—®
&

i 274 (o SNR) < 16, b | |3, fim sn). a7

The second term makes the curve of outage capacity linear as a function of SNR in

decibels, and the first term, which is a constant, introduces the vertical offset of the

curve. Hence, two networks wi r of relay nodes have equal second

term and different constant t ' etween two curves is constant.

still increases the outage

capacity even in the Considering two networks with

FSDF-direct ,

unequal number of r sare X and y,

respectively. The corr

and

respectively. As the sEval—to—nm e ratio b
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=—log,| —=< |, (4.180)
In| =
y
where the first line uses the logarithm’s property. Since X # Y,
(4.181)
and so
(4.182)
which means
1 s Tk 1
7 1T+SNRIn| = 0.1 1+S Rln[—n >0. (4.183)
A L \X)) 2 y

Y
End having larger number of
s

I, adding more relays still increa

Since two networks

re'lay nodes is bene
tﬁﬁaﬁﬁ”ﬂﬂﬂiﬁﬂmn‘i

|s interesting to e@mlne whether |mprovmg the outage capacity by

LN T R (e

leads t@ a saturation. Intuitively, it is likely that all schemes have the saturations because

the outage capacity in the

only the best relay node is utilized regardless of the number of relay nodes. Surprisingly,

the proof in Theorem 8 indicates the answer in the other way around for all schemes.

Theorem 8 : By keep adding more relay nodes, the fixed selective decode-and-forward

without direct link combining scheme, the fixed selective decode-and-forward with
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direct link combining scheme, and the smart selective decode-and-forward scheme are

unbounded.

Proof : For the fixed selective decode-and-forward without direct link combining scheme

with K relay nodes, we solve for w"SPF4" jn

ﬁ 1- WFSDF -nodire S ; p WFSDF—nodirect <1 (4_1 84)
k=1 .

Based on the proof by e outage capacity of the fixed

selective decode-and-fo '~=-o scheme is bounded, that is,
el (¢, SNR) < o0, (4.185)

To find a contradicti

ﬂuﬂqw§ﬁ§ Lﬂﬂi Wm
s.mamaﬂnituumqﬂmaa
lim /e =1, (4.188)

K—o

we obtain

€

H:l_ WFSDF—nodirectzl“’ j| _1‘ < 5 (41 89)
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forany 6 > 0. Thus, there exists K such that
W:SDF—nodireth”"l < 52“'1. (4.190)
Since a >1, 2* <1. Therefore,

\FSDF-nodirect 5, (4.191)

€

FSDF-nodirect

which means that we can keep | arbitrarily small, and

/ 7 F .
FSDF-nodi j a1
Cout M : 1 | . FSDF-nodirect jj (4.192)

as 0 >0

&

From Lemma 5,

<Co¥(e,SNR)  (4.193)

out
(4.194)
and L

CSPF (e SNR) oo

out

FLHEJ’JVIEW]SWEHT]?
N ﬁ'fﬁ”’m I INgIaY

In this section, we verify the analytical outage capacities with Monte

(4.195)

Carlo simulations. To cover several cases, we vary the number of relay nodes at 1, 4, or
9, and the acceptable outage probabilities at 0.1 and 0.01. The relay nodes are
arranged in grid topology between the source node and the destination node, between
which the distance is 1000 m. All curves are plotted as a function of SNR, which is the

average signal-to-noise ratio between the source node and the destination node.
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In Figure 25 — Figure 30, we plot the analytical and simulated outage
capacities of the fixed selective decode-and-forward without direct link combining
scheme, the fixed selective decode-and-forward with direct link combining scheme, and
the smart selective decode-and-forward scheme with the number of relay nodes
K ={1,4,9} and at an outage probability ¢ ={0.1,0.01}, as a function of the SNR . It

can be observed that the analytical res are in good agreement with the simulation
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J
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Figure 27 Verification of the outage capacities of all analyzed cooperative diversity

schemes at an outage probability of 0.1 for 9-relay network
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Figure 29 Verification of the outage capacities of all analyzed cooperative diversity

schemes at an outage probability of 0.01 for 4-relay network
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4.7 Results and Discussions
We & nine the performance I§ing cooperative diversity

schemes over dire "” capacity with various

parameters. The outaE capacity of direct com nicatio@ provided in Proposition 4.
In Figure 31, the aoceptqbﬁoutage probabilws 0.01, and the number of relay nodes is

2 vin or0 b S bID B ST IR cocperave anersy

schemes oﬁerﬂgnlﬂcant performancéa gain. Among the cooperative dlverS|ty schemes,
AR I NN I NG
the fixed selective decode-and- forward without direct link combining scheme, and the
smart selective decode-and-forward scheme is in turn superior to the fixed selective
decode-and-forward with direct link combining scheme as expected in Lemma 5. As we
increase the number of relay nodes, the performance gain is larger for all cooperative
diversity schemes as shown in Figure 32, where we increase the number of relay nodes

to 9 relay nodes. Also, the performance gaps among cooperative diversity schemes
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become smaller. Therefore, the ability, to decide to cooperate or not cooperate,
introduced in the smart selective decode-and-forward scheme or the ability, to combine
the signals from the direct link, introduced in the fixed selective decode-and-forward
scheme with direct link combining scheme can be overlooked in favor of the simpler
fixed selective decode-and-forward without direct link combining scheme when the
number of relay nodes is large enough. Then, we examine in the reverse way by
decreasing the number of relay nodes as shown in Figure 33, where we decrease the
number of relay nodes to_1 relay node. It ean=be observed that the gap among the
cooperative diversity schemes«become ='\‘/rvide, and.the performance gain obtained from
the fixed selective decode=and-forward without direct link combining scheme over direct

communication becomes'marginal. )

We predict in Corollar;ﬂ aﬁd Corollary 2 that the fixed selective decode-
and-forward without direet link comblnmg écheme and the fixed selective decode-and-
forward with direct link combining scheme: hfeve the signal-to-noise ratio threshold that
the outage capacity becomes Iower’than tha‘f of dlrect communication, and also predict
the value of that signal-to- noise ra‘uo threehfﬂd Therefore, we compare the fixed
selective decode—and—forward 'Vvithbut diredt' Ifﬁ‘kxcombining scheme and the fixed
selective decode- and-forward—wrth—dwect—hrrk—commmng"scheme thresholds to direct
communication at h|gher signal-to-noise ratio in Figure 34 and Figure 35, respectively. It
can be observed that the threshold really exists for both schemes, and the predicted

value is exact.

Proposition 5 proveg' that the ratio between the .outage capacities
obtained by thefixéd selective decode-and-forward' without diréct link combining
scheme and by direct communication converges to a half at very high signal-to-noise
ratio. In Figure 36, it can be observed that the ratio between two curves converges to a
half as the signal-to-noise ratio rises. Likewise, Proposition 6 proves that the ratio
between the outage capacities obtained by the fixed selective decode-and-forward with
direct link combining scheme and by direct communication converges to a half at very

high signal-to-noise ratio, and Figure 37 illustrates that. Also, Proposition 7 proves that
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the ratio between the outage capacities obtained by the smart selective decode-and-
forward scheme and by direct communication converges to one at very high signal-to-
noise ratio, and that is illustrated in Figure 38. Therefore, it is not necessary to use
cooperative diversity scheme when the signal-to-noise ratio is very high, and it is not
harmful to use the smart selective decode-and-forward scheme because this scheme

will tend to use direct communication automatically.

Corollary 3 and Corollary 4/prove that the fixed selective decode-and-
forward without direct link.combining sscheme and.the fixed selective decode-and-
forward with direct link’combiningsscheme have the linear outage capacity curve in the
medium and high signal-te=noise: ratio r‘fgimes. Also, when we compare the outage
capacity curves using different numb__er of_ rglay nodes, the gaps among the curves are
constant, and so inceeasing the numbe} of relay nodes still improves the outage
capacity even in high signal-to—noig.e ratio.%];hjé-se are shown in Figure 39 and Figure 40
for the fixed selective decode-and-forward \_)\'('_i‘thdUt direct link combining scheme and the

- <4
fixed selective decode—and—fomard'with directlink combining scheme, respectively.
Y g Sy -‘,1’.«

et

We examine th_e_gffe_ct of incpe—és@g_the number of relay nodes in Figure

41, where we compéf_e the outage capacities of the fixed séieptive decode-and-forward
without direct link co;;ibining scheme with various number (_;h‘elay nodes. By observing
the curves alone, it can' be conjectured that the saturation-in improvement exists, that is,
we cannot improve the outage capacity by simply increasing the number of relay nodes.
However, Theorem«8 [proves that the outage capacities of all cansidered cooperative
diversity schemes are unbounded, and so the saturation does not exist. Therefore, we
fix thesighal-ta-noise, ratio at'120 dB and plot the loutage~capacity as a function of
number of relay nodes in Figure 42. It can be observed that the curve crosses the
horizontal line even at very large number of relay nodes. Hence, the curve does not
become constant and the saturation does not exist. From both figures, we can show that

increasing the number of relay nodes always improves the outage capacity but the

improvement keeps being smaller.
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We examine the effect of varying topology. We fix the signal-to-noise
ratio at 20 dB, and generate 10,000 random topologies. Hence, the outage capacity of
the network is now a random variable, depending on the specific network topology, and
we consider the cumulative distribution function of the outage capacity. In Figure 43, we
set the number of relay nodes at 4. The vertical line that crosses each cumulative
distribution function curve marks the outage capacity (on the x-axis) of deterministic grid
topology. About 35% of random network realizations provide better performance than
the grid topology for all_relaying schemes..Hénce, the placement of relay nodes
optimization offers benefit If. it-is possi%le. The performance differences among the
schemes are reduced when the number_l of relays increases from 4 to 9 as shown in
Figure 44. This supportsithe idea that thajs improvement from increasing the number of
relay nodes keeps beingémaller as the r;ar?iber of relay nodes becomes large. Also, it
can be observed that when the nu_mt:er oaf::rel;ay nodes is 9, the vertical lines mark the
probabilities of approximately 17 on "fhe yﬁéﬁisi,_ implying that almost none of random
network realizations provide bett:(-eir_éijtage',;(Z;é_gécities than the grid topology provides.
Hence, when the number of re_t_ay'nodes be:cgijjﬁes large, the grid topology is a good

topology to use in deploying the _rela_ys, and ﬁe‘_pl!gc‘:ement of relay nodes optimization is

not necessary. On_the other hand, when the number of relayf'é Is reduced to 1, there are

different effects arﬁoﬁg schemes as shown in Figure 45. fhé fixed selective decode-
and-forward without direct link combining only relies on the two-hop relaying via a single
relay node. The grid topalegy, that is, placing the relay node exactly in the middle,
balances and maximizes the mutual information of baoth hops. Hence, the vertical line
marks the probability of 1. The fixed selective decode-and-forward, with direct link
combining has la stronger second hop, and;the balance of.the mutual'information can
occur By placing the relay node closer to the source node. Hence, the vertical line

marks the probability lower than 1.
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CHAPTER V
CONCLUSIONS

This dissertation presents the research work on wireless communications
using cooperative diversity schemes. Our focus is on the information-theoretic studies,
which would pave the way to practical design. We derive the exact expressions for
outage probabilities and outage capacities for several decode-and-forward cooperative
diversity schemes with relay. selection in the'systems using multiple relay nodes. The
derived expressions are.simple;-and applicable-for-arbitrary network topologies and
signal-to-noise ratios. Also, these eXpressions give the important insights. First, the fixed
selective decode-and-forward swithout qirect link “‘eombining scheme improves the
outage capacity compared‘to direot__comknu.nication only when the signal-to-noise ratio
is below a certain thregholds That a|soeccu-rs for the fixed selective decode-and-forward
with direct link combining scheme. Then Wé eharacterlze the signal-to-noise ratio region
for which relaying is bengficial. “Sécond, i_rl_i‘--th‘e high signal-to-noise ratio regime, the
outage capacity of fixed selective'l‘decode’!‘éﬁd forvvard without direct link combining
converges to half of that prowded by dlrecteommumcahon That also occurs for the
fixed selective decode and-forward W|th dlredthﬁk combmlng scheme. Third, the outage
capacity of smart ee{ecnve—decode:and:fcrward—schemefwhlch is the best relaying
scheme under Consieeration, but requires every relay to kﬁew the partial channel state
information between {-the source and destination) cc;nverges to that of direct
communication in' the-high isignal<io:noise“ratio/regime. These-results can guide the

practical wireless communication network design, such as, the optimal relay node

placement:

In addition, we prove several follow-up theories and illustrate them in
figures. First, we prove and illustrate the order of performance gain obtained from the
considered cooperative diversity schemes. Second, we prove and illustrate the signal-
to-noise ratio thresholds of the fixed selective decode-and-forward without direct link
combining and the fixed selective decode-and-forward with direct link combining

scheme. Third, we prove and illustrate the convergences of the considered cooperative
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diversity schemes at very high signal-to-noise ratio. Forth we prove and illustrate the
linearity and the constant gap among the outage capacity curves of the fixed selective
decode-and-forward without direct link combining scheme and the fixed selective
decode-and-forward with direct link combining scheme using different number of relay
nodes. Fifth, we prove and illustrate that the saturation in improvement by increasing the
number of relay nodes does not exist, but the improvement keeps being smaller as the
number of relay nodes become large. Last, wesshow the effect of the topology, which

entangles with the number of relay nodes.
o

5.1 Scheme Choosing

In the sitwatiop'that/the delstination node is not far from the source node
and the radio environment is/not in ‘an urbéh area, the average signal-to-noise ratio is
high and using cooperative diversity doesd.'ljotprovide any performance gain. Therefore,
it is not necessary tosemploy, the Cooperé'tive_diversity scheme. We can tell exactly
whether the average signa|—to-noi-sr!a_z-£atio |sh‘|rg|j -enough to ignore the use of cooperative

diversity by checking with otir analytical results. ;_,:J

In the_ situation that the destiéé‘fi'jd?;\_ﬁode is not far from the source node
and the radio envirbﬁ:{’ﬁeﬁi—is_m—aﬁ—mban—afeaﬁhe—avefagéfs'!gnal-to-noise ratio is high
but can largely drob‘when the direct link is shadowed by a:h;obstruction. Therefore, the
smart selective decoae-and-forvvard scheme is recommended. When the average
signal-to-noise, ratio lis-high,ithe/smart selective decode-and-forward scheme performs
as good as direct communication. When the average signal-to-noise ratio drops due to

shadowings«the smart.selective decode-and-forward scheme can greatly improve the

performance.

In the situation that the destination node is quite far from the source
node, the average signal-to-noise ratio is low but not completely blind. The destination
node can still receive signals from the source node via the direct link even though the
signals are weak. Therefore, the fixed selective decode-and-forward with direct link

combining scheme is recommended. This scheme can use the signals from the direct
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link to strengthen the signals from the relay to gain the better performance without using

additional channel resource.

In the situation that the destination node is very far from the source node,
the average signal-to-noise ratio is so low that the direct link is completely blind. The
destination node cannot receive signals from the source node via the direct link.
Therefore, the fixed selective decode-and-forward without direct link combining scheme
is recommended. This scheme improves the performance with the simplest protocol
among schemes, while the further improvement by.combining the signals from the direct
link is negligible. We can tellwexacily whether the average signal-to-noise ratio is low
enough to ignore the use of other moréi complicated schemes by checking with our

analytical results. i 4

— il

The number of relay nodeﬁ should be sufficiently dense to obtain the
good performance, but should n__ot_bre tod:jglleg_se because it is not worth due to the
nonlinear improvement. As a rulé Ré_thumb-,.:"é__tis‘erved from our results, we recommend
one-tenth of the coverage. For eéxample, if tHé-;__.s:ource node is designed to cover the

destination node at 1 km away_,‘__the_n 10 re;t;g'/:.,_riq@g_es should be employed. Employing

more relay nodes y__iél_tjs better performance but not significaﬁt_.:.

To ch,odse the topology of employing the ré'léy nodes, the grid topology
is recommended beC;L-Jse most of the other topologies dgnot perform better than the
grid topologysespecially when' theinumber-of relay'nades is dense enough. When the
number of reldy nodes is small, the relay node placement should be optimized. The
optimpizationscan be dene-bysusing ouranalytical fermula; as thesobjective function and
the locations of relay “nodes*as’ the "optimizer.” This 'optimization*can=be done with

reasonable computation time because the number of relay nodes is small.
5.2 Future Work

The cooperative diversity schemes, especially the smart selective

decode-and-forward scheme, are promising. The fixed selective decode-and-forward
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without direct link combining and the fixed selective decode-and-forward with direct link
combining schemes have a trade-off, where the loss in degree of freedoms due to the
duplex may offset the benefit both in terms of the outage probability and in terms of the
outage capacity. Hence, it should be used selectively, depending on the condition of

the channels. The extension to the multi-hop case is not likely to be analyzed in closed-

ter simulations. The optimal relay nodes
% results.

form, and is troublesome to do c

placement can be conducted

s given as follows. Instead of

information-theoretic s 0 iversity scheme is analyzed

approximately in [33]. ple access is proposed in [34], and

the idea of cooper sharing; \ with "'secondary user selection is
proposed in [35]. : \\~ half-duplex constraint in
conventional cooperétiv di Tenes I' resting to combine the ARQ with
the cooperative diversity ’ QEJ Ve q 1\; th [36,37,38,39,40], as well as

the effect of imperfect chan te'information onk' RQ scheme [41]. The interference
occurs in cooperative diversity s¢! “interesting issue to take into account.

Several studies haye been explored in the e [42,43,44,4546]. Using the

compress-and-fo srotocol, the cooperats ive di k.ﬂ emes with backhaul link

§
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are studied in [47,48,ﬁ
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