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CHAPTER1

INTRODUCTION AND LITERATURES

1.1 Introduction

The original hydrocarbon in place can be estimated from several methods.
These include volumetric and material balance methods. The accuracy of the
estimate varies with the quality and quantity of raw data available and estimation
method. The volumetric method is the most commonly used since it does not rely on
production data. Original hydrocarbon in place is directly calculated from the

following equation.

43560 Ahg (1-S.,)

OGIP = 1.1
B (1.1)
b4
7758 Ah¢ (1-S
STOOIP = ¢/ (175.) (1.2)
BU
where OGIP = Original gas in place, scf

STOOIP = Original oil in place, stb
A = area,acre

= thickness, ft

¢ = porosity, fraction

S, = water saturation, fraction

B, = gas formation volume factor, res cu.ft./scf
B = oil formation volume factor, res bbl/stb

o

The data used in estimating original hydrocarbon in place are geophysical
and geological data of reservoir rock and its fluid content. These data are obtained
from direct and indirect measurements. Successful original hydrocarbon in place
estimation requires sufficient and realistic reservoir description. Various sources of
data are useful in making original hydrocarbon in place estimates. Such data are
porosity, permeability, and fluid saturations of the reservoir rocks (obtained directly

from core analysis or from various types of measurement taken from a well or



several wells); geological maps of the areal extent, thickness, and continuity of
reservoir rock (inferred from well logs, geophysical, and geological data). However,
the most important aspect in the volumetric method is reservoir descriptions:
volume, porosity and water saturation. It has been clearly demonstrated in the past
that heterogeneities associated with these parameters have a large impact on
connectivity pattern and dynamic behavior of the field. Therefore, a fair estimate of
original hydrocarbon in place has to be based on geological model that represents

explicitly these heterogeneities.

During exploration or early field development stage, quantification of
original hydrocarbon in place has to be conducted due to economic viability
assessment. At that time, very small amount of data is available because much of the
geological data are measured only at well locations such as data obtained from well
logging of which locations are far apart. Sparse sampling can only provide a picture
of the general trends of reservoir properties, not their variations. Thus, for reservoir
with high geological complexity, estimation of oil or gas in place will contain much
more uncertainties. In the past, deterministic methods have been used to estimate
original hydrocarbon in place. However, these techniques have shown limitations in
cases where reservoirs are heterogeneous or have complex structures. Such failure is
due to their deterministic nature which cannot handle uncertainties on geological
parameters. This is why stochastic techniques such as Monte-Carlo simulation and
Geostatistics have been gradually used for original hydrocarbon in place

quantification.

Stochastic method can describe complexity that deterministic methods cannot
which is expressed in term of probability distribution function (pdf) for uncertainty
assessment in reservoir engineering problems. It can be used to generate variable
distribution from a small amount of regional well data availability with ability to
preserve the original data and integrate more conditions to enhance reservoir
description. Stochastic method is well accepted in the petroleum industry as it has

been successfully proven in the mining industry for decades.



The Monte-Carlo simulation is a typical method of stochastic simulation
because it is a probabilistic approach. Much of uncertainty analyses consist of an
estimation variable under study with a range of values rather than with a single
value. It allows a full mapping of uncertainty in model input-output, expressed as
probability distribution function. Uncertainty in the model outcome is quantified via
multiple model calculations using parameter values drawn randomly from
probability distribution function specified for uncertain input. A simulation is a
succession of hundreds or thousands of repeated trials. Monte-Carlo simulation takes
many simulations to determine the probability distribution function of the output.
The inputs are modeled as random variables without taking into account of spatial

correlation.

Geostatistics is another methodology with an emphasis on describing and
modeling the spatial variability of reservoir properties and the spatial correlation
between related properties. The method can be used to construct spatial distribution
of reservoir properties from some sampled locations. The key feature of such
techniques is its ability to account for spatial character of the data and incorporate
many types of geological and engineering data. Spatial continuity is known to be
important in describing reservoir parameters since reservoir properties are correlated
in space. Lack of spatial information seriously decreases the accuracy of estimated
properties. In general, it is likely to increase the accuracy of reservoir properties

when using Geostatistics.

In addition, the important characteristic of geostatistical modeling 1is its
probabilistic aspect which can describe more heterogeneity in reservoir model as
well ‘as generating a number of equiprobable images of the distribution of the
reservoir parameters. Another aspect of geostatistical modeling is the estimation of
petrophysical properties at unsampled location. This means geostatistical modeling
can recognize and preserve spatial relationships of sample data for estimation of data

values or describe uncertainty at unsampled locations.

In some geostatistics applications, the reservoir properties may be simulated

independently or interdependently. In reservoir modeling, the most critical



parameters are porosity which is related to reservoir storage, permeability which is
related to reservoir flow and flow unit which is related to reservoir connectivity.
These parameters are spatially interdependent. Porosity and water saturation may be
related as well. These spatial interdependent characteristics can be incorporated into
the simulation model. By taking account correlated variables into simulation model,
stochastic images which are generated from model of covariance and cross-variance

between parameters, are obtained from joint simulation approach.

1.2 Literature Review

Stochastic methods for reservoir characterization have been used in many
applications. An ultimate goal of reservoir characterization is improved prediction of
future performance of the reservoir. Stochastic methods have been developed from a
conceptually simple model to a complex model. Monte Carlo Simulation (MCS)
methodology is a simple stochastic method used at the early stage of field
development. Volumetric calculation of original hydrocarbon in place is one of its
applications. Behrenbruch (1985) used MCS to estimate the gross rock volume in
reserves estimation. He demonstrated that the probability distribution function of
gross rock volume could be constructed by dividing the formation into substructure
details, i.e., faults, unconformity surface, and intra-reservoir horizon. Using MCS, a
large number of maps for each individual specific reservoir were constructed related

to these uncertainties.

When performing Monte Carlo Simulation, probability distribution function
has to be defined. Murtha (1997) illustrated the application of MCS by assigning
appropriate probability distribution for each mput. He stated that some specific
probability distribution functions of parameters for the volumetric estimation of
original hydrocarbon in place are typical. Normal distribution function can be used
to describe data of porosity, percent of minerals in rock. Lognormal distribution
function is often used for many of the volumetric model inputs such as net-to-gross
ratio and hydrocarbon saturation. Oil or gas formation volume factor typically
appears in uniform distribution. Alternatively, some literatures stated that porosity is

best represented by lognormal distribution function and reservoir area is fairly



defined by triangular distribution. In addition, original hydrocarbon in place obtained
from MCS typically has a lognormal distribution. Therefore, uncertainty analysis can

be evaluated by distribution of output.

Moreover, MCS can be applied in case that when there are only few data
available. Nakayama (2000) used MCS to generate many pseudo wells in order to
make the sample data set bigger. For each of the simulated pseudo wells, seismic
attributes were generated and used as sample data in addition to the actual well data,
and then the reserves were evaluated. He also claimed that when there are too small
numbers of known data points, the usual geostatistics method is hardly applied.
Hence, defining the range and distribution of uncertainty inputs are unlikely to be
precise when data availability is an issue. Alternative methods are proposed as more
suitable when information regarding parameter uncertainty is limited (Mishra 1996).
First-order second moment method (FOSM), pointed estimated method, and first-
order reliability method were proposed for the assessment of uncertainty in
volumetric reserves estimation. Even the result showed that the alternative methods
are efficient in computing model output, MCS is still reliable when there is a

sufficient number of realizations.

Monte Carlo Simulation 1s a resampling with replacement from the original
sample data. Hence, the only statistics that MCS uses is the sample probability. The
original sample data set is a subset of the global population. Ideally, one would want
to resample from the entire population (reservoir). Monte Carlo Simulation
resamples from the sampled data (subset of a population) instead of resampling from
the entire population. Every time a new value is resampled, it is resampled from
exactly the same distribution no matter what the previously resampled values are.
Because of this, MCS procedure would not be able to correct any bias in the original
sample data. It approximates the variability in the entire population by the variability
in the sample data (Bitanov 2003). Furthermore, Monte Carlo Simulation implicitly
assumes all variables to be independent. In reality, many models contain parameters
that depend on each other. For instance, porosity and water saturation may depend
on each other, i.e., rock with higher porosity tends to have smaller water saturation

(Thanh 2002). This assumption creates a potential risk of producing too narrow



range of possible outcomes. If dependency exists between the data, the output range
would miss taking dependency into account. Independent sampling cannot account
for such spatial continuity effects. Thus, the application of MCS when spatial

dependence prevails is questionable.

Geostatistics is capable of taking into account the spatial continuity and
integrating geological data. It also offers a collection of deterministic and statistical
tools, aims at understanding and modeling spatial variability. Geostatistical method
provides two kinds of prediction which are estimation and simulation. Kriging is
known as a linear estimation technique, providing unbiased estimates with minimum
variances. It is deterministic, leading to a single reservoir model, which has smooth
estimate values. A smooth map, as provided by Kriging, is appropriate for showing
the global trends. The presence of a few very high and low values tends to inflate
local average, and simple interpolation may mislead interpretation and decision. In
that case, the linear estimators may not be the best to reflect the degree of local

variability.

Simulation technique was initially developed to correct for the smoothing
effect shown on maps produced by Kriging algorithm. It is composed of two steps:
(1) calculation of an unconditionally simulated value at each point in an area and (2)
adjustment of these values to honor sampled values. Hohn (1998) stated that when
simulation honors the sampled values, it said to be “conditional”. Examples of
conditional simulation are Sequential Gaussian Simulation (SGS), Sequential
Indicator Simulation (SIS), - Gaussian Truncated simulation, and Annealing
simulation. This type of techniques allows more heterogeneity that is sensitive to
local variability. Conditional simulation is different from Kriging estimation in its
ability to create a number of equiprobable images of the distribution. Conditional
simulated maps also provide a measure of uncertainty which is defined in term of
distribution. Murray (1992) used both Kriging and simulation methods, i.e.,
Sequential Gaussian Simulation (SGS) and Sequential Indicator Simulation (SIS) to
address hydrocarbon pore volume (HPV) area. He found that both conditional
simulation methods (SGS and SIS) could clearly indicate high and low HPV area



which means indication of spatial uncertainty while Kriging gave a smooth

interpolated map of HPV.

Conditional techniques have been applied on reproduction of reservoir
parameters. Sequential Gaussian Simulation (SGS) is commonly used to generate the
distribution of petrophysical properties, i.e., porosity and permeability. Sahin et al.
(2001) indicated that reservoir simulation model using the average value of porosity
from several realizations which were derived from SGS as an input appeared to have
more realistic levels of heterogeneity when compared with Kriging techniques.
Likewise, Petit et al. (1994) demonstrated that hydrocarbon in place can be
quantified in the case of very heterogeneous field where the complex fluid patterns
prevent us from using deterministic or probabilistic methods. When geostatistical
model for petrophysical attributes such as porosity generated by SGS and static
connectivity technique to locate gas water contact pattern, the model provides
relatively reliable and realistic heterogeneity. Also, he indicated that geostatistical

model is an alternative to quantify total uncertainty of hydrocarbon in place.

Commonly, we have to perform conditional simulation of petrophysical
properties by adapting a two-stage approach. In the first stage, the geological
description is simulated using a conditional simulation technique such as Sequential
Indicator Simulation or Gaussian Truncated Simulation. Secondly, petrophysical
properties are simulated for each type of geological facies using a conditional
simulation technique such as® Sequential Gaussian Simulation or Simulated
Annealing. The simulated petrophysical properties are then filtered using the
generated geological simulation to produce the final simulation result. The drawback
of this approach is its intensive computation time since it requires several

simulations.

In typical reservoir modeling, petrophysical properties that are correlated
cannot be simulated independently (Landa et al. 2002). It seems reasonable that the
addition of cross-correlated information will produce good estimates. The effort to
jointly simulate or cosimulate interdependent attributes such as porosity and

permeability has been discussed by several authors using several methods. However,



these techniques require tedious inference and modeling of covariances and cross
covariances, full cokriging. Although Guassian simulation with full cokriging is
made conditional to all secondary data, instability of cokriging matrix will occur if
the secondary data are numerous and smoothly vary in space. Another co-simulation
technique that eliminates the requirement of solving the full cokriging system has
been proposed by Xu et al. (1992). The technique is based on a collocated cokriging
and a Markov-type hypothesis. This hypothesis simplifies the inference and
modeling of the cross covariances. When the collocated technique is used, an
assumption of a linear relationship among the attributes needs to be applied. The
technique is based on a combination of simultaneous sequential Gaussian simulation
and a conditional distribution technique. Using this technique, the user is free from

developing cross variograms.

However, the collocated technique makes an assumption that the primary and
secondary data points have the same spatial continuity. Bahar et al. (2000) applied
the cosimulation technique to generate petrophysical properties such as porosity and
permeability. They demonstrated the capability of cosimulation through a known
reference system. The simulated petrophysical properties are consistent with the
underlying reference. Furthermore, as in any conditional simulation methodology,
the authors emphasized that conditioning data plays a very important role in
determining the result of this cosimulation technique. Ayoub ef al. (2002) compared
several stochastic modeling techniques: Kriging, SGS, Kriging with external 3D drift
and collocated cokriging, to build porosity, permeability, ‘and saturation models.
Results showed that the collocated cokriging with external drift as the soft data gave
the best match with well data and fit with the geology of reservoir. Also, in water
saturation modeling by collocated cokriging using 3D-depth as soft data, the impact
of water saturation on original oil in place was reduced. Almeida (1993) proved that
simulated value honors local statistics when it is conditioned with sampled data and
previously simulated data. The study showed that when using collocated co-
simulation through Sequential Gaussian Cosimulation (SGCOSIM) to simulate core

porosity and permeability which are highly correlated, the sample correlation values



compared to the simulated correlation values were seen to be reasonable. In addition,

cosimulation technique has been proven to be successful in several applications.

1.3 Thesis Outline

This thesis paper consists of five chapters.

Chapter 1 outlines introduction and previous works of stochastic simulation,
i.e., Monte Carlo Simulation, Sequential Gaussian Simulation, and Sequential
Gaussian Cosimulation which have been conducted in order to estimate original
hydrocarbon via the volumetric method and also other applications.

Chapter 2 describes the theories and concepts of Monte Carlo Simulation,
Sequential Gaussian Simulation, and Sequential Gaussian Cosimulation. These
include steps to conduct in each stochastic simulation.

Chapter 3 discusses data preparation in various stochastic simulations. This
chapter introduces the general information of Formation I which was selected to be
case study and illustrates statistical data of Formation I. The last section in this
chapter describes how to estimate parameters needed for original hydrocarbon in
place which is used throughout this study.

Chapter 4 discusses application of stochastic simulation. First, Monte Carlo
Simulation is applied on real field data prepared in Chapter 3. Sensitivity analysis is
presented to quantify impact of input variables: porosity and water saturation to
original hydrocarbon in place output. Other conditional simulations: Sequential
Gaussian Simulation and-Sequential Gaussian Cosimulation are conduction for the
same field. Finally, three stochastic simulations are compared and evaluated. The
best simulation result is selected for sensitivity study of spatial behavior variables
such as nugget, range, and correlation.

Chapter 5 makes conclusion and provides recommendation for future works.



CHAPTER II
THEORIES AND CONCEPTS

2.1 Monte Carlo method

The Monte Carlo method can be regarded as a computational tool for
solving a problem with statistical methods. The term “Monte Carlo” was apparently
first used by Stanislav Ulam and John von Neumann as a Los Alamos code word for
the stochastic simulations which was applied to build better atomic bombs. The
Monte Carlo method has no formal definition but several general definitions have
been offered. For instances, “4 monte Carlo technique is any technique making use
of random numbers to solve a problem” or “A Monte Carlo method represents the
solution of a problem as a parameter of a hypothetical population, and using a
random sequence of numbers to construct a sample of the population, from which

statistical estimates of the parameter can be obtained”.

The definition of Monte Carlo method is not important to Monte Carlo
Theory. What is really important are the two theorems on which Monte Carlo theory
is based: the Law of Large Numbers and the Central Limited theorem. Another way
to think of Monte Carlo method is the application of these two theorems to solve a

problem using random numbers.
2.1.1 Statistical convergence of sequences

The definition of statistical convergence is stated that “A sequence of points

X1,X2, ..0Xn i1 X" is said to statistically converge to x € X"if V& > 03 M when m >
M 3 a probability P, with 0<P<I, that |xm —x| <¢&. We then say the sequence

X1,X2,...,X, has the probability P of converging to x . From the definition of statistical
convergence it means when a sequence statistically converge to some x € X", it may
converge to x but there is a chance it does not. Thus, values obtained by Monte Carlo

method will be given with a confidence C, and accuracy A.
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2.1.2 The law of large numbers

The law of large numbers is a theorem that deals with the behavior of sums
of large numbers of random variables. The theorem is stated as followed: * Let u,
uy,...,u, be n random variables with uniform probability densities on the interval
(a,b) € X. Let f- X — X be a piecewise continuous function on the interval (a,b)

e X 7. Then the limit

1imlz":f(u,.) L bi—ajf(u)du 2.1)

n—>0 n 1:1
Following the law, if the defined function is taken on some interval (a,b)
and n random points are chosen in (a,b), when evaluate f at each of these points and
take the average of evaluations, then as n — o, the average of evaluation will be
approached the average value of f on (a,b). When integral are evaluated the function

at an infinite number of points are evaluated in a certain interval and multiply by the

infinitesimally small differential.

It must be noted that using Eq. 2.1 can be obtained a Monte Carlo estimate
of an integral. When take part lim out of the equation, then for n sufficiently large

n—>x

b—a

a

Y ) = [ 10 du (2.2)

Eq. 2.2 can now be used to estimate the value of integral. However, it can’t
tell how accurate and how much confidence to have in the estimate value. The
confidence and accuracy must certainly depend on n. To determine the accuracy and

confidence, Central Limit theorem is used.
2.1.3 Central Limit Theorem

This spectacular theorem, which was first proved by Laplace, and later
extended by Chebyshev and again by Markov, permeates nearly all of probability

theory. It concerns the distribution of the average of large number of independent
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random variables. The theorem is stated as follows: “If an experiment and a random
variable have an expectation E and standard deviation o, then if the experiment is

repeated n times, with average result x, the probability at x is between

1 b _ 2
E+Zaand E+-b is approximately Ie yg dy ”.

Jn n Vaz

To better understand this theorem, consider the general example. Suppose
random variables with expectation £ and standard deviation o were repeated this

experiment n times with results x;, x,,...,x,. The Central Limit theorem tells that the

distribution of the average x =l(x1 +...+x,) will be approached the normal
n

distribution as n — . The theorem also tells that the distribution of average x will

: — o -
have expectation E and standard deviation —. The content of the Central Limit

\®

theorem is absolutely remarkable. The fact that the average of any number of trials of
an experiment will always be normally distributed permits to solve an unimaginable
number of problems. Essentially, any problem that involves sampling can be solved

using the Central Limit theorem.

To determine the accuracy 4Ac and confidence C of a Monte Carlo estimate
of an integral, firstly the accuracy must be decided, 1.e. what the maximum error to
allow, and on the confidence. Suppose certain accuracy Ac and confidence C is
determined to evaluate an integral. Recall that the confidence is merely the
probability P, with 0<P<I, that estimate of the integral is within Ac of the true
answer. Recall also that estimate of an integral can be obtained from Eq. 2.2. What to
determine now is how large » must be to evaluate an integral to accuracy Ac with

confidence C.

Starting with confidence C, this is corresponding to a certain number N of

standard diviations of the normal distribution curve. The normal distribution

curve, i (x) = e 4 , 1s continuous at all x e X . If integrating the normal

1
N2

distribution g (x) over X, the area underneath the curve is exactly equal to 1.
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Furthermore, the standard deviation of u (x) is 1. These are the reasons why the
Gaussian distribution is called the normal distribution. Suppose integrating x (x)
over (-a , a) so that the area underneath the curve is then equal to confidential C. To
find the number N of standard deviations that correspond to confidence C, this is
what we must to do. Since the standard deviation of x (x) is 1, problem reduces to
finding the interval (-N', N ) over which the integral of x (x) equal C, that is to solve

the following equation for N:
1 1y
Cr= +—l|e2dy (2.3)
V27 _J;v

For example, if desired confidence is 95%, the corresponding number of
standard deviations is 2. If desired confidence is 99.7%, the corresponding number of

standard deviations is 3. To solve the Eq.2.3, Taylor series is used by integrating

Taylor series of e_yg . Using Taylor series, Eq.2.3 can be rewritten as a polynomial

equation that it can be solved using numerical polynomial root-finding methods.

2 2 4 6
B Ve i N (2.4)
2 8 48

Eq.2.4 is Taylor series for e_yg . Using the sixth-degree Taylor
polynomial, it should be able to get an estimate for the integral that is accurate

enough. Eq.2.3 becomes

1 N _y6 y4 yZ
C= N ) 2.5
IN[ SV y (2.5)

N
. 1 _y7 yS y}
Integrating Eq. 2.5 C = +2 L 4
srme 2z [336 0 6 7

A7 5 3
which becomes C = ! l +£—£+2N (2.6)
168 20 3
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Eq.2.6 can be solved for N using polynomial root-finding methods. Now
that we have the number of standard deviations, we turn to determine the number of
points n, we must evaluate a function to attain the certain accuracy and confidence.

Recall from Eq.2.1 that the expectation £ of a function f is

E = }{igg%gf(u,-) - — J r

- 1< ) .
Let f(u)= —Zf(u,,) with n < oo be the estimate of E,

i
I = il_l’)g a ;b if(ul.) = jlf(u) du be the value of integral of f over
i=1 u
the interval (a, b),
a=b

z f(u,) be the estimate of integral.

i=1

and i~

When accuracy Ac is needed, it means |I - i| < Ac.Clearly I = E(a—b) and
i=f(u)(a=b). Thus |E(a—b)~f(u)@a—b) < Ac, ‘which is the same as

la—b||E - 7 (w)|< 4. Thus |E= f(u)| < 4g
a

ja=b]

the standard deviation of our estimates for the average value of £, that is f'(u), will

. The Central Limit theorem tells that

o . .
be — . The confidence in estimate for f(u) corresponds to the number of standard

N

deviations that calculated earlier, N. To attain a certain confidence in an estimate of

f(u) to a certain accuracy, we want the product of our number of standard deviations

N and the standard deviation of f(u), that isi, to be less than the desired

N

- A
accuracy. As already shown that we want ‘E -f (u)‘ S|—Cb, thus
a_

N’c?(a-b)’

Therefore, n* > >
Ac

. This equation tells the minimum number of points
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that must evaluate the function f at to attain a certain accuracy and confidence.
However, standard deviation o of f'is not known. To solve this problem, let n be

sufficiently large, on order of several thousand, and estimate o via the equation for

the variance which equals o” (o° ~ lZ( fw)-f (u)) ). We can use our estimate

i=1
for o to estimate how large » must be to get a good estimate of the integral /. Note
that we will not know how accurate initial estimate of o is or how much confidence
to have in estimate. However, initial o and ¢ obtained using computed value of n
will be compared. If there is not too much difference between two o ’s, it concludes

that estimate for the integral / is accurate enough.
2.1.4 Monte Carlo Simulation (MCS)

Monte Carlo Simulation (MCS) uses statistical sampling techniques in order
to estimate parameters of unknown distribution, which is in term of stochastic model.
The model is selected such that the value of a quantity of interest is related to the
expected value of an estimator for that quantity, which itself is a function of random
variables that are part of the model. If the expected value equals the quantity of

interest, the estimator is called unbiased. Otherwise it is biased.

The method uses the probability density function (pdf) of the model random
variables. The expected value is estimated by averaging the estimator over a large
sample of values, which means its pdf has to be determined. A random number
generator is used to generate a value for each random variable with probability
according to its pdf. From these values the estimator is computed and its value stored
(e.g. in a histogram). This process is repeated until the sample is large enough to
estimate the properties of the estimator pdf (e.g. mean, variance) to a desired
statistical precision. As stated above in two theorems on MCS that is justified by the
Law of Large Numbers and Central Limit Theory, namely that the sample mean will
approach the expected value with increasing sample size, N, and its variance will

decrease as 1/N.
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Figure 2.1: Monte Carlo Simulation (MCS) flow chart.
2.2 Geostatistical method of conditional simulation

Geostatistical prediction (Kriging) provides the best local estimation of each
unsampled value and a measure of its variability (Kriging variance). Stochastic
simulation differs from geostatistic prediction (kriging) or any interpolation
algorithm. Stochastic. simulation is. the process of building alternative, equally
probable, high resolution model of the spatial distribution. The
realizations {z”) (u),ueA } [ =1,..., L represent L possible images of the spatial
distribution of the attribute value z (u) over the field 4. Each realization also called a
“stochastic image”. The simulation is said to be conditional (to the data) if the
resulting realizations honor the primary/hard data values at their location.

Conditional simulation was developed to correct for the smoothing effect produced
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by kriging algorithm. Each model is representation of reality in some global sense.
Each spatial model is different from the others. Each honors the measured samples
and previously simulated values, and each is a statistically possible solution. Many
alternative models provide a measure of joint spatial uncertainty. Therefore,
conditional simulation provide not only the probabilistric structures of variable under
the study (a measure of joint spatial uncertainty), but also the natural variability and

spatial fluctuation are preserved.

The application of conditional simulation starts the same way as
geostatistical estimation, involving structural analysis of spatial variability and the
selection of a suitable estimation model. But for now on, the approach diverge. Once
the conditional joint probability density function (pdf) is determined, simulated
values are uniformly drawn from the estimated joint pdf. These simulated values
have two important properties. First, the simulated values equal the sample values at
the point where sampling has taken place, and are conditioned to the available
sample data and previously simulated data in their local area of influence. Second,
the simulated values have the same spatial distribution as the same data. Then, if
many simulated values are drawn, the statistical measure of joint spatial uncertainty

can be applied.
2.2.1 MultiGaussian Model

The main part of the conditional simulation process involves building the
conditional cumulative distribution function, cedf, at point or volume to be
simulated. The derivation of ccdf requires joint multivariate distribution of variable
involved. The simplest model is being MultiGaussian model which has been applied
successfully for modeling continuous variables with little or no continuity of extreme
values. Multivariate Gaussian Random Function model is defined through its

characteristic properties below:

The RF Y(u) = {Y (u),uec 4 } is multivariate normal if and only if:

o All subsets of the RF, for example {Y (u),ueBcA} are also

multivariate normal.
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. All linear combinations of the RV components of Y(u) are

(univariate) normally distributed, e.g.,

X =) w,Y(u,) =normal distribution (2.7)

a=1
Whatever the weight, @ ,, as longas u, € 4

e Zero covariance (or correlation) entail full independence:

If Cov{Y(u),Y(u') }:O, the two RV’s Y(u) and Y(u’) are not only

uncorrelated, they are also independent.

e All conditional distributions of any subset of the RF Y(u), given
realizations of any other subset, are (multivariate) normal. For example, the

conditional distribution K RV’s {¥, (u', ), k=1,.., K, u', €A} given the

realizations y(u, ) =1,...,n , 1s K-variate normal, Vk, Vu', ,Vu,,Vy,.

When K =1, u', =u, where the RV Y(u,) models the uncertainty about a
specific unsampled value y(u,) is of particular interest: the ccdf of Y (u, ), given the

n data y,, is normal and fully characterized by

a) its mean, or conditional expectation, identified to the SK (Simple

Kriging) or linear regression estimates of y(u) .

E (Y lr,) =, @=L }= [0 @)y =) + Y 2, [, “mw,)] @8)

where m(u) = E{Y (u)} is the expected value of the not necessarily

stationary RV Y(u). The n weights A, are given by SK system:

> A,Cupu,)=Cluy,u,),a=1l...,n (2.9)
B=1
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where  C(u,u') = Cov {Y (u),Y (u')} is the covariance, not necessarily

stationary, of the RF Y(u).

b) its variance, or conditional variance, is the SK variance:
Var (Y (uy)y@,) = v, @=lysn} = Clug,ug)=Y. A, Cluy,u,) (2.10)
a=1

2.2.2 Normal score transform

The first necessary condition for the stationary RF Y(u) to be multivariate

normal is that its univariate cdf be normal, i.e.,
Prob {Y(u)<y}=G(y) Vy (2.11)

where G(*) is the standard Gaussian cdf; Y(u) is assumed to be standardized,

1.e., with a zero mean and unit variance.

In earth science most data do not present even a normal univariate
distribution. Therefore, a necessary condition to apply the algorithm is first to
transform the original data into univarate normally distribution values. Simulation is
then performed on these values and the result is back transformed into values of the

original attribute.

Consider two RV’s Z and Y with cdf’s Fz(z) and Fy(y) respectively. The

transform Y = ¢(Z) should identify the cumulative probabilities corresponding to

equal p-quantiles for Z and ¥;

F,(y,)=F,(z,)=p, Ypel0,1], hence, F,"(F,(z))  (2.12)
with F yfl (*) being the inverse cdf, or quantile function, of the RV Y-

v, =F(p)¥pel0,1] (2.13)

If Y is standard normal with cdf Fy(y) = G(»), the transform G (F, (*)) is

the normal score transform.
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In practice, the procedure consists of ranking the n Z-sample data in

increasing order:

20 <z® < o<W < 2™ (2.14)

The cumulative frequency corresponding to the k ™ largest z datum is
k

Fy (z(k)) =k/n,or F; ") = Za)j € [0,1 ] if a set of declustering weights o,
j=1

have been applied to the n data. Then the normal score transform of =z ® s the

k / n-quantile of the standard normal cdf, i.e.:
f = G“(Ej (2.15)

2.2.3 Checking for bivariate normality

The normal score transform defines a new variable Y which is univariate
normally distributed by construction. The Gaussian algorithm requires that this new
variable be also multivariate normally distributed. Therefore, before applying
algorithm it is recommended to check if the variable Y is at least bivariate normally

distributed.

There are several ways the check for bivariate normality of a data set. One
method consists in verifying that the bivariate of cdf of any pairs of values Y(u),
Y(u+h), ¥Yh is normal. To implement this check, experimental indicator variogram
corresponding to specific cut offs are compared to Gaussian. theoretical ones

obtained through analytical and tabulated relation such as:

2

exp (— y"mg)de (2.16)

pa— 2 R
Prob{Y(M)Syp:Y(“+h)Syp}_p + 0 l+s

27

l .[ arcsinCy (h)

where y, = G'(p) is the standard normal p-quantile and C,(u)is the

correlogram of the standard normal RF Y(u). The bivariate probability Eq.2.16 is the

non-centered indicator covariance for the threshold y,:
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Prob\Y(u)<y, Y(u+h)<y, |=E{I(u;p). I(ut+h;p)}t=p—y,(h;p) (2.17)

where [(u;p)=1, if Y(u)<y,zero, if not; and y,(h; p)is the indicator

semivariogram for the p-quantile threshold y,,.

The comparison between the experimental and Gaussian model

derived indicator variograms allows the possibility rejecting the Gaussian model.
2.2.4 Sequential simulation approach

The idea of this approach allows drawing the value of a variable Z(u) from
its conditional distribution given the value of the most related covariance at the same
location u. This means the conditioning is extended to include all data available
within a neighborhood of u, including the original data and all previously simulated

values.

Consider the joint distribution of N random variables Z; with N very large.
The N RV’s Z; may represent the same attribute at the N nodes of a dense grid
discretizing the field 4, or the can represent N different attributes measured at the
same location, or they could represent a combination of K different attributes defined

at the N’ nodes of a grid with N = K N". Next, consider the conditioning of these N

RV’s by a set of n data of any type symbolized by the notati0n| (n). The

corresponding N-variate ccdf is denoted:
Fo (2o Zy| () = Prob{Z, <z, ,i=1..N|(n)} (2.18)

Eq. 2.18 is completely general with no limitations. Some or all variables Z;

could be categorical.

Successive application of the conditional probability relation shows that
drawing an N-variate sample from the ccdf in Eq. 2.18 can be done in N successive

steps, each involving a univariate ccdf with increasing levels of conditioning:
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e draw a value z” from the univariate ccdf of Z; given the original data
(n). The value z” is now considered as a conditioning datum for all subsequent

drawings; thus, the information set (n) is updated to (n+1) = (n) U {Z =2z }

e draw a value z!” from the univariate ccdf of Z, given the updated data set

(n+1). Then updated the information setto (n+2)=(n+1) U {Zz =z }
e sequentially consider all NRV’s Z,.

The set {le , L=l g\ } represents a simulated joint realization of the N

dependent RV’s Z,. If another realization is needed, {zf ,i=1...,N }, the entire

sequential drawing process is repeated. This sequential simulation procedure requires

the determination of N univariate ccdf’s, more precisely:
Prob {Zl 2z, |(n)}
Prob{Z, <z;| (n+1) |

Prob{Z3 SZ3|(n+2)}

Prob{Z,<z,|(n+N-1)} (2.19)

The sequential simulation principle is independent of the algorithm or model

used to establish the sequence in Eq.2.19 of univariate ccdf’s.
2.3 Sequential Gaussian Simulation (SGS)

Sequential  Gaussian Simulation (SGS) is the most common and
straightforward algorithm to generate realizations of a multivariate Gaussian field.
By assuming Multivariate normal distribution and sequential simulation approach,
SGS algorithm is simulated variable value one cell node after another in a sequential
manner, subsequently using these values as the conditional data. To determine the
mean and variance of ccdf of RF Y(u) at location u, Ordinary Kriging is used.
Ordinary Kriging (OK) is the best linear unbiased estimator (BLUE). The estimated

is weighted which sum of weight is equal one and estimation variance is minimized.
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Zow@) = Do, w)Z(u,) (2.20)
a=1
And stationary OK system:
Zuﬁ(u) Cluy—u,)+uw) = Cu-u,), a=l,...,n
B
Zuﬂ(u)zl (2.21)
B

where  Z(u) is the RV model at location u, the u,’s are the n data
locations, Z_, (u)is linear regression estimator, also called the Ordinary Kriging

(OK) estimator, v, (u)'s are OK weight and x(u) is Lagrange parameter associated

with the constraint z vy(u)=1.
B

Since defining a random path (sequence indicating the pattern, which all
grid locations are visited at only once), random number is drawn. Simulated value at
each node is generated from that ccdf following OK system with normal score
variogram model at location u. According to idea of sequential simulation is to use
previously simulated value as data for reproducing the covariance between all of
simulated values. The number and structure of points included in the simulation is
defined by the neighborhood search options. The ability to draw multiple realizations
is achieved by setting a different random path for each realization. Under a
multivariate Gaussian: distribution, each ccdf is Gaussian. Therefore, the data are
initially transformed into Normal space, and then simulated valued are finally

transformed back into the original space.

The drawback of SGS is that each variable of interest simulated
independently, which is deemed inadequate when the representation of the spatial

dependence of several variables is needed.
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Figure 2.2: Sequential Gaussian Simulation (SGS) flow chart.
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2.4 Sequential Gaussian Cosimulation (SGCOSIM)

2.4.1 The Bayesian framework

All algorithms for joint sequential simulation of several dependent variables

are based on Bayes’ conditional probability axiom.

Consider a set of K dependent random events 4, ...,4; at any location u. The

purpose is to derive alternative equiprobable joint realizations of these events:
{a;”, =40, Kl }, [ =1,..., L realizations (2.22)

The K random events 4, j = 1,...,K are characterized by their joint K-variate

probability distribution:
P4 fa,j=1K| = Fc(a,.a,) (2.23)

Using Bayes’ axiom for conditional probability, P(4 " B) = P(A).P(B/ A),
this K-variate cdf can be decomposed into the product of (K-1) univariate conditional

cdf’s (ccdf’s) and a marginal cdf:

P4, <a,j=1..Kf=

Plag <ag|d, <ay,... 4 <ac }.Pl4, <a,, j=1,.. . K-1|=

Pl <ag|di<ay,. A <a | P, Sagold<a s, A, <ay |
Py Say, j=DUNK-2 2 L5
Pld, <ald, <ay,..., A <ag P Sag A, <a . A, <ay |

Pl <a)|4,<a|.P{4, <a}=

= Fe| e @ela;, j=1oes K =1 Fo |y @g|ay, j =1 K =2).Fy (a5|a)) . F(a))
(2.24)
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Based on this decomposition it is possible to construct a general sequential
simulation algorithm to jointly simulate the K dependent events, by drawing from the
sequence of univariate conditional cumulative distributions. This algorithm would

consist of:
Step 1 — Draw the realization a; from the marginal cdf:
F (al):P{A 1 Sal}

Step 2 — Determine the conditional cdf A4, given the previous realization

A] =aj.
P{A2 <a, ! 4 ,=aq } and then draw a realization a, from that ccdf.

Step 3 — Determine the conditional cdf 4; given the joint realization A; = a;

and 4, = a>:
P {A1 <a, | A Fa A= az} and draw a realization a3 from that ccdf.
Step K - Determine the conditional cdf Ax given 4, j = 1,...,K-1:
P {AK <ay ‘ 4=a,;,j=1..,K —1} and draw a realization ax from it.

)

To obtain another joint realization {a i =1L.,K } start all over again from

the first step.
2.4.2 Collocated Cokriging Model

Problem associated with a traditional full cokriging approach is matrix
instability. In order to simplify the amount of model and calculation, the concept of

collocated cokriging is proposed.

Consider the K primary variables Z;, k= 1,...,K with normal scores Y}, k =
1,...,K, and the secondary variables 4;, 1 = 1,...,L with normal scores B;, 1 = 1,...,L.

The idea of collocated cokriging amounts to retaining only the secondary B-data
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closet to the location u where the primary variable Y(u) is to be estimated, e.g., the
collocated secondary B(u)-datum. As it stands now, the procedure requires the
secondary data be available at every node where the primary variable is being
simulated. Theoretically, the closet secondary information could be considered if the

distance between this information and the point being simulated is insignificant.
Collocated Cokriging

Given the primary variable Y(u), sampled at n locations, and the secondary
variable data B(u), sampled at n’ other locations, the collocated simple cokriging

estimator is written

Y (u)-m, = iia[Y(ua)—mY]+U[B(u)—mB] (2.25)

a=1

And the collocated simple cokriging system is

( n
> A,Cy(u, —ug) +0Cy(u, —u)=C, (u, —u), a=l..,n
B=1

k D 2,C oy (=ttp) + 0Cp(0)=Cpy (0) (2.26)
B

If the Y-data and the single B-datum are standardized to a unit variance, this

system is written in terms correlogram.
(

z/"tﬁpy(ua —uy)+ 0Py, —u)=py(u,—u), a=L.,n
f=1

' ;%Pm (U—uy)+0 = pgy(0) (2.27)

where p,, (h) is cross-correlogram between B and Y.
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Remarks
e The number of equations in the system is (n+1).

o If p,,(0)=1, ie., if there is a perfect linear relation Y(u) = a + b B(u),
then py, (u, —u) = py (u, —u). The unique solution to Eq. 2.27 is 4, =0,V (3, and

v =1as expected. This entails exactitude, i.e., Y*(u) = B(u).

o If p,,(h)=0, Vh,the unique solution is v =0, and A, identifies the SK

weight considering only then ¥ (u, ) -data.

z/iﬁpy(ua —uy) =pylu,—u), a=l..,n
B=1

v=0 (2.28)

and Y (u)= [Y (u)]ZK using only the » Y(u,)-data. Thus, the estimator in

Eq.2.25 is consistent at both limits p,,;(0)=1and p,, (h)=0, Vh.

e The cokriging Eq. 2.27 does not call for the B-covariance but still calls for

inference and modeling of the cross-covarinace Cgy ().
2.4.3 Markov Model

According to Eq.2.27 still ‘calls for inference and modeling of primary
co-variance Cy (h) and the cross-covariance. The Markov model is developed to
allow shortcutting inference of that cross-covariance under theorems. The Markov
model allows the determination of the spatial structures of two variables, in this case
the cross correlogram between the primary/hard or secondary/soft variable, by using
the product relationship of their correlation coefficient and the spatial structure of

primary/hard variable. It results in the following expression for the cross-covariance:

Pys(h) = py(0). py(h), Vh (2.29)
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2.4.4 Collocated Cokriging with Markov Model

When account for both collocation idea and Markov model, the algorithm to
jointly simulate multiple variables conditional to primary data and collocated

secondary data proceeds as follows:
. Let the primary variables be Y; (1), k=1,...,K

. The primary data are y, (v, ), a=1,....n
. Let the secondary variables be B; (1), 1=1,...,L

. The secondary data are b, (u'ﬁ ), f=1,...,N with, usually N>>n

The cokriging estimate and variance are
/ n L
Yiw) = > AY@w,) + D vB(u) (2.30)
a=1 I=1
With for COSK system

( n L
z/”tﬁpy(uﬂ—ua)+Zul.pYB1‘(u—ua) = py(u-u,), a=1l..,n
B=1 I'=1

n L
zﬂ’ﬂpYBl (u—uy)+ ZUJ'pB,B,, 0) = Py (0), [=1..,L
= -1

O-é'OSK(u) = 1—Zﬂ‘ﬁpY(u_ua)—zuleB,,(O) (2.31)

The following covariance are called for

py (h), to be inferred

£5(0)=Var{B(u)}=1

P33, (0), to be inferred,
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Then p,, (h)=E{Y(u)B,(u+h)}=p,; (0)p, (h),VI=1,.,L, as given by

Markov model.

Developing a joint conditional simulation is the necessity of having a
practical tool for simulation simultaneously several spatially dependent variables.
SGCOSIM consists of a generalization of the traditional sequential Gaussian
simulation algorithm to deal with several primary and secondary variables. Each
variable is simulated sequentially according to its normal ccdf fully characterized
through a cokriging system. Given hierarchy of primary variables, all previously
simulated primary variables are considered as conditioning information for the
simulation of next primary variable. The secondary must be known at all locations to
be simulated. All data must be in Gaussian form, i.e. a normal score transform must
be performed for all variables before applying the algorithm. The conditioning data
used for the simulation of each primary variable consist of all original data and all
previously simulated values of this primary variable found within a neighborhood of
the point being simulated, plus the collocated values of the secondary variables, plus

the collocated values of all previously simulated primary variables.
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CHAPTER III

DATA PREPARATION

This chapter discusses data preparation in applying proposed stochastic
simulation methods. In order to evaluate performance of the proposed methods to
compute original hydrocarbon in place, the actual data set from a gas reservoir in the
Gulf of Thailand was used. The data set consists of three directional wells. One
formation from this reservoir was selected for this study. Since the wells are far apart
from each other, distance adjustment was conducted to fulfill stochastic simulation
method comparison objective. Finally, the last section presents other concerned
parameters that were applied for all volumetric original hydrocarbon in place

calculation throughout this study.

3.1 General information of data set

The data set was obtained from one of the gas reservoirs in the Gulf of
Thailand. They were collected from three directional wells, renamed “A”, “B”, and
“C” throughout this study. Well A has been on production since 1997 whereas Well
B and C have been producing since 2001. The schematic for these three wells is
depicted in Figure 3.1. These wells were drilled through many formations. However,
there is only one formation which all wells are connected. Therefore, this formation

was selected for study and was renamed as Formation I.

The formation covers an area of 475 ft x- 5,370 ft and has a thickness of
130 ft. In reality, the thickness of three wells is not equally. To model formation in
rectangular, three wells were assumed to be the same thickness in this study. Due to
a vast area but small number of wells, it is hard to see the relationship of reservoir
properties among wells. On this account, wells were relocated to narrow space
without changing direction of the wells. By doing this, the area of Formation I is
reduced to 420 ft x 420 ft. From well log interpretation, there are four petrophysical
properties, i.e., porosity, water saturation, permeability, and resistivity that are

available. Logging was done for 0.5 ft interval along the measured depth (MD).
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Well A is in the North-West (NW) direction while Well B and C are in the South-
West (SW) direction. Since they are directional wells, the true vertical depth (TVD)
corresponding to the Universal Transverse Mercator (UTM) coordinates of the log
samples were calculated from MD and angle drilled well. Figure 3.2 shows location

map of well log data in XY, XZ, and YZ coordinate.

Table 3.1: General information from ix;ell /A B, and C.

Overall

Direction | )»Wes1 South-West | South-West -

Measure Depth (ft)
———
| s

True Vertical Depth (ft)

/l

10,866-10,944 | 12,557-12,655 -

- 8,605-8,662 | 8,645-8,718 8,605-8,733

~I
’i' I‘ o
)

Number of data - 145 149 349

= —

Figure 3.1: Schematic of Well A, B, and C.
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3.2 Statistical analysis of petrophysical variables

The statistical analysis of petrophysical variables, i.e., porosity, water
saturation, permeability, and formation resistivity, was performed on 349 well log
data taken from three wells in Formation I. All well log data and their locations
(after relocation) are given in Table 3.2. Table 3.3 shows statistics of well log data in
Formation I. Because porosity and water saturation are important variables in
volumetric calculation of hydrocarbon in place, these parameters were set to be
primary/hard variables. Permeability and formation resistivity were treated as
secondary/soft variables (when simulated by Sequential Gaussian Cosimulation) due
to there are strong correlation among variables and these information also are

available from well log interpretation.

Figures 3.3 to 3.6 show histograms and cumulative distributions of porosity,
water saturation, permeability, and formation resistivity. It can be seen that only the
histogram and cumulative distribution of porosity shows Gaussian-like distribution
with slightly positive skewness (+0.07) whereas histogram and cumulative
distribution of water saturation, permeability, and formation resistivity show highly
positive and negative skewness of -0.55, 3.29, and 2.93, respectively. The mean and
median of porosity, water saturation, permeability, and formation resistivity are
16.63, 40.82, 13.32, and 27.84 and 16.40, 43.80, 11.80, and 28.16, respectively. The
coefficients of variation of primary variables, porosity and water saturation, are
lower than 1.0 (0.13 and 0.24) which indicate no presence of some erratic sample
values that may have significant impact to the simulation process. The values of
porosity are spread out in a narrow range from 10.00 to 22.62 which gives a low
standard deviation of 2.21 and variance of 4.88. Narrow distribution is also observed
in water saturation and formation resistivity. The water saturation and formation
resistivity have standard deviation of 10.26 and 18.00 and variance of 105.18 and
324.09, respectively. A high variance is observed in permeability data with the
variance of 1010.53. The permeability value ranges from 0.48 to 233.44.
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Table 3.2: Porosity, water saturation, permeability, formation resistivity, and

locations of Formation I.

Well X Y 4 Po Sw k Rt Well X Y z Po Sw k Rt
A 187.28 | 406.93 | 82.16 15.44 51.00 7.97 14.29 B 4547 | 204.97 1.83 20.12 52.90 67.82 33.48
A 186.96 | 407.00 | 82.56 15.60 39.50 10.22 13.82 B 4518 | 204.85 220 20.46 52.60 80.37 32.74
A 186.64 | 407.07 | 82.96 15.41 42.80 9.08 13.12 B 44.88 | 204.73 2.57 20.83 51.30 97.53 32.64
A 186.32 | 407.14 | 83.36 14.66 53.10 543 12.60 B 4458 | 204.60 293 20.72 46.10 94.81 35.13
A 186.00 | 407.21 83.76 13.89 48.10 3.82 12.43 B 4428 | 204.48 3.30 20.43 42.50 84.65 36.51
A 185.68 | 407.29 | 84.16 13.02 20.00 3.60 12.60 B 43.98 | 204.35 3.67 20.00 41.70 68.87 37.21
A 182.81 | 407.93 | 87.76 15.88 54.10 9.01 17.01 B 4368 | 204.23 4.03 19.68 42.10 58.47 37.35
A 182.49 | 408.00 | 88.16 16.20 47.70 11.44 17.01 B 4338 | 204.11 4.40 19.64 43.20 56.89 37.23
A 182.17 | 408.07 | 88.56 16.27 47.40 11.96 16.93 B 43.08 | 203.98 4.76 19.87 44.90 62.86 37.09
A 181.85 | 408.14 | 88.96 16.23 50.70 11.30 16.89 B 42.78 | 203.86 5.13 20.24 45.90 74.80 36.98
A 181.53 | 408.21 89.36 16.12 54.50 10.19 16.93 B 4248 | 203.73 5.50 20.36 45.40 79.67 36.71
A 181.21 | 408.28 | 89.76 16.10 59.00 9.65 16.97 B 4218 | 203.61 5.86 20.25 44.40 76.39 36.41
A 178.97 | 408.78 | 92.56 15.74 59.00 7.93 16.96 B 41.88 | 203.49 6.23 20.05 45.40 68.78 36.23
A 178.65 | 408.85 | 92.96 14.94 57.70 5.20 16.95 B 4158 | 203.36 6.59 19.65 47.50 55.65 36.07
A 178.33 | 408.92 | 93.36 14.25 57.20 3.56 16.96 B 41.28 | 203.24 6.96 19.39 49.90 47.98 35.90
A 178.01 | 408.99 | 93.76 14.08 58.10 3.21 16.93 B 40.98 | 203.12 7.33 19.32 51.30 45.79 35.72
A 177.37 | 409.14 | 94.56 15.18 58.70 5.86 16.99 B 40.68 | 202.99 7.69 19.48 49.70 50.34 35.62
A 177.05 | 409.21 94.97 15.78 51.00 8.78 17.02 B 40.38 | 202.87 8.06 19.87 46.20 62.77 35.41
A 176.73 | 409.28 | 95.37 16.40 41.50 13.71 17.01 B 40.08 | 202.74 8.43 20.35 42.90 81.58 35.03
A 176.41 | 409.35 | 95.77 16.84 37.80 18.15 17.06 B 39.78 | 202.62 8.79 20.79 41.60 101.91 34.80
A 176.09 | 409.42 [ 96.17 16.82 43.70 16.61 1712 B 39.48 | 202.50 9.16 20.94 40.90 110.35 | 34.73
A 175.77 | 409.49 | 96.57 16.58 50.70 13.54 17.12 B 39.18 | 202.37 9.52 20.62 40.40 95.07 34.87
A 175.45 | 409.56 | 96.97 16.41 51.40 12.30 17.13 B 38.88 | 202.25 9.89 19.92 40.20 67.79 35.67
A 175.13 | 409.63 | 97.37 16.18 48.90 1112 17418 B 38.58 | 202.12 10.26 19.22 39.60 47.77 36.43
A 174.80 | 409.71 97.77 15.99 47.60 10.22 17.19 B 38.28 | 202.00 10.62 18.64 38.70 36.00 36.57
A 174.48 | 409.78 | 98.18 16.05 48.10 10.43 17.26 B 37.98 | 201.88 10.99 18.08 38.30 27.01 36.65
A 17416 | 409.85 | 98.58 16.19 49.70 11.05 17.34 B 37.68 | 201.75 11.35 17.86 40.40 23.52 36.76
A 173.84 | 409.92 [ 98.98 16.50 53.50 12.53 17.38 B 37.38 | 201.63 11.72 18.17 43.70 26.87 36.81
A 173.52 | 409.99 [ 99.38 16.85 58.70 14.31 17.40 B 37.09 | 201.50 12.09 18.65 46.80 33.56 36.87
A 172.56 | 410.21 | 100.58 16.74 59.40 13.38 17.62 B 36.79 | 201.38 12.45 18.89 47.80 37.68 36.81
A 172.24 | 410.28 | 100.99 16.44 55.70 11.75 17.73 B 36.49 | 201.26 12.82 18.89 46.10 38.29 36.68
A 171.92 | 410.35 | 101.39 15.93 54.20 9.04 17.81 B 36.18 | 201.13 13.19 18.68 44.10 34.90 36.58
A 171.60 | 41042 | 101.79 | 15.94 53.20 9.17 17.88 B 35.88 | 201.01 13.56 18.38 43.20 30.16 36.41
A 171.28 | 410.49 | 102.19 16.62 50.60 13.57 17.89 B 35.58 | 200.88 13.92 18.27 43.70 28.53 36.05
A 170.96 | 410.56 | 102.59 17.40 48.60 20.97 17.88 B 35.28 | 200.76 14.29 18.26 44.30 28.29 35.62
A 170.64 | 410.63 | 102.99 | 17.92 50.10 27.01 17.91 B 34.98 | 200.64 | 14.66 18.14 44.50 26.49 35.34
A 170.31 | 410.71 | 103.40 17.89 53.00 25.71 17.98 B 34.68 | 200.51 15.02 17.96 43.90 24.24 35.22
A 169.99 | 410.78 | 103.80 17.13 53.60 17.22 18.07 B 34.38 | 200.39 15.39 17.92 41.80 24.29 35.17
A 169.67 | 410.85 | 104.20 | 16.53 51.40 12,77 18.15 B 34.08 | 200.26 | 15.76 18.02 40.20 25.99 35.11
A 169.35 | 410.92 [ 104.60 | 16.76 50.60 14.59 18.21 B 33.78 | 200.14 | 16.13 18.17 40.70 27.93 35.05
A 169.03 | 410.99 | 105.00 17.04 53.00 16.49 18.24 B 33.48 | 200.01 16.49 18.23 41.20 28.66 34.93
A 168.71 | 411.06 | 105.41 16.95 53.20 15.60 18.34 B 33.18 [ 199.89 16.86 17.78 39.80 22.96 34.79
A 168.39 | 411.13 [ 105.81 17.21 48.10 18.71 18.65 B 32.88 | 199.77 17.23 17.32 37.90 18.36 34.68
A 168.07 | 411.21 | 106.21 17.89 46.30 27.03 19.15 B 32,58 | 199.64 17.59 16.96 38.90 15.07 34.45
A 167.74 | 411.28 | 106.61 18.37 49.60 33.05 19.54 B 3228 | 199.52 | 17.96 16.70 4110 12.87 33.91
A 167.42°| 411.35 | 107.02 18.53 53.40 34.79 19.24 B 31.98 | 199.39 18.33 16.61 4220 1217 32.96
A 167.10 | 411.42 | 107.42 18.04 59.90 26.35 17.60 B 31.68 | 199.27 18.69 16.68 42.70 12.72 31.85
A 151.98 | 414.78 | 126.35 12.26 48.00 1.33 15.67 B 31.38 | 199.14 19.06 16.77 44.70 13.29 30.82
A 151.66 | 414.86 | 126.76 12.50 39.10 1.64 16.77 B 31.08 [ 199.02 19.43 16.79 47.30 13.19 29.74
A 151.33 | 414.93 | 127.16 12.73 39.30 1.82 17.58 B 30.78 | 198.90 19.80 16.68 49.10 12.42 28.67
A 151.01 | 415.00 | 127.56 13.35 39.00 2.55 17.92 B 3048 | 198.77 | 20.16 16.62 51.60 11.83 28.05
A 150.69 | 415.07 | 127.97 14.20 33.00 4.53 17.51 B 30.18 | 198.65 | 20.53 16.63 53.50 11.72 27.94
A 150.37 | 415.14 | 128.37 14.67 29.50 6.48 16.37 B 29.88 | 198.52 | 20.90 16.55 53.40 11.19 27.92
A 150.05 | 415.21 | 128.77 14.16 34.00 4.81 15.00 B 29.58 | 198.40 | 21.27 16.29 51.30 9.92 27.89
A 149.72 | 41529 | 129.18 12.33 45.70 1.56 13.55 B 2928 | 19828 | 21.63 15.92 48.30 8.30 27.89
B 46.97 | 205.59 0.00 18.71 34.40 38.55 37.60 B 28.97 | 198.15 | 22.00 15.52 47.10 6.72 27.90
B 46.67 | 205.47 0.37 19.83 39.10 64.33 37.98 B 2867 | 198.03 | 22.37 156.27 47.90 5.82 27.96
B 46.37 | 205.35 0.74 20.17 45.80 72.39 36.63 B 2837 | 19790 | 22.73 15.35 48.90 6.02 27.95
B 46.07 | 205.22 1.10 20.23 51.60 72.30 34.56 B 28.07 | 197.78 | 23.10 15.56 47.30 6.85 27.92
B 45.77 | 205.10 147 20.18 52.70 69.82 33.48 B 27.77 | 197.65 | 23.47 15.60 43.40 7.30 28.00
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Table 3.2: Porosity, water saturation, permeability, formation resistivity, and

locations of Formation I (continued).

Well X Y z Po Sw k Rt Well X Y z Po Sw k Rt

27.47 | 19753 | 23.84 15.32 39.20 6.51 28.08 6.07 188.68 | 50.00 18.69 28.70 39.85 40.31
2717 | 19741 | 2420 14.68 36.40 4.70 28.11 5.76 188.55 | 50.37 19.00 29.20 46.20 41.33
26.87 | 197.28 | 24.57 14.20 35.90 3.61 28.11 5.46 188.43 | 50.74 19.36 30.70 54.01 41.91
26.57 | 197.16 | 24.94 14.44 38.10 4.03 28.12 5.16 188.30 | 51.10 19.62 31.00 61.21 4246
26.27 | 197.03 | 25.31 15.11 39.20 5.80 28.17 4.86 188.18 | 51.48 19.55 29.10 59.98 43.09
2597 | 196.91 25.67 15.67 37.80 8.03 28.20 4.56 188.05 | 51.84 19.25 26.20 53.18 43.81
25.67 | 196.78 | 26.04 15.89 36.00 9.28 28.16 4.25 187.93 | 52.21 19.04 24.50 48.73 44.66
25.37 | 196.66 | 26.41 15.78 35.00 8.81 28.11 3.95 187.80 | 52.58 19.00 25.20 47.18 45.45
2507 | 196.54 | 26.77 15.30 36.10 6.68 28.08 3.65 187.68 | 52.95 18.96 28.00 44.60 46.04
24.77 | 196.41 | 27.14 14.67 39.70 4.51 28.04 3.35 187.55 | 53.32 18.92 29.90 42.62 46.34
2446 | 196.29 | 27.51 14.49 44.10 3.90 27.98 3.04 187.43 | 53.69 19.04 30.20 45.32 46.47
2416 | 196.16 | 27.88 14.73 46.30 4.36 27.90 2.74 187.30 | 54.06 19.29 29.40 51.64 46.74
2386 | 196.04 | 28.25 14.80 45.10 4.61 27.65 2.44 187.18 | 54.43 19.46 26.80 57.67 47.07
2356 | 19591 | 28.62 14.63 43.40 4.27 27.32 214 187.05 | 54.80 19.56 23.60 62.78 47.29
2326 | 195.79 | 28.98 14.14 43.60 3.24 271.31 1.83 186.93 | 55.17 19.52 19.50 65.16 47.24
2296 | 19566 | 29.35 13.47 45.10 215 27.79 1.53 186.80 | 55.54 19.38 16.20 63.94 47.07
2266 | 19554 [ 29.72 13.36 44.10 2,02 28.49 1.23 186.68 | 55.91 19.19 14.90 59.16 4712
2236 | 195.41 30.09 13.99 38.00 3.09 29.08 0.92 186.55 | 56.28 18.76 16.60 46.50 47.38
20.55 | 194.67 | 32.30 14.72 37.20 4.65 30.12 0.62 186.43 | 56.65 17.73 23.70 24.55 47.36
20.25 | 194.54 | 3267 14.54 4110 4.01 30.15 0.32 186.30 | 57.02 15.67 34.90 7.06 46.30
19.95 | 194.42 | 33.03 15.12 41.00 5.58 30.18 411.97 | 3158 41.42 13.82 52.00 4.32 12.50
19.65 | 194.29 | 33.40 16.01 38.70 9.39 30.18 41138 | 31.25 4217 11.89 59.80 1.36 12.51
19.34 | 19417 | 33.77 16.86 35.50 15.42 30.14 411.09 | 31.09 42.55 11.79 54.30 1.40 12.46
19.04 | 194.04 | 34.14 17.79 32.90 26.03 30.06 410.79 | 30.93 42.92 12.41 54.40 1.95 12.52
18.74 | 193.92 | 34.51 18.28 33.80 33.16 30.00 409.32 | 30.12 44.80 10.00 47.70 0.57 13.00
18.44 | 193.80 | 34.88 18.28 37.50 31.97 29.98 408.14 | 29.48 46.30 10.65 59.10 0.76 11.54
18.14 | 193.67 | 35.24 18.26 41.30 30.40 29.97 406.08 | 28.34 48.92 13.13 42.40 3.19 13.93
17.84 | 193.55 | 35.61 17.96 4410 25.37 29.86 405.79 | 28.18 49.30 13.94 43.70 4.60 14.88
17.54 | 19342 | 3598 17.35 46.40 17.97 29.61 405.49 | 28.02 49.67 13.90 33.60 5.17 15.70
17.24 | 193.30 | 36.35 16.55 48.10 11465 29.32 405.20 | 27.86 50.05 13.33 26.10 4.27 16.32
16.93 | 193.17 | 36.72 16.12 45.70 9.40 29.03 404.90 | 27.70 50.42 13.55 25.50 4.77 16.77
16.63 | 193.05 | 37.08 15.83 41.10 8.40 28.71 404.61 | 27.54 50.80 15.04 28.30 9.92 17.14
16.33 | 192.92 | 37.45 16.13 36.90 10.44 28.33 404.31 | 27.37 51.17 16.21 32.60 16.63 17.45
16.03 | 192.80 | 37.82 16.86 33.20 16.25 27.93 404.02 | 27.21 51.55 16.24 39.30 14.91 17.62
14.83 | 19230 | 39.29 16.08 33.10 10.85 26.85 403.72 | 27.05 51.92 15.67 46.30 9.86 17.62
13.62 | 191.80 | 40.77 14.67 43.30 4.44 26.41 403.43 | 26.89 52.30 14.98 46.70 6.85 17.41
13.32 | 191.68 | 41.14 15.71 50.20 7.40 26.58 403.14 | 26.73 52.67 14.37 41.40 5.48 16.91
13.01 19155 | 41.51 16.59 51.20 11.80 26.93 402.84 | 26.57 53.05 14.06 40.50 4.80 16.46
12.71 191.43 | 4188 16.92 48.90 14.31 27.37 402,55 | 26.41 53.42 14.23 48.40 4.61 16.52
12.41 19130 | 4225 16.80 46.30 18.72 27.76 401.66 | 25.92 54.55 12.94 55.60 1.98 17.44
1211 191.18 | 42.61 17.06 43.90 16.06 28.03 401.37 | 25.76 54.92 11.93 35.60 1.53 17.65
11.81 191.05 | 42.98 17.49 43.80 20.17 28.31 401.07 | 2560 55.30 11.78 25.50 1.66 18.14
11.50 | 190.93 | 43.35 17.37 46.20 18.41 28.55 400.78 | 2544 55.67 13.94 32.60 4.61 19.27
11.20 | 190.80 | 43.72 16.77 47.00 13.28 28.65 40049 | 25.27 56.05 15.87 40.70 10.88 20.64
10.90 | 190.68 | 44.09 15.86 43.50 8.35 28.78 400.19 | 25.11 56.42 16.47 44.20 13.76 21.70
10.60 | 190.55 | 44.46 14.80 38.40 4.85 29.05 399.90 | 24.95 56.80 16.32 49.00 11.74 22.39
10.30 | 190.43 | 44.83 14.28 34.30 3.78 29.37 399.60 | 24.79 57.17 15.56 57.60 6.94 2275
9.99 190.30 | 45.20 14.60 30.70 4.7 29.74 397.83 | 23.82 59.42 15.15 59.80 5.37 23.28
9.69 190.18 | 4557 16.04 27.30 10.95 30.31 397.54 | 23.66 59.80 15.27 58.40 5.82 23.43
9.39 190.05 | 45.94 17.01 27.00 18.39 31.22 396.66 | 23.17 60.92 15.41 57.00 6.27 2425
9.09 189.93 | 46.31 17.96 28.40 29.27 32.44 396.36 | 23.01 61.30 15.47 53.80 6.66 24.71
8.78 189.80 | 46.68 18.50 29.60 37.53 33.94 396.07 | 22.85 61.67 15.22 51.90 5.94 25.01
8.48 189.68 | 47.05 18.70 31.10 40.40 35.55 395.77 | 22.69 62.05 14.93 45.60 5.49 25.18
8.18 189.55 | 47.41 18.77 33.00 40.64 36.77 395.48 | 22.53 62.42 14.58 37.50 5.09 25.35
7.88 189.43 | 47.78 18.65 34.40 37.44 37.38 395.18 | 22.37 62.80 14.36 35.80 4.58 25.56
7.58 189.30 | 48.15 18.48 36.40 33.50 37.70 394.89 | 2220 63.17 14.62 41.30 4.85 2575
7.28 189.18 | 48.52 18.52 38.90 3345 37.93 394.60 | 22.04 63.54 15.17 44.30 6.25 25.94
6.97 189.05 | 48.89 18.66 38.80 35.86 38.18 394.30 | 21.88 63.92 15.63 44.30 8.01 26.23
6.67 188.93 | 49.26 18.57 35.30 35.36 38.45 394.01 | 21.72 64.29 15.85 45.50 8.82 26.55
6.37 188.80 | 49.63 18.50 30.90 35.47 39.10 393.72 | 21.56 64.67 15.94 48.70 8.85 26.70
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Table 3.2: Porosity, water saturation, permeability, formation resistivity, and
locations of Formation I (continued).

Well X Y 4 Po Sw k Rt Well X Y 4 Po Sw k Rt
C 39342 | 21.40 65.04 16.00 53.10 8.65 26.71 C 37580 | 11.73 87.48 19.88 23.60 65.23 93.41
C 39313 | 21.24 65.41 16.15 54.50 9.26 26.69 C 37550 | 11.57 87.85 19.74 24.80 59.62 98.20
C 392.83 | 21.08 65.79 16.41 52.40 10.90 26.78 C 375.21 1.4 88.23 20.03 23.90 68.80 102.16
C 392.54 | 20.92 66.16 16.36 50.40 10.79 27.06 C 374.91 11.25 88.60 20.66 21.50 95.82 106.74
C 39225 | 20.75 66.54 16.05 50.20 9.12 27.30 C 374.62 | 11.08 88.98 21.57 20.00 148.22 | 110.15
C 391.95 | 20.59 66.91 15.72 51.40 7.54 27.33 C 37433 | 10.92 89.35 22.34 20.60 | 207.47 | 111.31
C 391.66 | 20.43 67.28 15.24 51.60 5.77 27.38 o 37403 | 10.76 89.73 22.62 21.20 | 23344 | 112.18
C 391.37 | 20.27 67.66 14.91 51.60 4.80 27.66 € 373.74 | 10.60 90.10 22.42 20.10 | 216.20 | 113.07
C 391.07 | 20.11 68.03 15.13 51.60 5.38 28.20 C 373.45 | 10.44 90.47 22.10 17.90 193.11 | 113.02
C 390.78 | 19.95 68.41 15.52 51.60 6.58 28.76 Cc 373.156 | 10.28 90.85 21.60 16.30 | 157.22 | 111.93
C 390.48 19.79 68.78 15:88 51.20 6.71 29.04 (o] 372.86 | 10.12 91.22 20.71 16.50 104.46 | 109.23
C 390.19 19.63 69.15 15.20 50.80 5.57 29.10 C 372.56 9.96 91.60 19.47 18.00 56.05 104.63
C 389.90 19.47 69.53 14.68 51.60 413 29.05 C 372.27 9.80 91.97 17.43 20.30 19.10 96.84
C 389.60 19.30 69.90 14.01 51.10 2.87 28.92 C 371.98 9.63 92.34 14.52 26.00 3.61 82.90
C 389.31 19.14 70.28 13.27 50.90 1.90 28.79 Cc 371.68 9.47 92.72 11.23 40.80 0.48 63.64
C 389.02 18.98 70.65 12.98 53.80 1.57 28.61 © 367.86 7.38 97.58 13.17 41.70 2.54 19.72
C 388.72 18.82 71.02 13.59 53.10 224 28.33 C 367.57 7.22 97.95 15.71 42.80 9.64 20.81
C 388.43 18.66 71.40 14.67 47.30 441 28.05 Cc 367.28 7.06 98.33 17.52 43.50 24.06 21.59
C 388.13 18.50 71.77 15.36 42.00 6.96 27.80 C 366.98 6.89 98.70 18.32 43.50 35.66 22.19
C 387.84 18.34 72.15 15.51 42.00 7.57 27.59 C 366.69 6.73 99.08 18.42 44.30 36.62 22.65
C 387.55 18.18 72.52 15.45 46.30 6.92 27.52 Cc 366.40 6.57 99.45 18.41 46.60 35.15 23.01
C 387.25 18.01 72.90 15.18 49.30 5.73 27.68 C 366.10 6.41 99.82 18.28 50.00 31.47 23.17
C 386.96 17.85 73.27 14.76 50.70 4.44 28.07 C 365.81 6.25 100.20 17.72 51.90 23.03 2317
C 386.66 17.69 73.64 14.36 48.70 3.61 28.52 (& 365.51 6.09 100.57 16.89 49.70 15.43 23.16
C 386.37 17.53 74.02 14.32 43.80 3.75 28.97 C 365.22 5.93 100.95 16.10 45.70 10.77 23.09
C 386.08 17.37 74.39 14.77 40.10 5.01 29.48 C 364.93 5.77 101.32 15.72 43.20 9.15 22.88
C 385.78 17.21 74.76 15.52 37.30 7.83 29.94 (e 364.63 5.61 101.69 15.78 43.70 9.41 22.69
C 385.49 17.05 75.14 16.33 34.40 12.57 30.33 Cc 364.34 5.44 102.07 15.95 46.30 9.95 22.65
C 385.20 16.89 75.51 16.96 30.10 18.74 30.76 C 364.05 5.28 102.44 16.22 50.30 10.84 22.81
C 384.90 16.73 75.89 17.43 25.80 25.60 31.12 (03 363.75 5.12 102.82 16.44 54.40 11.50 23.08
C 384.61 16.56 76.26 17.63 25.40 28.61 31.28 C 363.46 4.96 103.19 16.22 57.10 9.85 23.25
C 384.31 16.40 76.64 17.54 28.10 26.03 31.32 - 363.16 4.80 103.56 15.89 56.30 8.38 23.22
C 384.02 16.24 77.01 17.37 30.50 22.89 31.24 € 362.87 4.64 103.94 15.94 53.10 8.98 22.91
C 383.73 16.08 77.38 17.27 29.90 22.06 30.95 Cc 362.58 4.48 104.31 16.02 53.00 9.48 22.44
C 383.43 15.92 77.76 17.07 28.10 20.60 30.65 C 362.28 4.32 104.69 15.72 55.70 7.86 22.07
C 383.14 15.76 78.13 16.85 29.50 17.91 30.60 C 361.99 4.15 105.06 15.17 57.10 5.78 21.81
C 382.85 | 15.60 78.50 16.57 31.70 14.88 30.78 C 361.69 3.99 10543 | 14.76 54.90 4.80 21.33
C 382.55 15.44 78.88 16.38 32.70 13.16 30.97 C 361.40 3.83 105.81 14.69 52.00 4.92 20.37
C 382.26 15.27 79.25 16.45 33.50 13.47 31.02 C 361.11 3.67 106.18 14.69 54.70 4.92 19.15
C 381.96 15.11 79.63 16.69 34.60 16.07 31.03 C 358.76 2.38 109.17 10.15 50.80 0.54 14.26
C 381.67 14.95 80.00 17.01 36.80 17.25 31.16 C 358.46 222 109.55 12.79 47.30 235 14.61
C 381.38 | 14.79 80.38 17.15 39.90 17.71 31.41 C 358.17 2.06 109.92 | 15.01 48.20 7.33 15.49
C 381.08 14.63 80.75 17.08 43.00 16.32 31.64 C 357.88 1.90 110.30 16.23 52.90 12.54 16.40
C 380.79 14.47 81.12 17.03 45.80 15.36 31.79 C 357.58 1.74 110.67 16.62 57.30 14.10 17.16
C 380.50 14.31 81.50 16.84 47.70 13.54 31.76 C 3567.29 1.58 111.05 16.46 59.30 12.40 17.68
C 380.20 14.15 81.87 16.53 47.40 11.556 31.42 C 355.53 0.61 113.29 14.63 60.00 4.75 17.07
C 379.91 13.99 82.25 16.30 46.60 10.42 30.87 C 355.23 0.45 113.66 15.18 55.40 6.74 17.26
C 379.61 13.82 82.62 16.29 46.70 10.40 30.34 C 354.94 0.29 114.04 15.71 53.90 9.10 17.33
C 379.32 13.66 82.99 16.18 44.20 10.14 30.09 C 354.64 0.13 114.41 16.56 55.50 14.08 16.93
C 379.03 13.50 83.37 16.07 36.30 10.65 30.28

C 378.73 13.34 83.74 16.18 29.10 12.52 31.06

C 378.44 13.18 84.11 16.03 28.20 11.47 32.59

C 378.15 | 13.02 84.49 15.63 28.10 8.94 34.82

C 377.85 12.86 84.86 15.37 24.40 8.00 37.54

C 377.56 12.70 85.24 156.73 22.70 9.70 40.49

C 377.26 12.54 85.61 16.80 27.50 15.40 44.61

C 376.97 12.37 85.99 18.17 31.70 28.35 52.25

C 376.68 12.21 86.36 19.42 31.20 51.22 63.55

C 376.38 12.05 86.73 20.09 27.50 72.06 75.51

C 376.09 11.89 87.11 20.17 23.70 76.43 85.83




Table 3.3: Statistics of well log data in Formation I.

Statistical Data Porosity (P) Satu‘:::it:r: (Sw) Permeability (k) R:s(::tril\jitti;?Rt)
Mean 16.63 40.82 13.32 27.84
Variance 4.88 105.18 1010.53 324.09
Standard Deviation 2.21 10.26 31.79 18.00
Median (P50) 16.40 43.80 11.80 28.16
Minimum 10.00 14.90 0.48 11.54
Maximum 22.62 60.00 233.44 113.07
Skewness 0.07 -0.55 3.29 2.93
Kurtoris 0.07 -0.36 14.64 9.92
Coeff. of variation 0.13 0.24 1.32 0.58
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It was found that there are significant correlations among primary and

secondary variables. Correlations among variables are shown in Table 3.4. Between

primary variables, porosity and water saturation are negatively correlated with the

correlation value of -0.3415. The correlations of water saturation-permeability and

water saturation-resistivity also show negative correlation with correlation value of

-0.4243 and -0.6250, respectively. On the other hand, porosity-permeability and

porosity-resistivity are positively correlated with correlation value of 0.8108 and

0.6043, respectively. In addition, secondary variables which are permeability and

resistivity, are highly correlated with correlation value of 0.7456. Either positively or

negatively cotrelation implies that the variables are interdependent.

Table 3.4: Correlation among variables in Formation I.

- =

—-_—

q Correlation Porosity (P) Satu‘r’::i?r: (Sw) Permeability (k) R:s‘::t?:itti;?Rt)
Porosity 1.0000 -0.3415 0.8108 0.6043
Water Saturation 1.0000 -0.4243 -0.6250
Permeability 1.0000 0.7456
Formation Resistivity 1.0000
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Porosity Histogram
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Figure 3.3: Porosity histogram and cumulative distribution.
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Figure 3.4: Water saturation histogram and cumulative distribution.
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Permeability Histogram
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Figure 3.5: Permeability histogram and cumulative distribution.
Resistivity Histogram
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Figure 3.6: Resistivity histogram and cumulative distribution.
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3.3 Related parameters for volumetric OGIP calculation

In volumetric OGIP estimation, apart from porosity and water saturation
variables which in this study were generated by stochastic simulation methods,
volume of reservoir and gas formation volume factor are also needed. These
parameters were treated as constant throughout the entire OGIP calculation under

various stochastic methods.
Volume

Formation I covers an area of 420 ft x 420 ft and has a thickness of 130 ft.
The total volume of Formation I is then 22,932,000 cu.ft. or 526.45 acre-ft. Since the
available data are dense at locations along directional wells, the refined grid block in
the z-axis was divided to a fine resolution of 1 ft in height while the length along the
x and y axes were set to be 20 ft . With this division, the grid block was constructed
with the size of 20 ft x 20 ft x1 ft. Thus, the volume per block is 400 cu.ft, and the

total number of grid blocks in Formation I is 57,330.
Gas Formation Volume Factor

Gas formation volume factor is defined as the actual volume occupied by a
given quantity of gas at some pressure and temperature divided by the volume which

gas would occupy at standard conditions. It is calculated from the equation.

ZT
Bg ) pSC (3.1)
Tsep
where pressure is in psia and temperature isin- R, ' p,c = 14.7 psia and

T;. = 520 R. The calculated gas formation volume factor for Formation I is shown in
Table 3.5. The average gas formation volume factor is 1.4753 x 10™ res. cu.ft./scf

which is used throughout the study.
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Table 3.5: Gas formation volume factor for three wells located in Formation 1.

. . Gas Gas Formation
Reservoir Reservoir S
Well PraseUrclpala)] MemparatirelR) Compressibility Volume Factor
P P factor (2) (Bg)
Well A 3,947 785 0.93 1.4799E-04
Well B 4,027 780 0.96 1.4877E-04
Well C 4,108 780 0.96 1.4584E-04
Formation | 1.4753E-04

Substituting the reservoir and block volume and gas formation volume

factor values, volumetric OGIP equation can be rewritten as follows:

For Formation I,

Ah¢(1-S,) _ 22932000 > ¢(1-8,)

OGIP =
1.4753*10°*

~155.444(1-S_ ) Bcf (3.2)

g

For a block in Formation I,

Ah¢(1 S,) 400/’ §(1-5,)

OGIP =
1.4753*10°*

=2.7113x10° ¢(1-S,) Bcf (3.3)

g



CHAPTER IV

APPLICATION OF STOCHASTIC SIMULATION IN
ESTIMATION OF HYDROCARBON IN PLACE

Porosity and water saturation play an important role when estimating
original hydrocarbon in place using the volumetric method. Three stochastic
simulation methods: Monte Carlo Simulation, Sequential Gaussian Simulation, and
Sequential Gaussian Cosimulation, were used to simulate the distributions of
porosity and water saturation which are defined as primary variables. Permeability
and resistivity which are secondary variables were incorporated in the Sequential
Gaussian Cosimulation. Then, hydrocarbon in place was estimated based on the
input of these properties. In this chapter, each section discusses a generation of
primary and secondary (if requires) variables according to each simulation method
and then estimate of OGIP. Once OGIPs had been estimated, the results from

different methods were compared.
4.1 Monte Carlo Simulation (MCS)

In the first method, porosity and water saturation which are input variables
were estimated by Monte Carlo Simulation (MCS). To perform MCS, first, the
probability distributions of input variables were defined; then, random samples of
each probability distribution were drawn to produce a number of input realizations.
Each set of input realizations was then used to compute output distribution (OGIP).
Since porosity and water saturation are: correlated, sensitivity analysis by Second
Moment method was conducted in order to quantify the effect of input variables on

OGIP output.
4.1.1 Probability distribution of input variables

According to data preparation in Chapter III, the number of samples is 349.
Referring to Figure 3.3, the probability distribution of porosity can be fairly defined

as normal distribution with a mean value of 0.1663 and standard deviation of 0.0221.
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On the other hand, water saturation is best fit with lognormal distribution with mean

value of 0.4229 and standard deviation of 0.1026 as referred from Figure 3.4.
4.1.2 OGIP calculation

As stated in the chapter II, the accuracy of MCS depends on the number of
realizations. Hence, percent error in variance was used to define the required number

of realizations. At 95% confidence level, this can be approximated as

0.5
Percent error in variance — 196 2 (4.1)
(N -1)

The percent errors in variance for different numbers of realization are
shown in Table 4.1. The number of realization of 15,000 was selected in this study
because of justification to achieve a good degree of accuracy with a manageable

number of runs.

Table 4.1: Percentage error in variance for various numbers of realization.

Number of Realizations % Error in Variance

100's 27.86

1,000's 8.77

10,000's 2.77
15,000's 2.26
30,000's 1.60
75,000's 1.01
100,000's 0.88
150,000's 0.72

Fifteen thousand realizations of porosity and water saturation were
generated as input variables, OGIPs were computed by substituting the value from
each input realizations into Eq. 3.2. When input variables were generated at random
based on their distributions, it is observed that statistics of the random data show a

good agreement with statistics of the original data as shown in Table 4.2. The mean
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value of porosity is close to the original data while the mean value of water
saturation is much higher than the original data. The median values of variables
show the same result as found in the mean values of variables with original data. The
standard deviation and variance values of porosity and water saturation are slightly
less than the original data. It also can be seen that porosity and water saturation are
no longer correlated. This is because each variable was separately generated in a

random fashion.

Table 4.2: Comparison between statistics of original and random data.

Statistics Porosity Water Saturation
Original Data | Random Data | Original Data | Random Data
Mean 16.63 16.90 42.29 44.66
Std. Deviation 2.21 219 10.26 9.19
Variance 4.88 4.80 105.18 84.41
Minimum 10.00 10.00 14.90 14.90
Maximum 22.62 22.62 60.00 60.00
Median (P50) 16.40 16.62 43.80 46.10
Skewness 0.072 0.093 -0.555 -0.721
Kurtosis 0.074 -0.079 -0.358 0.172
Coeff. of variability 0.133 0.130 0.243 0.206
Mean Standard Error 0.118 0.018 0.549 0.075
Correlation Original Data | Random Data
Porosity VS Water Saturation -0.3415 0.0135

The OGIP values obtained from Monte Carlo Simulation are depicted in
Figures 4.1 and 4.2 and Table 4.3 displays the statistics of OGIP values. The OGIP
value ranges from 6.516 to 29.169 Bcf with a mean and variance of 14.534, 9.320,
respectively. The values corresponding to various percentiles are shown in Table 4.4.
The result of OGIP distribution is obviously lognormal distribution and positive
skewness. Lognormal distribution of OGIP results from the fact that MCS concurs
with the Central Limit Theorem that when variables of any distributions are

multiplied, the output distribution is approximately lognormal.



Table 4.3: The OGIP statistics from MCS.

Statistics OGIP obtained from MCS (Bcf)
No. of realizations 15,000
Mean 14.534
Standard Deviation 3.053
Variance 9.320
Minimum 6.516
Maximum 29.169
Median (P50) 14.139
Skewness 0.667
Kurtosis 0.572
Coefficient of variability 0.210
Mean Standard Error 0.025
Table 4.4: OGIP at various percentiles from MCS.
A== &)

0% 6.516

10% 10.993

20% 11.962
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90% 18.668

100% 29.169
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OGIP obtained from Monte Carlo Simulation
Frequency
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Figure 4.1: OGIP probability distribution function from MCS.

OGIP obtained from Monte Carlo Simulation
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Figure 4.2: OGIP cumulative distribution function from MCS.
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4.1.3 Sensitivity analysis

The important assumption of MCS is input variables are independent.
However, porosity and water saturation are interdependent. When correlation
between variables is taken into account, this would have some effect on the output.
To describe sensitivity of input to output, the Second-Moment method was applied

in this case. The variance of F is defined as:
VIF] = o’r = E[F-E[F])’] (4.2)

where F is an uncertainty quantity which depends on the parameter vector, x, and
E[F] denotes the expected value. Consider a first-order Taylor series expansion

around the mean point, x:
F(x)=F %)+, —gF (x; - %.) 4.3)
i xi

with x being the vector of mean values of the uncertain parameters. Taking the

expected value of both sides of this expression, we obtain

E(F)=F(%)+ ZS—FE [x, — %] (4.4)

i

Assuming small and uniformly distributed parameter pertubutions around the
mean value such that the expectation term in the right hand side of Eq. 4.4 can be

dropped and all higher-order terms neglected, we obtain
E{F] =Y F'(%) (4.5)

Substituting Eq. 4.3 and Eq. 4.5 in Eq. 4.2, we have
OF OF OF OF
V(F)= ZZ E[(x ~%)(x,-%,)|= ZZ c[, ] @6

where the covariance, C[xix jJ: p;o[x;]o[x;], is expressed in terms of the

parameter correlation coefficient, p,, and the individual parameter standard
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deviation, o . The variance of F is thus seen to depend on the variance-covariance

relation of the input parameters as well as its sensitivity to the uncertain inputs.

The total variance of OGIP when applying the Second-Moment method is the
summation of derivative of OGIP taken with respect to porosity and water saturation.

Referring to Eq. 3.2, the total variance of OGIP is as follows:

Var (OGIP) o 9(0GIP)|. 2(0GIP) C(¢.S,)
4 s o¢ L; as, ‘5
where 2(96T0) _48548' (125 ), %;ﬂ — _155444 , and

w

C(¢.S,) = pys, 04 05 . Therefore, the total variance of OGIP is

2 2
P
Var(OGIP) = 9(OGIE) Var(¢)+ 2 CLEEIP) SOGL) C(4.S, )+ A0GIP) Var(S, )
o9 0@ as, oS,
when considering correlation between porosity and water saturation and
17 2
P [P
Var(OGIP) = §(OGIF) Var(¢) e Var(S, )
o¢ oS,
when considering no correlation between porosity and water saturation.
Table 4.5: Sensitivity analysis of input variables to OGIP.output.
Variance contribution to mean OGIP
Input variables Considering Considering no correlation
correlation | gonsitivity coeff.|  Variability Total variance
Porosity 5.7117 8,046.022 0.0005 3.924
Water Saturation 8.819 667.990 0.0105 7.026
Variance of OGIP 14.537 - - 10.951

Substituting original statistics of porosity and water saturation, the total
variance of OGIP is 14.537 when considering correlation between variables. It can

be seen that water saturation has a higher variance contribution to OGIP than
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porosity as the values are 8.819 and 5.717, respectively. Assuming no correlation,
the result still behaves in the same manner, i.e., there is higher variance contribution

from water saturation than from porosity.

Also shown in Table 4.5 are sensitivity coefficient and variability of porosity
and water saturation which contribute to the total variance of OGIP output when
considering no correlation. The sensitivity coefficient is a measure of how much the
output will be changed when the input is changed. On the other hand, variability is
uncertainty of input variable. Even porosity’s sensitivity value of 8046.02 is higher
than the value for water saturation which is 667.99, porosity variation of 0.005 is too
small compared to value of 0.0105 for water saturation. Therefore, the effect of
porosity on variance of OGIP is significantly reduced. It is obvious that either
including or excluding correlation, water saturation contributes much effect on
variance of OGIP. Moreover, there is significant increase of variance (by 33%) when
considering the correlation. With a substantial impact on output variance, the
correlation should be taken into account to avoid underestimation of the inherent
uncertainty of input variables. In summary, the dispersion of output depends on the

degree of correlation of input parameters.
4.2 Sequential Gaussian Simulation (SGS)

The second method employed in this study to determine the distribution of
porosity and water saturation is- Sequential Gaussian Simulation (SGS). Built on
geostatistical simulation framework, SGS is able to produce equally probable maps
(realizations) of input variables. Practically, SGS is conducted in 2 steps which are
structural = analysis ‘and conditional simulation. Structural analysis aims at
determining spatial continuity which is known as variogram model. As required by
Gaussian algorithm, transforming original data to normal score space and bivariate
normality checking have to be performed to ensure multiGaussian random function
agreement. Then, Sequential Gaussian Simulation can be performed. In this study,
GSLIB program was used to construct variogram model of porosity and water

saturation and to simulate their spatial distributions. Porosity and water saturation
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values were simulated in three dimensions (3-D). When realizations of all input

variables were generated, OGIPs were then estimated.
4.2.1 Structure analysis (Variogram model)

SGS is built on multivariate normal distribution which means that its
univariate statistic has to be normal as well. Therefore, input variables have to be
transformed to normal score data before doing anything further. SGS was performed
on porosity and water saturation independently. Normal score transformed data for
porosity and water saturation using GSLIB program are shown in Table 4.6. The first
three columns in the table are X, Y, and Z coordinate. The next two columns are
porosity and water saturation and the last two columns are normal score transform of
porosity and water saturation, respectively. Histogram of normal score porosity and

water saturation are illustrated in Figure 4.3.

As mentioned before, structural analysis or variogram model can be used to
quantify the spatial variability of spatial phenomena, in this case, porosity and water
saturation. The variogram is a measure of geological variability in terms of distance
and direction. The geological variability is quite different in vertical and horizontal
directions. In general, there is typically much greater spatial correlation in the
horizontal plane. In the field selected for this study, a total of 349 log data are
available. They were obtained from three wells at location along directional well
paths that intersect the 130 ft-thick formation called Formation I. Petrophysical data
were evaluated at every 0.5 ft interval. With this setting, the data set is representative
of properties in the vertical direction while it is hard to find the correlation among
data“in the horizontal direction due ‘to larger separation distance. Owing to this
limitation, the omni-direction variogram calculation was applied to the data set.
However, an attempt has been made to calculate directional variogram defined in the
south-east (SE) direction in order to capture the spatial structure in three directional

wells.
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X Y z P S NS:P NS:S X Y z P S NS:P NS:S
411.97 | 31.58 41.42 13.82 52.00 | -1.433 | 0.964 387.55 | 18.18 72.52 15.45 46.30 | -0.568 | 0.247
41138 | 31.25 42.17 11.89 59.80 | -2.083 | 2.325 387.25 | 18.01 72.90 15.18 49.30 | -0.690 | 0.576
411.09 | 31.09 42.55 11.79 54.30 | -2.150 | 1.322 386.96 | 17.85 73.27 14.76 50.70 | -0.865 | 0.709
410.79 | 30.93 42.92 12.41 5440 | -1.880 | 1.357 386.66 | 17.69 73.64 14.36 48.70 | -1.152 | 0.518
409.32 | 30.12 44.80 10.00 47.70 | -2.982 | 0.414 386.37 | 17.53 74.02 14.32 43.80 | -1.166 | 0.000
408.14 | 29.48 46.30 10.65 59.10 | -2.449 | 2.083 386.08 | 17.37 74.39 14.77 40.10 | -0.855 | -0.367
406.08 | 28.34 48.92 13.13 4240 | -1.643 | -0.166 385.78 | 17.21 74.76 15.52 37.30 | -0.543 | -0.585
405.79 | 28.18 49.30 13.94 43.70 | -1.375 | -0.043 38549 | 17.05 75.14 16.33 34.40 | -0.022 | -0.756
405.49 | 28.02 49.67 13.90 33.60 | -1.394 | -0.794 385.20 | 16.89 75.51 16.96 30.10 | 0.314 | -1.010
405.20 | 27.86 50.05 13.33 26.10 | -1.565 | -1.357 384.90 | 16.73 75.89 17.43 25.80 | 0.453 | -1.394
404.90 | 27.70 50.42 13.556 2550 | -1.474 | -1.418 384.61 | 16.56 76.26 17.63 2540 | 0.493 | -1.4583
404.61 | 27.54 50.80 15.04 28.30 | -0.775 | -1.166 384.31 | 16.40 76.64 17.54 28.10 | 0485 | -1.225
404.31 | 27.37 51.17 16.21 32.60 | -0.101 | -0.886 384.02 | 16.24 77.01 17.37 30.50 | 0.437 | -0.987
404.02 | 27.21 51.55 16.24 39.30 | -0.065 | -0.422 383.73 | 16.08 77.38 17.27 29.90 | 0.406 | -1.035
403.72 | 27.05 51.92 15.67 46.30 | -0.445 | 0.269 383.43 | 15.92 77.76 17.07 28.10 | 0.367 | -1.195
40343 | 26.89 52.30 14.98 46.70 | -0.794 | 0.306 383.14 | 15.76 78.13 16.85 29.50 | 0.262 | -1.072
403.14 | 26.73 52.67 14.37 41.40 | -1.125 | -0.239 382.85 | 15.60 78.50 16.57 31.70 | 0.101 -0.897
402.84 | 26.57 53.05 14.06 40.50 |.-1.305 | -0.329 382.55 | 15.44 78.88 16.38 32.70 | -0.007 | -0.865
402.55 | 26.41 53.42 14.23 48.40 | -1.210 | 0.501 382.26 | 15.27 79.25 16.45 33.50 | 0.036 | -0.804
401.66 | 25.92 54.55 12.94 55.60 | -1.733 | 1.496 381.96 | 15.11 79.63 16.69 34.60 | 0.173 | -0.727
401.37 | 25.76 54.92 11.93 35.60 | -2.024,| -0.681 381.67 | 14.95 80.00 17.01 36.80 | 0.329 | -0.610
401.07 | 25.60 55.30 11.78 25,60 | -2.229 | -1.433 381.38 | 14.79 80.38 17.15 39.90 | 0.390 | -0.375
400.78 | 25.44 55.67 13.94 32.60 | -1.357 | -0.876 381.08 | 14.63 80.75 17.08 43.00 | 0.375 | -0.122
400.49 | 25.27 56.05 15.87 40.70 | -0.329 | -0.321 380.79 | 14.47 81.12 17.03 45.80 | 0.344 0.188
400.19 | 25.11 56.42 16.47 44.20 | 0.050 0.050 380.50 | 14.31 81.50 16.84 47.70 | 0.247 0.422
399.90 | 24.95 56.80 16.32 49.00 | -0.029 | 0.559 380.20 | 14.15 81.87 16.53 47.40 | 0.072 0.383
399.60 | 24.79 57.17 15.56 57.60 | -0.501 1.733 379.91 | 13.99 82.25 16.30 46.60 | -0.036 | 0.299
397.83 | 23.82 59.42 15.15 59.80 | -0.737 | 2.449 379.61 | 13.82 82.62 16.29 46.70 | -0.043 | 0.314
397.54 | 23.66 59.80 15.27 58.40 | -0.654 | 1.839 379.32 | 13.66 82.99 16.18 44.20 | -0.130 | 0.057
396.66 | 23.17 60.92 15.41 57.00 | -0.593 | 1.590 379.03 | 13.50 83.37 16.07 36.30 | -0.195 | -0.637
396.36 | 23.01 61.30 15.47 53.80 | -0.559 | 1.240 378.73 | 13.34 83.74 16.18 29.10 | -0.137 | -1.125
396.07 | 22.85 61.67 15.22 51.90 | -0.672 | 0.941 378.44 | 13.18 84.11 16.03 28.20 | -0.225 | -1.180
395.77 | 22.69 62.05 14.93 45.60 | -0.814 | 0.159 378.15 | 13.02 84.49 15.63 28.10 | -0.477 | -1.210
395.48 | 22.53 62.42 14.58 37.50 | -1.059 | -0.576 377.85 | 12.86 84.86 15.37 2440 | -0.602 | -1.541
395.18 | 22.37 62.80 14.36 35.80 | -1.138 | -0.672 377.56 | 12.70 85.24 15.73 22.70 | -0.390 | -1.702
394.89 | 22.20 63.17 14.62 41.30_|.-1.035_} -0.254 377.26 | 12.54 85.61 16.80 2750 | 0.225 | -1.256
394.60 | 22.04 63.54 15.17 44.30 | -0.718 | 0.065 376.97 | 12.37 85.99 18.17 31.70 | 0.637 | -0.908
394.30 | 21.88 63.92 15.63 44.30 | -0.469 | 0.079 376.68 | 12.21 86.36 19.42 31.20 | 1.138 | -0.919
394.01 | 21.72 64.29 15.85 45.50 | -0.344 | 0.151 376.38 | 12.05 86.73 20.09 27.50 | 1.474 | -1.272
393.72 | 21.56 64.67 15.94 48.70 | -0.276 | 0.526 376.09 | 11.89 87.11 20.17 23.70 | 1.518 | -1.590
39342 | 2140 65.04 16.00 53.10 | -0.247 | 1.085 375.80 | 11.73 87.48 19.88 2360 | 1.375 | -1.672
393.13 | 21.24 65.41 16.15 54.50 | -0.144 | 1.394 375.50 | 11.57 87.85 19.74 2480 | 1.305 | -1.496
392.83 | 21.08 65.79 16.41 52.40 | 0.014 0.987 375.21 | 11.41 88.23 20.03 23.90 1.433 | -1.565
392.54 | 20.92 66.16 16.36 50.40 | -0.014 | 0.672 374.91 | 11.25 88.60 20.66 2150 | 1.839 | -1.733
392.25 | 20.75 66.54 16.05 50.20 | -0.210 | 0.645 374.62 | 11.08 88.98 21.57 20.00 | 2.150 | -1.971
391.95 | 20.59 66.91 15.72 5140 | -0.406 | 0.834 374.33 | 10.92 89.35 22.34 20.60 | 2.449 | -1.801
391.66 | 20.43 67.28 15.24 51.60 | -0.663 | 0.919 374.03 | 10.76 89.73 22.62 2120 | 2.982 | -1.766
391.37 | 20.27 67.66 14.91 51.60 | -0.824 | 0.865 373.74 | 10.60 90.10 2242 20.10 | 2.628 | -1.880
391.07 | 20.11 68.03 15.13 51.60 | -0.746 | 0.886 373.45 | 10.44 90.47 22.10 17.90 | 2.325 | -2.150
390.78 | 19.95 68.41 15.52 51.60 | -0.534 | 0.897 373.15 | 10.28 90.85 21.60 16.30 | 2.229 | -2.449
390.48 | 19.79 68.78 15.55 51.20 | -0.518 | 0.785 372.86 | 10.12 91.22 20.71 16.50 | 1.880 | -2.325
390.19 | 19.63 69.15 15.20 50.80 | -0.681 0.727 372.56 9.96 91.60 19.47 18.00 | 1.166 | -2.083
389.90 | 19.47 69.53 14.68 51.60 | -0.941 0.908 372.27 9.80 91.97 17.43 20.30 | 0.461 -1.839
389.60 | 19.30 69.90 14.01 51.10 | -1.322 | 0.775 371.98 9.63 92.34 14.52 26.00 | -1.085 | -1.375
389.31 19.14 70.28 13.27 50.90 | -1.590 | 0.746 371.68 9.47 92.72 11.23 40.80 | -2.325 | -0.306
389.02 | 18.98 70.65 12.98 53.80 | -1.702 | 1.256 367.86 7.38 97.58 13.17 4170 | -1.616 | -0.217
388.72 | 18.82 71.02 13.59 53.10 | -1.453 | 1.098 367.57 7.22 97.95 15.71 42.80 | -0.429 | -0.137
388.43 | 18.66 71.40 14.67 47.30 | -0.975 | 0.360 367.28 7.06 98.33 17.52 43.50 | 0.477 | -0.065
388.13 | 18.50 71.77 15.36 42.00 | -0.610 | -0.188 366.98 6.89 98.70 18.32 43.50 | 0.727 | -0.072
387.84 | 18.34 72.15 15.51 42.00 | -0.551 | -0.195 366.69 6.73 99.08 18.42 44.30 | 0.765 0.072
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X Y z P S NS:P | NS:S X Y 4 P S NS:P | NS:S
366.40 | 6.57 99.45 | 18.41 | 46.60 | 0.756 | 0.291 37.68 | 201.75 | 11.35 | 17.86 | 40.40 | 0.534 | -0.344
366.10 | 6.41 99.82 | 18.28 | 50.00 | 0.718 | 0.628 37.38 | 20163 | 11.72 | 1817 | 43.70 | 0.645 | -0.029
365.81 6.25 | 100.20 [ 17.72 | 51.90 [ 0.501 0.952 37.09 | 201.50 | 12.09 | 18.65 | 46.80 | 0.855 | 0.321
365.51 6.09 | 100.57 | 16.89 | 49.70 | 0.291 0.602 36.79 | 201.38 | 1245 | 18.89 | 47.80 | 0.952 | 0.429
36522 | 593 | 100.95| 16.10 | 45.70 | -0.181 | 0.173 3649 | 201.26 | 12.82 | 18.89 | 46.10 | 0.941 0.210
36493 | 577 | 101.32 | 1572 | 43.20 | -0.414 | -0.115 36.18 | 201.13 | 13.19 | 18.68 | 44.10 | 0.876 | 0.029
364.63 | 5.61 10169 | 15.78 | 43.70 | -0.360 | -0.036 35.88 | 201.01 | 13.56 | 18.38 | 43.20 | 0.746 | -0.108
364.34 | 544 | 10207 | 15.95 | 46.30 | -0.262 | 0.262 35.58 | 200.88 | 13.92 | 18.27 | 43.70 | 0.690 | -0.022
364.05| 528 | 10244 | 16.22 | 50.30 | -0.086 | 0.663 35.28 | 200.76 | 14.29 | 18.26 | 44.30 | 0.672 | 0.086
363.75| 512 | 10282 | 16.44 | 54.40 | 0.029 | 1.339 34.98 | 20064 | 1466 | 18.14 | 4450 | 0.628 | 0.101
363.46 | 4.96 | 10319 ] 16.22 | 57.10 | -0.094 | 1.616 34.68 | 200.51 | 15.02 | 17.96 | 43.90 | 0.585 | 0.014
363.16 | 4.80 | 103.56 | 15.89 | 56.30 | -0.314 | 1.565 34.38 | 200.39 | 1539 | 17.92 | 41.80 | 0.559 | -0.202
36287 | 464 | 10394 | 15.94 | 53.10 | -0.284 | 1.111 34.08 | 200.26 | 15.76 | 18.02 | 40.20 | 0.602 | -0.352
36258 | 448 | 104.31 | 16.02 | 53.00 | -0.232 | 1.047 33.78 | 200.14 | 16.13 | 1817 | 40.70 | 0.654 | -0.314
36228 | 432 | 10469 | 15.72 | 6570 | -0.398 | 1.541 33.48 | 200.01 | 1649 | 1823 | 41.20 | 0.663 | -0.262
361.99 | 4.15 | 105.06 | 15647 | 57.10 | -0.727 | 1.643 33.18 | 199.89 | 16.86 | 17.78 | 39.80 | 0.518 | -0.383
36169 | 399 | 10543 | 14.76 | 54.90 | -0.876 | 1.433 32.88 | 199.77 | 17.23 | 17.32 | 37.90 | 0.414 | -0.543
36140 | 3.83 | 10581 | 14.69 | 52.00 | -0.908 | 0.975 32.58 | 199.64 | 17.59 | 16.96 | 38.90 | 0.321 | -0.469
361.11 3.67 | 106.18 | 14.69 | 54.70 | -0.919 | 1.413 32.28 | 199.52 | 17.96 | 16.70 | 41.10 | 0.181 | -0.269
358.76 | 2.38 | 109.17 | 10.15 | 50.80 | -2.628 | 0.737 31.98 | 199.39 | 1833 | 16.61 | 4220 | 0.122 | -0.173
35846 | 222 | 109.55 | 1279 | 47.30 | -1.766 | 0.367 31.68 | 199.27 | 1869 | 16.68 | 42.70 | 0.159 | -0.151
358.17 | 2.06 | 109.92 | 15.01 | 48.20 | -0.785 | 0.485 31.38 | 199.14 | 19.06 | 16.77 | 44.70 | 0.202 | 0.108
35788 | 190 | 110.30 | 16.23 | 52.90 | -0.079 | 1.035 31.08 | 199.02 | 1943 | 16.79 | 47.30 | 0.217 | 0.352
35758 | 1.74 | 11067 | 16.62 | 57.30 | 0.137 | 1.702 30.78 | 198.90 | 19.80 | 16.68 | 49.10 | 0.166 | 0.568
35729 | 158 | 111.05| 16.46 | 59.30 | 0.043 | 2.150 30.48 | 198.77 | 20.16 | 16.62 | 51.60 | 0.130 | 0.876
355.53 | 0.61 113.29 | 14.63 | 60.00 | -1.010 | 2.982 30.18 | 19865 | 20.53 | 16.63 | 53.50 | 0.151 1.195
355623 | 045 | 11366 | 15.18 | 55.40 | -0.700 | 1.453 29.88 | 19852 | 20.90 | 16.55 | 53.40 | 0.086 | 1.166
354.94 | 029 | 114.04 | 15.71 53.90 | -0.422° | 1.272 29.58 | 19840 | 21.27 | 16.29 | 51.30 [ -0.050 | 0.814
354.64 | 013 | 11441 ] 1656 | 55.50 | 0.094 | 1.474 29.28 | 198.28 | 21.63 | 1592 | 48.30 | -0.299 | 0.493
46.97 | 205.59 | 0.00 18.71 34.40 | 0.908 | -0.737 28.97 | 19815 | 22.00 [ 1552 | 47.10 | -0.526 | 0.337
46.67 | 20547 | 0.37 19.83 | 39.10 | 1.322 | -0.445 28.67 | 198.03 | 2237 | 1527 | 47.90 | -0.645 | 0.437
46.37 | 20535 | 0.74 20.17 | 45.80 | 1.541 0.195 28.37 | 197.90 | 22.73 | 1535 | 48.90 | -0.619 | 0.543
46.07 | 205.22 | 1.10 20.23 | 51.60 | 1.590 | 0.930 28.07 | 197.78 | 23.10 | 1556 | 47.30 | -0.510 | 0.344
45.77 | 20510 | 1.47 20.18 | 52.70 | 1.565 | 1.010 27.77 | 197.65 | 23.47 | 1560 | 43.40 | -0.485 | -0.079
4547 | 204.97 | 1.83 2012 | 52.90 | 1.496 | 1.022 2747 | 19753 | 2384 | 15.32 | 39.20 | -0.628 | -0.437
45.18 | 204.85 | 2.20 20.46 | 52.60 | 1.766 | 0.998 2717 | 19741 | 2420 | 1468 | 36.40 | -0.930 | -0.619
44.88 | 204.73 | 2.57 20.83 | 51.30 | 2.024 | 0.824 26.87 | 197.28 | 24.57 | 14.20 | 35.90 [ -1.240 | -0.663
44.58 | 204.60 | 2.93 20.72 | 46.10 | 1.923 | 0.217 26.57 | 197.16 | 24.94 | 14.44 | 38.10 | -1.111 | -0.526
44.28 | 204.48 | 3.30 2043 | 4250 | 1.733 | -0.159 26.27 | 197.03 | 25.31 15.11 39.20 | -0.765 | -0.429
43.98 | 204.35 | 3.67 20.00- | 41.70 | 1.413. | -0.210 25,97, | 196.91-| 25.67 | 1667 | 37.80 | -0.461 | -0.559
43.68 | 204.23 | 4.03 19.68 | 42.10 | 1.288 | -0.181 2567 | 196.78 | 26.04 | 15.89 | 36.00 | -0.306 | -0.654
43.38 | 204.11 | 4.40 19.64 | 43.20 [ 1.256 | -0.101 25.37 | 196.66 | 26.41 15.78 | 35.00 | -0.367 | -0.709
43.08 | 203.98 | 4.76 19.87 | 4490 | 1.357 | 0.115 25.07 | 196.54 | 26.77 | 15.30 | 36.10 | -0.637 | -0.645
42.78 | 203.86 | 5.13 20.24 | 4590 | 1.616 | 0.202 2477 | 196.41 | 2714 | 1467 | 39.70 | -0.987 | -0.390
42.48 | 203.73 | 5.50 20.36 | 45.40 | 1.702 | 0.137 24.46 | 196.29 | 27.51 14.49 | 4410 | -1.098 | 0.022
42.18 | 203.61 5.86 20.25 | 44.40 | 1.643 | 0.094 24.16 | 196.16 | 27.88 | 14.73 | 46.30 | -0.886 | 0.254
41.88 | 203.49 | 6.23 20.05 | 4540 | 1.453 | 0.144 23.86 | 196.04 | 2825 | 14.80 | 45.10 | -0.845 | 0.130
41.58 | 203.36 | 6.59 19.65 | 47.50 | 1.272 | 0.390 23.56 | 195.91 | 28.62 | 14.63 | 43.40 | -1.022 | -0.086
41.28 | 203.24 | 6.96 19.39 | 49.90 [ 1.125 | 0.619 2326 | 195.79 | 28.98 | 14.14 | 43.60 | -1.272 | -0.050
40.98 | 203.12 | 7.33 19.32 | 51.30 | 1.085 | 0.804 2296 | 19566 | 29.35 | 13.47 | 45.10 | -1.496 | 0.122
40.68 | 202.99 | 7.69 19.48 | 49.70 | 1.180 | 0.610 22.66 | 19554 | 29.72 | 1336 | 44.10 | -1.518 | 0.043
40.38 | 202.87 | 8.06 19.87 | 46.20 | 1.339 | 0.225 22.36 | 19541 | 30.09 | 13.99 | 38.00 | -1.339 | -0.534
40.08 | 202.74 | 8.43 20.35 | 4290 | 1.672 | -0.130 20.55 | 194.67 | 3230 | 14.72 | 37.20 | -0.897 | -0.593
39.78 | 202.62 | 8.79 20.79 | 41.60 | 1.971 | -0.225 20.25 | 19454 | 32.67 | 1454 | 41.10 | -1.072 | -0.276
39.48 | 20250 | 9.16 20.94 | 40.90 | 2.083 | -0.299 19.95 | 194.42 | 33.03 | 15.12 | 41.00 | -0.756 | -0.291
39.18 | 202.37 | 9.52 20.62 | 40.40 | 1.801 | -0.337 19.65 | 194.29 | 33.40 | 16.01 38.70 | -0.239 | -0.493
38.88 | 202.25 | 9.89 19.92 | 40.20 | 1.394 | -0.360 19.34 | 19417 | 33.77 | 16.86 | 35.50 | 0.284 | -0.690
38.58 | 202.12 | 10.26 | 19.22 | 39.60 | 1.047 | -0.398 19.04 | 194.04 | 3414 | 17.79 | 32.90 | 0.526 | -0.855
38.28 | 202.00 | 1062 | 18.64 | 38.70 | 0.834 | -0.501 18.74 | 193.92 | 34.51 18.28 | 33.80 | 0.700 | -0.785
37.98 | 201.88 | 10.99 | 18.08 | 38.30 | 0.619 | -0.518 18.44 | 193.80 | 34.88 | 18.28 | 37.50 [ 0.709 | -0.568




Table 4.6: Porosity and water saturation normal score transform (continued).
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X Y z P S NS:P NS:S X Y 4 P S NS:P NS:S
18.14 | 193.67 | 3524 | 18.26 | 41.30 | 0.681 | -0.247 182.81 | 407.93 | 87.76 | 15.88 | 54.10 | -0.321 | 1.288
17.84 | 193.55 [ 35.61 17.96 | 44.10 [ 0.576 | 0.036 182.49 | 408.00 | 88.16 | 16.20 | 47.70 | -0.108 | 0.406
17.54 | 19342 | 3598 | 17.35 | 4640 | 0.422 | 0.284 182.17 | 408.07 | 88.56 | 16.27 | 47.40 | -0.057 | 0.375
17.24 | 19330 [ 36.35 | 16.55 | 48.10 | 0.079 | 0.453 181.85 | 408.14 | 88.96 | 16.23 | 50.70 | -0.072 | 0.718
16.93 | 19317 | 36.72 | 16.12 | 45.70 | -0.166 | 0.166 181.53 | 408.21 | 89.36 | 16.12 | 54.50 | -0.159 | 1.375
16.63 | 193.05 [ 37.08 | 15.83 | 41.10 | -0.352 | -0.284 181.21 | 408.28 | 89.76 | 16.10 | 59.00 | -0.173 | 2.024
16.33 | 19292 | 3745 | 1613 | 36.90 | -0.151 | -0.602 178.97 | 408.78 | 9256 | 15.74 | 59.00 | -0.383 | 1.971
16.03 | 192.80 [ 37.82 | 16.86 | 33.20 | 0.276 | -0.814 178.65 | 40885 | 92.96 | 14.94 | 57.70 | -0.804 | 1.766
14.83 | 192.30 [ 39.29 | 16.08 | 33.10 | -0.188 | -0.824 178.33 | 40892 | 93.36 | 14.25 | 57.20 | -1.195 | 1.672
13.62 | 191.80 [ 40.77 | 14.67 | 43.30 | -0.964 | -0.094 178.01 | 408.99 | 93.76 | 14.08 | 58.10 | -1.288 | 1.801
13.32 | 19168 | 41.14 | 15.71 50.20 | -0.437 | 0.654 177.37 | 409.14 | 94.56 | 1518 | 58.70 | -0.709 | 1.923
13.01 | 191.55 [ 41.51 16.59 | 51.20 [ 0.115 | 0.794 177.05 | 409.21 | 94.97 | 1578 | 51.00 | -0.375 | 0.756
12.71 | 19143 | 41.88 | 16.92 | 48.90 | 0.299 | 0.534 176.73 | 409.28 | 95.37 | 1640 | 41.50 | 0.000 | -0.232
1241 | 191.30 | 42.25 | 16.80 | 46.30 | 0.232 | 0.276 176.41 | 409.35 | 95.77 | 16.84 | 37.80 | 0.254 | -0.551
1211 | 19118 [ 42.61 17.06 | 43.90 [ 0.360 | 0.007 176.09 | 409.42 | 96.17 | 16.82 | 43.70 | 0.239 | -0.014
11.81 | 191.05 [ 4298 | 1749 | 43.80 | 0.469 | -0.007 175.77 | 409.49 | 96.57 | 16.58 | 50.70 | 0.108 | 0.700
11.50 | 190.93 | 43.35 | 17.37 | 46.20 | 0.429 | 0.232 175.45 | 409.56 | 96.97 | 16.41 51.40 [ 0.007 | 0.855
11.20 | 190.80 | 43.72 | 16.77 | 47.00 | 0.210 | 0.329 175.13 | 409.63 | 97.37 | 16.18 | 48.90 | -0.122 | 0.551
10.90 | 190.68 [ 44.09 | 15.86 | 43.50 | -0.337 | -0.057 174.80 | 409.71 | 97.77 | 15.99 | 47.60 | -0.254 | 0.398
10.60 | 190.55 [ 44.46 | 14.80 | 38.40 | -0.834 | -0.510 174.48 | 409.78 | 98.18 | 16.05 | 48.10 | -0.202 | 0.469
10.30 | 190.43 [ 44.83 | 14.28 | 34.30 | -1.180 | -0.765 174.16 | 409.85 | 98.58 | 16.19 | 49.70 | -0.115 | 0.593
9.99 | 190.30 [ 45.20 | 14.60 | 30.70 | -1.047 | -0.975 173.84 | 409.92 | 98.98 | 16.50 | 53.50 | 0.057 | 1.210
9.69 | 190.18 [ 45.57 | 16.04 | 27.30 | -0.217 | -1.288 173.52 | 409.99 | 99.38 | 16.85 | 58.70 | 0.269 | 1.880
9.39 | 190.05 [ 45.94 | 17.01 27.00 | 0.337 | -1.305 172.56 | 410.21 | 100.58 | 16.74 | 59.40 | 0.188 | 2.229
9.09 | 189.93 | 46.31 17.96 | 28.40 | 0593 | -1.152 172.24 | 410.28 | 100.99 | 16.44 | 55.70 | 0.022 | 1.518
8.78 | 189.80 [ 46.68 | 18.50 | 29.60 | 0.785 | -1.047 171.92 | 41035 | 101.39 | 1593 | 54.20 | -0.291 | 1.305
8.48 | 189.68 [ 47.05 | 18.70 | 31.10 | 0.897 | -0.930 171.60 | 41042 | 101.79 | 1594 | 53.20 | -0.269 | 1.152
8.18 | 189.55 [ 47.41 18.77 | 33.00 | 0.930 | -0.845 171.28 | 41049 | 10219 | 16.62 | 50.60 | 0.144 | 0.681
7.88 | 18943 | 47.78 | 18.65 | 34.40 | 0.845 | -0.746 170.96 | 410.56 | 10259 | 17.40 | 48.60 | 0.445 | 0.510
7.58 | 189.30 [ 48.15 | 1848 | 36.40 | 0.775 | -0.628 170.64 | 41063 | 102.99 | 17.92 | 50.10 | 0.568 | 0.637
7.28 | 189.18 [ 48.52 | 18,52 | 38.90 | 0.804 | -0.477 170.31 | 410.71 | 103.40 | 17.89 | 53.00 | 0.551 1.059
6.97 | 189.05 [ 48.89 | 18.66 | 38.80 | 0.865 | -0.485 169.99 | 410.78 | 103.80 | 17.13 | 53.60 | 0.383 | 1.225
6.67 | 188.93 | 49.26 | 18.57 | 35.30 | 0.824 | -0.700 169.67 | 410.85 | 104.20 | 16.53 | 51.40 | 0.065 | 0.845
6.37 | 188.80 [ 49.63 | 18.50 | 30.90 | 0.794 | -0.952 169.35 | 410.92 | 104.60 | 16.76 | 50.60 | 0.195 | 0.690
6.07 | 188.68 [ 50.00 | 18.69 | 28.70 | 0.886 | -1.138 169.03 | 410.99 | 105.00 | 17.04 | 53.00 | 0.352 | 1.072
576 | 188.55 [ 50.37 | 19.00 | 29.20 | 0.998 | -1.098 168.71 | 411.06 | 10541 | 16.95 | 53.20 | 0.306 | 1.138
546 | 188.43 | 50.74 | 19.36 | 30.70 | 1.098 | -0.964 168.39 | 411.13 | 105.81 | 17.21 48.10 | 0.398 | 0.477
516 | 188.30 [ 51.10 | 19.62 | 31.00 | 1.240 | -0.941 168.07 | 411.21 | 106.21 | 17.89 | 46.30 | 0.543 | 0.239
4.86 | 188.18 | 51.48 | 19.55 | 29.10 | 1.210 | -1.111 167.74 | 411.28 | 106.61 | 18.37 | 49.60 | 0.737 | 0.585
456 | 188.05 | 51.84 | 19.25. ] 26.20 | 1.059 | -1.339 167.42. | 411.35} 107.02 | 18.53 | 53.40 | 0.814 | 1.180
425 | 187.93 | 52.21 19.04 | 2450 | 1.022 | -1.518 167.10 | 411.42 | 10742 | 18.04 | 59.90 | 0.610 | 2.628
3.95 | 187.80 [ 52.58 | 19.00 | 25.20 | 0.987 | -1.474 151.98 | 414.78 | 126.35 | 12.26 | 48.00 | -1.971 | 0.445
3.65 | 187.68 | 52.95 | 1896 | 28.00 | 0.975 | -1.240 151.66 | 414.86 | 126.76 | 12.50 | 39.10 | -1.839 | -0.453
3.35 | 187.55 | 53.32 | 18.92 | 29.90 | 0.964 | -1.022 151.33 | 41493 | 12716 | 12.73 ]| 39.30 | -1.801 | -0.414
3.04 187.43 | 53.69 [ 19.04 | 30.20 | 1.010 | -0.998 151.01 | 415.00 | 127.56 | 13.35 | 39.00 | -1.541 | -0.461
2.74 | 187.30 | 54.06 | 19.29 | 29.40 | 1.072 | -1.085 150.69 | 415.07 | 127.97 | 14.20 | 33.00 | -1.225 | -0.834
244 |187.18 | 54.43 | 19.46 | 26.80 | 1.152 | -1.322 150.37 | 415.14 | 128.37 | 14.67 | 29.50 | -0.952 | -1.059
2.14 187.05 | 54.80 [ 19.56 | 23.60 [ 1.225 | -1.643 150.05 | 415.21 | 128.77 | 1416 | 34.00 | -1.256 | -0.775
1.83 | 186.93 | 55.17 | 19.52 19.50 | 1.195 | -2.024 149.72 | 41529 | 12918 | 12.33 | 45.70 | -1.923 | 0.181
153 | 186.80 | 55.54 | 19.38 | 16.20 | 1.111 | -2.628
1.23 | 186.68 | 55.91 19.19 | 14.90 | 1.035 | -2.982
0.92 186.55 | 56.28 | 18.76 16.60 | 0.919 | -2.229
0.62 186.43 | 56.65 | 17.73 | 23.70 | 0.510 | -1.616
0.32 186.30 | 57.02 | 15.67 | 34.90 [ -0.453 | -0.718
187.28 | 406.93 | 82.16 | 1544 | 51.00 | -0.576 | 0.765
186.96 | 407.00 | 82.56 | 15.60 | 39.50 | -0.493 | -0.406
186.64 | 407.07 | 82.96 | 15.41 42.80 | -0.585 | -0.144
186.32 | 407.14 | 83.36 | 14.66 | 53.10 | -0.998 | 1.125
186.00 | 407.21 | 83.76 | 13.89 | 48.10 | -1.413 | 0.461
185.68 | 407.29 | 84.16 | 13.02 | 20.00 | -1.672 | -1.923
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Histogram of normal score transform for porosity and water saturation.
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Figures 4.4 and 4.5 exhibit omni-directional variograms of the original
data and normal score transform of porosity and water saturation. Both are modeled
by spherical model with 10%-30% nugget and a range of 100-120 ft using normal
score transform. Figures 4.6 and 4.7 show the variograms in the SE direction of the
original data and normal score transform of porosity and water saturation. The
variogram parameters in omni and SE directions for original and normal score

transform of porosity and water saturation are summarized in Table 4.7.

Table 4.7: Variogram parameters in omni and south-east (SE) directions of porosity

and water saturation.

. Directional Original Data Normal Score Data
Variable Vari Model
ariogram Sill | Nugget |Range (ft)| Sill | Nugget | Range (ft)
Porosity Omni Spherical [ 4.9 1.5 100 1.0 0.3 100

Water Saturation Omni Spherical | 110.0 | 30.0 120 1.0 0.3 120

Porosity South-East | Spherical | 4.4 0.8 100 1.0 0.1 100

Water Saturation | South-East | Spherical | 105.0 | 30.0 120 1.0 0.3 120

In an effort to maximize number of data in the search area, dip angle was set
at 30 degree, and dip tolerance was at 22.5 degree. Similar to omni-directional
model, spherical models were used in the SE direction for both variables. In normal
score space, the nugget effect of porosity variogram in the SE direction is slightly
lower than that in the omni-direction while those of water saturation are identical.
For all search directions, water saturation seems to have more spatial continuity than
porosity by 20 ft in distance. However, a lower nugget effect of porosity variogram
at 0.1 compared to that of water saturation at 0.3 implies higher local variation in
water saturation. And this is justified when compared to the original statistics or the

variance of porosity and water saturation which are 4.88 and 105.18, respectively.

After constructing variogram model, there is a need to check for bivariate

normal distribution before conducting simulation.
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Figure 4.4: Omni-directional variograms of the original data and normal score

transform of porosity.
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Figure 4.5: Omni-directional variograms of the original data and normal score

transform of water saturation.
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Checking for Bivariate Normality

When applying a Gaussian technique, the first step is to perform the normal
score transform of the data. This transform defines new variable which is, by
construction, (univariate) standard normal distribution. However, the transform does
not guarantee that the variables are multivariate normally distributed as required by
multiGaussian model. Thus, before applying Gaussian simulation, it is necessary to

check whether the variables agree with the hypothesis.

In practice, checking for bivariate normality is implemented by comparing
the experimental indicator variogram calculated at different cutoffs to the theoretical
indicator variogram (Almeida, 1993). In this study, the experimental indicator
variograms of porosity and water saturation at median cutoff (0.5 cdf value) were
calculated and then compared to the theoretical indicator variogram. Figures 4.8 and
4.9 show the experimental and theoretical indicator variograms corresponding to the
median for porosity and water saturation. As shown in the figures, these variogram
models show a generally good agreement for median cutoff for porosity and water
saturation. Thus, the results imply no rejection of the hypothesis of bi-Gaussian

model. Hence, the multiGaussian model is deemed appropriate for this study.
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Figure 4.8: Experimental and Gaussian model-derived indicator variograms for

porosity at median cutoff (0.5 cdf value).
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4.2.2 Sequential Gaussian Simulation

SGS algorithm is performed with the conditional cumulative distribution
function characterized through the simple Kriging system. At each step in the
process, a node is selected, original data and previously simulated data are used to
estimate the mean and variance of local distribution of variable and then a simulated
value is sampled from the distribution. The number and structure of points included
in the simulation is defined by the neighborhood search options. The ability to draw
multiple realizations is achieved by setting a different random path for each
realization. A random path is a sequence indicating the patterns which all the grid
locations are visited at only once. Hence, the resulting multiple image maps of

property of interest look differently while statistics are similar.

In this study, 100 realizations of porosity and water saturation were
generated and used as inputs to calculate OGIP. This number of realization is large
enough to justify the result when compared to other stochastic methods. The
reservoir of the size 420 ft x 420 ft x 130 ft was divided into 21 x 21 x 130
grids/node for simulation corresponding to a grid block size of 20 ft x 20 ft x 1 ft.
GSLIB program was used to run SGS to generate 100 realizations of porosity and

water saturation.

Practically, only blocks located within the search distance are simulated
using the constructed probability density function; therefore, the simulated blocks
are clustered around well locations. About 30-40% of blocks were simulated using
this procedure whereas the values for the rest of the blocks were inferred from the
original ‘statistics. In ‘this analysis, the simulated blocks that draw the simulated
values from the constructed probability distribution function are called local
distribution blocks while blocks that draw simulated values from the original data
statistics are called global distribution blocks. In Kriging matrix construction, the
local distribution blocks are located within the search volume, and the global
distribution blocks are located outside the search volume. The SGS parameter files

are given in Appendix A.1 and A.2, respectively.
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Statistics of simulated porosity and water saturation of each realization are
given in Appendix B.1. An example of porosity and water saturation realizations
obtained from SGS-local and global distribution are shown in Figures 4.10 and 4.11.
To check whether SGS preserves the original statistics, particular simulated porosity
and water saturation realizations were selected to compare with the original. Table
4.8 compares the statistics of the 50" realization of simulated porosity and water
saturation with those of the original data. It can be seen that distributions of the 50"
simulated porosity and water saturation realization generally reveal a similar pattern
to the original data distributions, indicating the reliability of the results. Only
correlation between porosity and water saturation is noted to be much deviated from
the original value. Furthermore, porosity and water saturation in some realizations

are no longer correlated. This is because each variable was separately generated.

Table 4.8: Statistics of the 50" realization of porosity and water saturation generated

by SGS-local and global distribution.

Water Saturation
Statistics
- Original Data SGS
Mean 16.63 16.59 42.29 43.87
Standard Deviation 2.21 2.05 10.26 9.29
Variance 4.88 4.21 105.18 86.35
Minimum 10.00 10.00 14.90 14.90
Maximum 22.62 22.69 60.00 60.00
Median 16.40 16.33 43.80 45.40
Skewness 0.072 0.154 -0.555 -0.664
Kurtosis 0.074 0.061 -0.358 -0.020
Coefficient of variability 0.133 0.124 0.243 0.212
Mean Standard Error 0.890 0.069 2.264 0.183
Correlation Original Data ~ simulated
Porosity VS. Water Sat. -0.0339




66

2D-XY Porosity at layer # 50
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Figure 4.11: Example of water saturation realization generated by SGS-local and

global distribution at layer # 50.
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For each set of realizations of variables, OGIP thus was calculated based on
simulated values at local grid blocks (substituting simulated variables in Eq. 3.3).
OGIP values for 100 realizations of variables generated with SGS-local and global
distribution are given in Appendix C.1. Histogram of simulated data is illustrated in
Figure 4.12. Table 4.9 shows summary statistics of OGIP distribution obtained from
SGS-local and global distribution. The distribution of OGIP value calculated from
100 realizations ranges from 14.26 to 15.56 Bef with a mean and variance of 14.840
and 0.079, respectively. A small positive skewness of the OGIP distribution
indicates that the distribution is slightly skewed to the left. The dispersion of
distribution which is measured by coefficient of variation is less than one (0.019). It
indicates a small degree of variation of OGIP values. OGIP at various percentiles is

llustrated in Table 4.10.

100R of OGIP SGS-local and glabal dist.
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Figure 4.12: Histogram of OGIP obtained from SGS-local and global distribution

variables.



Table 4.9: The OGIP statistics from SGS-local and global distribution

Statistics OGIP obtained from SGS-local
and global distribution (Bcf)

No. of realizations 100

Mean 14.840
Standard Deviation 0.281
Variance 0.079
Minimum 14.260
Maximum 15.560
Skewness 0.279
Kurtosis -0.229
Coefficient of variability 0.019
Mean Standard Error 0.028

Table 4.10: OGIP at various percentiles from SGS-local and global distribution.

2 =y
N £

0% 14.263
10% 14.478
20% 14.619
25% 14.683
30% 14.707
40% 14.767
50% 14.811
60% 14.857
70% 14.934
75% 15.017
80% 15.076
90% 15.219
100% 15.562
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4.3 Sequential Gaussian Cosimulation (SGCOSIM)

The third method to determine spatial distributions of porosity and water
saturation is to use SGCOSIM. SGCOSIM is conducted in the same manner as SGS
which is to perform structural analysis and conditional simulation. Moreover,
SGCOSIM allows incorporation of secondary variables in addition to primary
variable. This method relies on secondary variable that should be sampled more
densely than the primary variable. Furthermore, primary and secondary variables
have to be interdependent. The dependency between variables can be expressed as
the correlation coefficient. In this study, GSLIB program was used to construct
variogram model of primary variables, i.e., porosity and water saturation and
secondary variable, i.e., permeability and resistivity. The program was also used to
run simulation for primary variables. Then, 100 realizations of primary variables

were simulated. OGIP were then estimated.
4.3.1 Structure analysis (Variogram model)

Variogram of porosity and water saturation which are constructed using
SGS can be applied for SGCOSIM. The additional steps are to establish the
variogram for secondary variables, i.e., permeability and resistivity. As required by
Gaussian assumption, all variables were transformed to normal score data. The
structural analysis was performed on transformed data. Normal score transform for
permeability and resistivity using GSLIB program are illustrated in Table 4.11. The
first three columns in the table are X, Y, and Z coordinate. The next two columns are
permeability and resistivity and the last two columns are normal score transform of
permeability and resistivity, respectively. The statistical analysis of secondary
variables is given in section 3.2. Histogram of original and normal score

permeability and resistivity are illustrated in Figures 4.13 and 4.14.



Table 4.11: Permeability and resistivity normal score transform.
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X Y z K Rt NS:K | NS:Rt X Y 4 K Rt NS:K | NS:Rt
411.97 | 31.58 | 4142 4.32 12.50 | -1.180 | -2.325 387.55 | 18.18 | 72.52 6.92 27.52 | -0.576 | -0.225
411.38 | 31.25 | 4217 1.36 12.51 | -2.150 | -2.229 387.25 | 18.01 72.90 5.73 27.68 | -0.765 | -0.195
411.09 | 31.09 | 42.55 1.40 12.46 | -2.083 | -2.449 386.96 | 17.85 | 73.27 4.44 28.07 | -1.125 | -0.050
410.79 | 30.93 | 42.92 1.95 12.52 | -1.733 | -2.150 386.66 | 17.69 | 73.64 3.61 28.52 | -1.357 | 0.057
409.32 | 30.12 | 44.80 0.57 13.00 | -2.449 | -1.971 386.37 | 17.53 | 74.02 3.75 28.97 | -1.322 | 0.130
408.14 | 29.48 | 46.30 0.76 11.54 | -2.325 | -2.982 386.08 | 17.37 | 74.39 5.01 29.48 | -0.876 | 0.195
406.08 | 28.34 | 48.92 3.19 13.93 | -1.474 | -1.801 385.78 | 17.21 74.76 7.83 29.94 | -0.501 | 0.232
405.79 | 28.18 | 49.30 4.60 14.88 | -1.072 | -1.672 38549 | 17.05 | 75.14 12.57 | 30.33 | 0.072 | 0.329
40549 | 28.02 | 49.67 5.17 15.70 | -0.855 | -1.565 385.20 | 16.89 | 75.51 18.74 | 30.76 | 0.414 | 0.360
405.20 | 27.86 50.05 4.27 16.32 | -1.195 | -1.541 38490 | 16.73 | 75.89 | 2560 | 31.12 | 0.534 | 0.429
404.90 | 27.70 50.42 4.77 16.77 | -0.975 | -1.413 384.61 | 16.56 | 76.26 | 28.61 31.28 | 0.663 | 0.461
404.61 | 27.54 50.80 9.92 17.14 | -0.217 | -1.085 384.31 | 16.40 | 76.64 | 26.03 | 31.32 | 0.559 | 0.469
404.31 | 27.37 51.17 16.63 17.45 | 0.329 | -0.941 384.02 | 16.24 | 77.01 22.89 | 31.24 | 0.461 0.453
404.02 | 27.21 51.55 14.91 17.62 | 0.232 | -0.897 383.73 | 16.08 | 77.38 | 22.06 | 30.95 | 0453 | 0.390
403.72 | 27.05 51.92 9.86 17.62+] -0.232 | -0.876 38343 | 15.92 | 77.76 | 20.60 | 30.65 | 0.437 | 0.352
403.43 | 26.89 52.30 6.85 17.41 ] -0.585 | -0.964 383.14 | 15.76 | 78.13 17.91 30.60 | 0.360 | 0.344
403.14 | 26.73 52.67 5.48 16.91 [.-0.804 | -1.375 382.85 | 15.60 | 78.50 14.88 | 30.78 | 0.225 | 0.367
402.84 | 26.57 53.05 4.80 16.46 | -0.941 | -1.474 382.55 | 15.44 | 78.88 13.16 | 30.97 | 0.101 0.398
402.55 | 26.41 53.42 4.61 16.52 | -1.047 | -1.453 382.26 | 15.27 | 79.25 1347 | 31.02 | 0.137 | 0.406
401.66 | 25.92 54.55 1.98 17.44 | -1.702. | -0.952 381.96 | 15.11 79.63 15.07 | 31.03 | 0.239 | 0.414
401.37 | 25.76 54.92 1.53 17.65 | -2.024 | -0.865 381.67 | 14.95 | 80.00 17.25 | 31.16 | 0.344 | 0.437
401.07 | 25.60 55.30 1.66 18.14 | -1.839 | -0.756 381.38 | 14.79 | 80.38 17.71 31.41 | 0.352 | 0477
400.78 | 25.44 55.67 4.61 19.27 | -1.035 | -0.672 381.08 | 1463 | 80.75 16.32 | 31.64 | 0.306 | 0.493
40049 | 25.27 56.05 10.88 | 20.64 | -0.108 | -0.637 380.79 | 14.47 | 81.12 15.36 | 31.79 | 0.254 | 0.510
400.19 | 25.11 56.42 13.76 21.70 | 0.181 ] -0.602 380.50 | 14.31 81.50 13.54 | 31.76 | 0.151 0.501
399.90 | 24.95 56.80 11.74 | 22.39 | -0.014 ] -0.568 380.20 | 14.15 | 81.87 11.55 | 31.42 | -0.029 | 0.485
399.60 | 24.79 57.17 6.94 22.75 | -0.568 /| -0.526 379.91 | 1399 | 8225 10.42 30.87 | -0.166 | 0.383
397.83 | 23.82 59.42 5.37 23.28 | -0.834 | -0.429 379.61 | 13.82 | 82.62 1040 | 30.34 | -0.173 | 0.337
397.54 | 23.66 59.80 5.82 23.43 |--0.727-] -0.422 379.32 | 13.66 | 82.99 10.14 | 30.09 | -0.202 | 0.269
396.66 | 23.17 60.92 6.27 24.25 |-0.672" | -0.414 379.03 | 13.50 | 83.37 10.65 | 30.28 | -0.144 | 0.314
396.36 | 23.01 61.30 6.66 24.71 | -0.637] -0.406 378.73 | 13.34 | 83.74 1252 | 31.06 | 0.050 | 0.422
396.07 | 22.85 61.67 5.94 25.01.| =0.700. | -0.398 378.44 | 13.18 | 84.11 1147 | 3259 | -0.050 | 0.534
395.77 | 22.69 62.05 5.49 25.18 | -0.794 | -0.390 378.15 | 13.02 | 84.49 8.94 34.82 | -0.375 | 0.654
395.48 | 22.53 62.42 5.09 25.35 | -0.865 | -0.383 377.85 | 12.86 | 84.86 8.00 37.54 | -0.469 | 1.085
395.18 | 22.37 62.80 4.58 25.56 | -1.085 | -0.375 37756 | 12.70 | 85.24 9.70 4049 | -0.247 | 1.210
394.89 | 22.20 63.17 4.85 25.75 | -0.919 | -0.367 377.26 | 12.54 | 85.61 1540 | 44.61 | 0.262 1.305
394.60 | 22.04 63.54 6.25 25.94 | -0.681 | -0.360 376.97 | 12.37 | 85.99 | 28.35 | 52.25 | 0.645 1.616
394.30 | 21.88 63.92 8.01 26.23 | -0.461 | -0.8352 376.68 | 12.21 86.36 51.22 63.55 | 1.085 1.643
394.01 | 21.72 64.29 8.82 26.55 | -0.390 | -0.337 376.38 | 12.05 | 86.73 72.06 | 75.51 1.518 1.702
393.72 | 21.56 64.67 8.85 26.70 | -0.383 | -0.314 376.09 | 11.89 | 87.11 76.43 | 85.83 | 1.643 1.766
393.42 | 21.40 65.04 8.65 26.71 | -0.414" -0.306 375.80 | 11.73 | 87.48 | 65.23 | 93.41 1.375 1.801
393.13 | 21.24 65.41 9.26 26.69 1| -0:306| 0.321 375.50 | ~11.57 | 87.85 | 59.62 98.20 | 1.225 1.880
392.83 | 21.08 65.79 10.90 | 26.78 | -0.101 | -0.299 375.21 | 11.41 88.23 | 68.80 | 102.16 | 1.453 1.923
392.54 | 20.92 66.16 10.79 | 27.06 | -0.130 | -0.276 37491 | 11.25 | 88.60 | 95.82 | 106.74 | 1.880 | 2.024
392.25 | 20.75 66.54 9.12 27.30 | -0.329 | -0.269 37462 | 11.08 | 88.98 | 148.22 | 110.15 | 2150 | 2.150
391.95 | 20.59 | 66.91 7.54 27.33 | -0.518 | -0.247 374.33 | 10.92 89.35 | 207.47 | 111.31 | 2.449 | 2.229
391.66| 20.43 67.28 5.77 27.38 [0.756 | -0.282 374.03 | 10.76 | 89.73 | 233.44 | 11218 | 2.982 | 2.449
391.37 | 20.27 67.66 4.80 27.66 |[-0.964 |-0.202 373.74 | 10.60 | 90.10 | 216.20 | 113.07 | 2.628 | 2.982
391.07 | 20.11 68.03 5.38 28.20 | -0.824 | 0.022 373.45| 10.44 | 90.47 | 193.11 | 113.02 | 2.325 | 2.628
390.78 | 19.95 68.41 6.58 28.76 | -0.645 | 0.101 373.15| 10.28 | 90.85 | 157.22 | 111.93 | 2.229 | 2.325
39048 | 19.79 68.78 6.71 29.04 | -0.619 | 0.144 372.86 | 10.12 91.22 | 104.46 | 109.23 | 2.024 | 2.083
390.19 | 19.63 69.15 5.57 29.10 | -0.785 | 0.173 372.56 9.96 91.60 | 56.05 | 104.63 | 1.152 1.971
389.90 | 19.47 69.53 4.13 29.05 | -1.225 | 0.159 372.27 9.80 91.97 19.10 | 96.84 | 0.422 1.839
389.60 | 19.30 69.90 2.87 28.92 | -1.518 | 0.122 371.98 9.63 92.34 3.61 82.90 | -1.339 | 1.733
389.31 | 19.14 70.28 1.90 28.79 | -1.766 | 0.115 371.68 9.47 92.72 0.48 63.64 | -2.982 | 1.672
389.02 | 18.98 70.65 1.57 28.61 | -1.923 | 0.072 367.86 7.38 97.58 2.54 19.72 | -1.565 | -0.654
388.72 | 18.82 71.02 2.24 28.33 | -1.616 | 0.043 367.57 7.22 97.95 9.64 20.81 | -0.262 | -0.628
388.43 | 18.66 71.40 4.41 28.05 | -1.152 | -0.057 367.28 7.06 98.33 | 24.06 | 21.59 | 0.493 | -0.610
388.13 | 18.50 71.77 6.96 27.80 | -0.559 | -0.173 366.98 6.89 98.70 35.66 | 2219 | 0.824 | -0.576
387.84 | 18.34 72.15 7.57 27.59 | -0.510 | -0.217 366.69 6.73 99.08 36.62 22,65 | 0.855 | -0.551




Table 4.11: Permeability and resistivity normal score transform (continued).
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X Y z K Rt NS:K | NS:Rt X Y 4 K Rt NS:K | NS:Rt
366.40 | 6.57 99.45 | 35.15 | 23.01 | 0.794 | -0.493 37.68 | 201.75 | 11.35 | 23.52 | 36.76 | 0.485 | 0.952
366.10 | 6.41 99.82 | 3147 | 23.17 | 0.709 | -0.461 37.38 | 20163 | 11.72 | 26.87 | 36.81 | 0.593 | 0.975
365.81 6.25 100.20 | 23.03 | 23.17 | 0.477 | -0.453 37.09 | 201.50 | 12.09 33.56 | 36.87 | 0.765 | 0.998
365.51 6.09 100.57 | 15.43 | 23.16 | 0.276 | -0.469 36.79 | 201.38 | 12.45 37.68 | 36.81 | 0.886 | 0.987
365.22 5.93 100.95 | 10.77 | 23.09 | -0.137 | -0.477 36.49 | 201.26 | 12.82 38.29 | 36.68 | 0.897 | 0.930
364.93 5.77 101.32 9.15 22.88 | -0.321 | -0.510 36.18 | 201.13 | 13.19 3490 | 36.58 | 0.785 | 0.897
364.63 5.61 101.69 9.41 22.69 | -0.276 | -0.534 35.88 | 201.01 | 13.56 30.16 | 36.41 | 0.690 | 0.855
364.34 5.44 102.07 9.95 22.65 | -0.210 | -0.543 35.58 | 200.88 | 13.92 | 28.53 | 36.05 | 0.654 | 0.814
364.05 5.28 102.44 | 10.84 22.81 | -0.122 | -0.518 35.28 | 200.76 | 14.29 | 28.29 | 35.62 | 0.637 | 0.765
363.75 5.12 102.82 | 11.50 23.08 | -0.043 | -0.485 3498 | 200.64 | 14.66 | 2649 | 3534 | 0.585 | 0.737
36346 | 4.96 103.19 9.85 23.25 | -0.239 | -0.437 34.68 | 200.51 | 15.02 | 24.24 | 35.22 | 0.501 0.727
363.16 | 4.80 103.56 | 8.38 23.22 | -0.429 | -0.445 34.38 | 200.39 | 15.39 | 2429 | 35.17 | 0.510 | 0.718
362.87 | 4.64 103.94 8.98 22.91 | -0.367 | -0.501 34.08 | 20026 | 15.76 | 2599 | 35.11 | 0.551 0.700
362.58 | 4.48 104.31 9.48 2244 | -0.269 | -0.559 33.78 | 200.14 | 16.13 | 27.93 | 35.06 | 0.628 | 0.690
362.28 | 4.32 104.69 7.86 22.07 | -0.493 | -0.585 33.48 | 200.01 | 16.49 | 28.66 | 3493 | 0.672 | 0.672
361.99 | 4.15 105.06 5.78 21.81 | -0.746 | -0.593 33.18 | 199.89 | 16.86 | 22.96 | 34.79 | 0.469 | 0.637
361.69 3.99 10543 | 4.80 21:33 |,-0.952 | -0.619 32.88 | 199.77 | 17.23 18.36 | 34.68 | 0.383 | 0.619
361.40 3.83 105.81 4.92 20.37 | -0.886 | -0.645 32.58 | 199.64 | 17.59 15.07 | 34.45 | 0.247 | 0.602
361.11 3.67 106.18 | 4.92 19.15 | -0.897 | -0.690 32.28 | 199.52 | 17.96 12.87 | 33.91 | 0.094 | 0.585
358.76 | 2.38 109.17 0.54 14.26 | -2.628 | -1.766 31.98 | 199.39 | 18.33 1217 | 3296 | 0.022 | 0.559
358.46 | 2.22 109.55 | 2.35 14.61 | -1.590 | -1.702 31.68 | 199.27 | 18.69 12.72 | 31.85 | 0.079 | 0.518
358.17 | 2.06 109.92 7:83 15.49 | -0.534 | -1.616 31.38 | 199.14 | 19.06 13.29 | 30.82 | 0.122 | 0.375
357.88 1.90 110.30 | 12.54 16.40 | 0.065 | -1.496 31.08 | 199.02 | 19.43 1319 | 29.74 | 0.108 | 0.210
357.58 1.74 110.67 | 14.10 17.16 | 0.195 | -1.059 30.78 | 198.90 | 19.80 1242 | 28.67 | 0.043 | 0.086
357.29 1.58 111.05 | 12.40 17.68 | 0.036 | -0.855 30.48 | 198.77 | 20.16 11.83 | 28.05 | 0.007 | -0.065
355.53 0.61 11329 | 4.75 17.07 | -0.987 | -1.138 30.18 | 198.65 | 20.53 11.72 | 27.94 | -0.022 | -0.115
355.23 0.45 113.66 | 6.74 17.26 | -0.602 | -1.085 29.88 | 198.52 | 20.90 1119 | 27.92 | -0.072 | -0.130
354.94 0.29 114.04 9.10 17.33 | -0.337" | -1.010 29.58 | 198.40 | 21.27 9.92 27.89 | -0.225 | -0.166
354.64 0.13 114.41 | 14.08 16.93 | 0.188 | -1.305 29.28 | 198.28 | 21.63 8.30 27.89 | -0.445 | -0.159
46.97 | 205.59 | 0.00 38.55 | 37.60 | 0.908 1.098 28.97 | 198.15 | 22.00 6.72 27.90 | -0.610 | -0.151
46.67 | 205.47 | 0.37 64.33 | 37.98 | 1.339 1.138 28.67 | 198.03 | 22.37 5.82 27.96 | -0.718 | -0.101
46.37 | 205.35 | 0.74 7239 | 36.63 | 1.565 | 0.908 28.37 | 197.90 | 22.73 6.02 27.95 | -0.690 | -0.108
46.07 | 205.22 1.10 72.30 34.56 | 1.541 0.610 28.07 | 197.78 | 23.10 6.85 27.92 | -0.593 | -0.137
45.77 | 205.10 1.47 69.82 33.48 | 1.496 | 0.576 27.77 | 197.65 | 23.47 7.30 28.00 | -0.543 | -0.086
45.47 | 204.97 1.83 67.82 33.48 | 1.413 | 0.568 2747 | 197.53 | 23.84 6.51 28.08 | -0.654 | -0.043
45.18 | 204.85 | 2.20 80.37 | 32.74 | 1.702 | 0.551 2717 | 197.41 | 24.20 4.70 28.11 | -1.010 | -0.014
44.88 | 204.73 | 2.57 97.53 32.64 | 1.923 | 0.543 26.87 | 197.28 | 24.57 3.61 28.11 | -1.375 ] -0.029
44.58 | 204.60 | 2.93 94.81 35.13 | 1.801 0.709 26.57 | 197.16 | 24.94 4.03 28.12 | -1.240 | -0.007
44.28 | 204.48 | 3.30 84.65 | 36.51 1.766 | 0.876 26.27 | 197.03 | 25.31 5.80 28.17 | -0.737 | 0.007
43.98 | 204.35 | 3.67 68.87 | 37.21 1.474 1.035 2597 | 196.91 | 25.67 8.03 28.20 | -0.453 | 0.014
43.68 | 204.23 | 4.03 58.47 | 37.35 | 1.195 1.059 25.67 | 196.78 | 26.04 9.28 28.16 | -0.299 | 0.000
43.38 | 204.11 4.40 56.89 | /37.23 /| 1.166 1.047 25.37 | 196.66|. 26.41 8.81 28.11 | -0.398 | -0.022
43.08 | 203.98 | 4.76 62.86 37.09 | 1.305 1.022 25.07 | 196.54 | 26.77 6.68 28.08 | -0.628 | -0.036
42.78 | 203.86 | 5.13 74.80 36.98 | 1.590 1.010 2477 | 196.41 | 27.14 4.51 28.04 | -1.111 | -0.072
4248 | 203.73 | 5.50 79.67 | 36.71 1.672 | 0.941 24.46 | 196.29 | 27.51 3.90 27.98 | -1.272 | -0.094
42.18 | 203.61 5.86 76.39 | 36.41 1.616 | 0.845 2416 | 196.16 | 27.88 4.36 27.90 | -1.166 | -0.144
41.88 | 203.49 | 6.23 68.78 | 36.23 | 1.433 | 0.834 23.86 | 196.04 | 28.25 4.61 27.65 | -1.059 | -0.210
41.58 | 203.36 | 6.59 5665 | 36.07 | 1.138 | 0.824 23.56 | 195.91 | 28.62 4.27 27.32 | -1.210 | -0.254
41.28 | 203.24 | 6.96 47.98 | 35.90 | 1.047 | 0.804 23.26 | 195.79 | 28.98 3.24 27.31 | -1.433 | -0.262
40.98 | 203.12 | 7.33 45.79 | 35.72 | 0.987 | 0.794 22.96 | 195.66 | 29.35 2.15 27.79 | -1.643 | -0.181
40.68 | 202.99 | 7.69 50.34 35.62 | 1.072 | 0.775 22.66 | 195.54 | 29.72 2.02 28.49 | -1.672 | 0.050
40.38 | 202.87 | 8.06 62.77 | 3541 1.272 | 0.746 22.36 | 195.41 | 30.09 3.09 29.08 | -1.496 | 0.166
40.08 | 202.74 | 8.43 81.58 | 35.03 | 1.733 | 0.681 20.55 | 194.67 | 32.30 4.65 30.12 | -1.022 | 0.276
39.78 | 20262 | 8.79 101.91 | 34.80 | 1.971 0.645 20.25 | 194.54 | 32.67 4.01 30.15 | -1.256 | 0.291
39.48 | 202.50 | 9.16 110.35 | 34.73 | 2.083 | 0.628 19.95 | 194.42 | 33.03 5.58 30.18 | -0.775 | 0.299
39.18 | 202.37 | 9.52 95.07 | 34.87 | 1.839 | 0.663 19.65 | 194.29 | 33.40 9.39 30.18 | -0.291 | 0.306
38.88 | 202.25 | 9.89 67.79 | 35.67 | 1.394 | 0.785 19.34 | 194.17 | 33.77 15.42 30.14 | 0.269 | 0.284
38.58 | 202.12 | 10.26 | 47.77 | 36.43 | 1.035 | 0.865 19.04 | 194.04 | 34.14 | 26.03 | 30.06 | 0.568 | 0.262
38.28 | 202.00 | 10.62 | 36.00 36.57 | 0.845 | 0.886 18.74 | 193.92 | 34.51 33.16 | 30.00 | 0.737 | 0.254
37.98 | 201.88 | 10.99 | 27.01 36.65 | 0.610 | 0.919 18.44 | 193.80 | 34.88 3197 | 29.98 | 0.718 | 0.247
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X Y z K Rt NS:K | NS:Rt X Y 4 K Rt NS:K | NS:Rt
18.14 | 193.67 | 3524 | 3040 | 29.97 | 0.700 | 0.239 182.81 | 407.93 | 87.76 9.01 17.01 | -0.360 | -1.180
17.84 | 193.55 | 35.61 2537 | 29.86 | 0.526 | 0.225 182.49 | 408.00 | 88.16 11.44 17.01 | -0.057 | -1.210
17.54 | 193.42 | 35.98 17.97 | 29.61 | 0.367 | 0.202 182.17 | 408.07 | 88.56 11.96 16.93 | 0.014 | -1.339
17.24 | 193.30 | 36.35 11.556 | 29.32 | -0.036 | 0.181 181.85 | 408.14 | 88.96 11.30 16.89 | -0.065 | -1.394
16.93 | 193.17 | 36.72 9.40 29.03 | -0.284 | 0.137 181.53 | 408.21 | 89.36 10.19 16.93 | -0.195 | -1.322
16.63 | 193.05 | 37.08 8.40 28.71 | -0.422 | 0.094 181.21 | 408.28 | 89.76 9.65 16.97 | -0.254 | -1.240
16.33 | 192.92 | 37.45 10.44 28.33 | -0.151 | 0.036 178.97 | 408.78 | 92.56 7.93 16.96 | -0.485 | -1.256
16.03 | 192.80 | 37.82 16.25 | 27.93 | 0.299 | -0.122 178.65 | 408.85 | 92.96 5.20 16.95 | -0.845 | -1.288
14.83 | 192.30 | 39.29 10.85 | 26.85 | -0.115 | -0.291 178.33 | 408.92 | 93.36 3.56 16.96 | -1.413 | -1.272
13.62 | 191.80 | 40.77 4.44 26.41 | -1.138 | -0.344 178.01 | 408.99 | 93.76 3.21 16.93 | -1.453 | -1.357
13.32 | 191.68 | 41.14 7.40 26.58 | -0.526 | -0.329 177.37 | 409.14 | 94.56 5.86 16.99 | -0.709 | -1.225
13.01 | 191.55 | 41.51 11.80 26.93 | 0.000 | -0.284 177.05 | 409.21 | 94.97 8.78 17.02 | -0.406 | -1.166
12.71 | 191.43 | 41.88 14.31 27.37 | 0.210 | -0.239 176.73 | 409.28 | 95.37 13.71 17.01 | 0.166 | -1.195
1241 | 191.30 | 42.25 13.72 | 27.76 | 0.173 | -0.188 176.41 | 409.35 | 95.77 18.15 17.06 | 0.375 | -1.152
1211 | 19118 | 42.61 16.06 28.03 | 0.291 | -0.079 176.09 | 409.42 | 96.17 16.61 1712 | 0321 | -1.111
11.81 | 191.06 | 4298 | 20.17 | 28.31 | 0.429 | 0.029 175.77 | 409.49 | 96.57 13.54 17.12 | 0.144 | -1.125
11.50 | 190.93 | 43.35 18.41 28.55 | 0.398 | 0.065 175.45 | 409.56 | 96.97 12.30 17.13 | 0.029 | -1.098
11.20 | 190.80 | 43.72 13.28 28.65 | 0.115 | 0.079 175.13 | 409.63 | 97.37 11.12 17.15 | -0.079 | -1.072
10.90 | 190.68 | 44.09 8.35 28.78 | -0.437 | 0.108 174.80 | 409.71 | 97.77 10.22 17.19 | -0.181 | -1.047
10.60 | 190.55 | 44.46 4.85 29.05 | -0.908.] 0.151 174.48 | 409.78 | 98.18 10.43 17.26 | -0.159 | -1.022
10.30 | 190.43 | 44.83 3.78 29.37 | -1.305 | 0.188 174.16 | 409.85 | 98.58 11.05 17.34 | -0.086 | -0.998
9.99 190.30 | 45.20 4.71 29.74 | -0.998 | 0.217 173.84 | 409.92 | 98.98 12.53 17.38 | 0.057 | -0.987
9.69 190.18 | 45.57 10.95 | 30.31 | -0.094 | 0.321 173.562 | 409.99 | 99.38 14.31 17.40 | 0.202 | -0.975
9.39 190.05 | 45.94 18.39 | 31.22 | 0.390 | 0.445 172.56 | 410.21 | 100.58 | 13.38 17.62 | 0.130 | -0.886
9.09 189.93 | 46.31 29.27 | 32.44 | 0.681 0.526 172.24 | 410.28 | 10099 | 11.75 17.73 | -0.007 | -0.845
8.78 189.80 | 46.68 | 37.53 | 33.94 | 0.876 | 0.593 171.92 | 410.35 | 101.39 9.04 17.81 | -0.352 | -0.834
8.48 189.68 | 47.05 | 40.40 35.55 | 0.930 | 0.756 171.60 | 410.42 | 101.79 9.17 17.88 | -0.314 | -0.814
8.18 189.55 | 47.41 40.64 36.77 | 0.941 0.964 171.28 | 41049 | 102.19 | 13.57 17.89 | 0.159 | -0.804
7.88 189.43 | 47.78 | 37.44 37.38 | 0.865 1.072 170.96 | 410.56 | 102.59 | 20.97 17.88 | 0.445 | -0.824
7.58 189.30 | 48.15 33.50 37.70 | 0.756 (bR 170.64 | 410.63 | 102.99 | 27.01 17.91 | 0.602 | -0.794
7.28 189.18 | 48.52 | 3345 | 37.93 | 0.746 1128 170.31 | 410.71 | 103.40 | 25.71 17.98 | 0.543 | -0.775
6.97 189.05 | 48.89 | 35.86 38.18 | 0.834 1.152 169.99 | 410.78 | 103.80 | 17.22 18.07 | 0.337 | -0.765
6.67 188.93 | 49.26 | 35.36 38.45 | 0.804 1.166 169.67 | 410.85 | 104.20 | 12.77 18.15 | 0.086 | -0.746
6.37 188.80 | 49.63 | 3547 | 39.10 | 0.814 1.180 169.35 | 410.92 | 104.60 | 14.59 18.21 | 0.217 | -0.737
6.07 188.68 | 50.00 | 39.85 | 40.31 | 0.919 12195 169.03 | 410.99 | 105.00 | 16.49 18.24 | 0.314 | -0.727
5.76 188.55 | 50.37 | 46.20 | 41.33 | 0.998 1.225 168.71 | 411.06 | 10541 | 15.60 18.34 | 0.284 | -0.718
5.46 188.43 | 50.74 | 54.01 41.91 1.125 1.240 168.39 | 411.13 | 105.81 | 18.71 18.65 | 0.406 | -0.709
5.16 188.30 | 51.10 | 61.21 4246 | 1.256 1.256 168.07 | 411.21 | 106.21 | 27.03 19.15 | 0.619 | -0.700
4.86 188.18 | 51.48 | 59.98 | 43.09 | 1.240 1.272 167.74 | 411.28 | 106.61 | 33.05 19.54 | 0.727 | -0.663
4.56 188.05 | 51.84 53.18 | 43.81 1.111 1.288 167.42 | 411.35 | 107.02 | 34.79 19.24 | 0.775 | -0.681
4.25 187.93 | 52.21 48.73 | 44.66 | 1.059 1.322 167.10 | 411.42 | 107.42 | 26.35 17.60 | 0.576 | -0.908
3.95 187.80 | 52.58 | 47.18 | 45.45 | 1.022 1.339 151.98 | 414.78 | 126.35 1.33 15.67 | -2.229 | -1.590
3.65 187.68 | 52.95 | 44.60 | 46.04 | 0.964 1.357 151.66 | 414.86 | 126.76 1.64 16.77 | -1.880 | -1.433
3.35 187.55 | 53.32 | 4262 | 46.34 | 0.952 1.394 151.33 | 414.93 | 127.16 1.82 17.58 | -1.801 | -0.919
3.04 18743 | 53.69 | 45.32 | 46.47 | 0.975 1.413 151.01 | 415.00 | 127.56 2.55 17.92 | -1.541 | -0.785
2.74 187.30 | 54.06 51.64 | 46.74 | 1.098 1.433 150.69 | 415.07 | 127.97 | 4.53 17.51 | -1.098 | -0.930
2.44 187.18 | 54.43 | 57.67 | 47.07 | 1.180 1.474 150.37 | 41514 | 128.37 6.48 16.37 | -0.663 | -1.518
2.14 187.05 | 54.80 | 62.78 | 47.29 | 1.288 1.541 150.05 | 415.21 | 128.77 | 4.81 15.00 | -0.930 | -1.643
1.83 186.93 | 55.17 | 65.16 | 47.24 | 1.357 1.518 149.72 | 415.29 | 129.18 1.56 13.56 | -1.971 | -1.880
1.53 186.80 | 55.54 | 63.94 | 47.07 | 1.322 1.453
1.23 186.68 | 55.91 59.16 | 47.12 | 1.210 1.496
0.92 186.55 | 56.28 | 46.50 | 47.38 | 1.010 1.590
0.62 186.43 | 56.65 | 24.55 | 47.36 | 0.518 1.565
0.32 186.30 | 57.02 7.06 46.30 | -0.551 1.375

187.28 | 406.93 | 82.16 7.97 14.29 | -0.477 | -1.733
186.96 | 407.00 | 82.56 10.22 13.82 | -0.188 | -1.839
186.64 | 407.07 | 82.96 9.08 13.12 | -0.344 | -1.923
186.32 | 407.14 | 83.36 5.43 12.60 | -0.814 | -2.083
186.00 | 407.21 | 83.76 3.82 1243 | -1.288 | -2.628
185.68 | 407.29 | 84.16 3.60 12.60 | -1.394 | -2.024
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Permeability Histogram
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Figure 4.13: Histogram of original and normal score transform of permeability.
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Resistivity Histogram
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Figure 4.14: Histogram of original and normal score transform of resistivity.
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To determine the spatial structure for permeability and resistivity, variogram
calculations were performed. An omni-directional variogram calculation was carried
out with an expectation that searching in all directions will increase possibility of
finding pairs of data. It is noted that when omni-direction is applied, the spatial
variability is assumed to be the same for all directions; hence, the variogram is an
isotropic model. It is important to note that the contribution of secondary variables to
the simulation of primary variables depends largely on two factors which are the
degree of correlation among variables and their spatial structures. Large correlation
values between primary and secondary variables (Table 3.4) justify the incorporation
of secondary the variables in simulation of primary variables through the use of
SGCOSIM method. Figures 4.15 and 4.16 illustrate the variograms in omni-direction
for the original data and normal score transform of permeability and resistivity,

respectively.

Permeability and resistivity are best fitted by spherical model with 10-30%
nugget and a range of 110-130 ft for normal score. The parameters for the omni-
directional variograms of the original and normal score transform of permeability

and resistivity are given in Table 4.12.

Table 4.12: Parameters for omni-directional variograms of permeability and

resistivity.
it Original Data Normal Score Data
Variable l?llre.c tional Model
prRogrant Sill | Nugget | Range (ft)[ Sill | Nugget | Range (ft)
Permeability Omni Spherical | 1010.0 | 300.0 140 1.0 0.3 130
Resistivity Omni Spherical | 320.0 | 100.0 110 1.0 0.1 110

As mentioned before, there is a need to check for multivariate normal
distribution on both primary and secondary variables. The check for bivariate

normality of permeability and resistivity was performed in the next step.
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Figure 4.15: Omni-directional variogram of the original data and normal score

transform of permeability.
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Figure 4.16: Omni-directional variogram of the original data and normal score

transform of resistivity.
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Checking for Bivariate Normality

Similar to the checking of bivariate normality of primary variables, the
experimental indicator variograms of permeability and resistivity at median cutoff
(0.5 cdf value) were calculated and compared to the theoretical indicator variograms.
Figures 4.17 and 4.18 show the experimental and theoretical indicator variograms
corresponding to the median cutoff for permeability and resistivity, respectively. As
seen in the figures, the experimental and theoretical indicator variograms show
generally good correspondence, implying that the secondary variables follow

multiGaussian assumption.

Bivariate checking Permeability omni

o Experimental
Gaussian model

.000

—r—rr T T T T T
0. 100. 200. 300. 400.

Distance

Figure 4.17: Experimental and Gaussian model-derived indicator variograms for

permeability at median cutoff (0.5 cdf value).
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Figure 4.18: Experimental and Gaussian model-derived indicator variograms for

resistivity at median cutoff (0.5 cdf value).
4.3.2 Sequential Gaussian Cosimulation

In order to perform SGCOSIM, the hierarchy of primary variables was
defined. In this study, porosity was considered as the first primary variable to be
simulated, and the other primary variable to be jointly simulated was water
saturation. The permeability and resistivity were then considered to be secondary
variables. In cosimulation, the secondary data must be available at all points to be
simulated. Since the permeability and resistivity are available at the same locations
as primary data, it is necessary to complete that information with a prior simulation.
SGS and Collocated SGS were applied to simulate secondary variables for all blocks

in the area of study.

The grid discretization is the same as in case of SGS, i.e., 21 x 21 x 130
grids/node corresponding to a block size of 20 ft x 20 ft x 1ft. The simulation for all
variables was performed in three dimensions (3-D). GSLIB program was used to
simulate the distribution of resistivity via SGS and permeability via Collocated SGS.
The SGS and Collocated SGS parameter files are provided in Appendix A.3 and A.4,
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respectively. Once the permeability and resistivity were available at all grid blocks,
the SGCOSIM algorithm was applied. The variogram models used for all variables
were prepared as discussed earlier. The cross-covariance between primary and
secondary variables was inferred from the product of correlation coefficient between
primary and secondary variables and the spatial structure of primary variable as
defined in Markov assumption. Only linear correlation coefficients are required as
described in Chapter II. Therefore, correlation coefficient matrix file (Appendix A.6)
between primary and secondary variables, must be provided when performing

SGCOSIM.

One hundred realizations of porosity and water saturation were simulated
and are given in Appendix B.2. The SGCOSIM parameter file is given in Appendix
A.5. An example of porosity and water saturation realizations obtained from
SGCOSIM-local distribution are shown in Figures 4.19 and 4.20. To check whether
SGCOSIM preserves the original statistics, particular simulated porosity and water
saturation realizations were selected to compare with the original data. Table 4.13
compares the statistics of the 50" realization of simulated porosity and water
saturation with those of the original data. It is observed that distributions of the 50"
simulated porosity and water saturation realization are close to original statistics. It

can be said that the original statistics still preserve in cosimulation process.

Table 4.13: Statistics of the 50" realization of porosity and water saturation
generated by SGCOSIM-local and global distribution.

Water Saturation

Statistics —
Original Data SGCOSIM = (oil:[HEIIEI=I  SGCOSIM
Mean 16.63 16.64 42.29 42.39
Standard Deviation 2.21 2.18 10.26 10.78
Variance 4.88 4.74 105.18 116.11
Minimum 10.00 10.00 14.90 14.90
Maximum 22.62 22.70 60.00 60.00
Median 16.40 16.41 43.80 44.10
Skewness 0.072 0.099 -0.555 -0.574
Kurtosis 0.074 0.024 -0.358 -0.402
Coefficient of variability 0.133 0.131 0.243 0.254
Mean Standard Error 0.890 0.070 2.264 0.177

Correlation Original Data Simulated data
Porosity VS. Water Sat. -0.3415 -0.6443
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However, the correlation coefficient between simulated porosity and water
saturation increases in comparison to the original statistics. This can be explained
that SGCOSIM model takes into account correlation among variables. Hence, there
is a possibility that the contribution of secondary variables will change the
correlation of the original data especially when the correlation of primary and
secondary variables is high. In this case, there is a strong correlation between
porosity-permeability and porosity-fonnatio’gxrf:__sistivity with the correlation value of
0.811 and 0.604, respectively. A moderate tc; strong correlation is observed in the
correlation between water saturation:)permeability and water saturation-formation

resistivity with the cor/rglati‘on value of[, -0.424 and -0.625, respectively.

Figure 4.19: Example of porosity realization generated by SGCOSIM-local and
global distribution at layer # 50.
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Figure 4.20: Example of water saturati&n realization generated by SGCOSIM-local
and global distribjl;tiop at layer # 50.

I
The OGIP were calculated basedfgn,ﬁmulated variables of each grid block

(substituting simulated data into Eq.3.3§f::?he calculated OGIPs resulted from
SGCOSIM-local and global distribution of 100 realizations are given in Appendix
C.2. Table 4.14 shows summary statistics of OGIP distribution obtained from
SGCOSIM-local and global distribution. Histogram of simulated data is illustrated in
Figure 4.21. The OGIP ranges from 15.050 to 15.338 Bef with a mean and variance
of 15.186 and 0.003, respectively. Variance of OGIP is shown in good
corresponding to coefficient of variation of 0.004. The OGIP distribution is slightly
skewed to the left with a skewness of 0.175. The OGIPs at various percentiles

obtained from SGCOSIM-local and global distribution are illustrated in Table 4.15.
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Table 4.14: The OGIP statistics from SGCOSIM-local and global distribution.

OGIP obtained from SGCOSIM-local

Statistics and global distribution (Bcf)

No. of realizations 100

Mean 15.186
Standard Deviation 0.058
Variance 0.0034
Minimum 15.050
Maximum 15.340
Skewness 0.175
Kurtosis -0.132
Coefficient of variability 0.004
Mean Standard Error 0.006

Table 4.15: OGIP at various percentiles from SGCOSIM-local and global
distribution.

OGIP obtained from SGCOSIM-local and

Percentile global distribution (Bcf)
0% 15.050
10% 15.112
20% 15.137
25% 15.148
30% 15.159
40% 15.172
50% 15.185
60% 15.200
70% 15.211
75% 15.222
80% 15.234
90% 15.264

100% 15.338
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Figure 4.21: Histogram of OGIP obtained from SGCOSIM-local and global

distribution variables.

4.4 Comparison of simulation methods

After computing OGIP using MCS, SGS, and SGCOSIM, results from the
three simulation methods were evaluated and compared to see which method is the
best. The criterion for evaluation is the reproduction of statistics and spatial

correlation of porosity and water saturation as well as OGIP statistics results.

In the comparison, statistics of a. particular simulated porosity and water
saturation realization obtained from MCS, SGS, and SGCOSIM were evaluated. In
MCS, a total of 15,000 simulated porosity and water saturation realizations were
generated based on global statistics which assumes the formation to be
homogeneous. This approach is called Conventional MCS in this study. To compare
in term of spatial statistics of the formation with SGS and SGCOSIM, Modified
MCS was performed. In this approach, the formation was divided into 57,330 blocks
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(the same number of blocks as in the case of SGS and SGCOSIM); then, MCS was

used to simulate porosity and water saturation for each block.

Tables 4.16 and 4.17 provide a comparison of the statistics and correlation
between porosity and water saturation for the four simulation methods. The statistics
of the 50" simulated porosity and water saturation realizations from Modified MCS,
SGS, and SGCOSIM and 15,000 realizations of simulated porosity and water
saturation from Conventional MCS were used to compare with the original statistics
to check the reproduction of statistics and correlation coefficient between porosity
and water saturation. Simulated porosity and water saturation values obtained from
the four methods have good correspondence in term of statistics when compared
with the original data except for the correlation coefficient. The mean of simulated
porosities obtained from SGCOSIM is almost the same as the mean of the original
data but slightly higher than that obtained by SGS. The mean of simulated porosities
obtained from Conventional MCS and Modified MCS are almost the same and are
higher than the mean of the original data. Moreover, the mean of simulated water
saturations obtained from SGCOSIM is closest to the mean of the original data. The
means of simulated water saturations obtained from Conventional and Modified
MCS are the highest. The variance of simulated porosities obtained from SGS is the
lowest compared with the variances obtained by other methods and the variance of
the original data. The variance of simulated water saturations obtained from
SGCOSIM is the highest compared with the variances obtained by other methods;
however, it is closest to the variance of the original data. In addition, the medians of
porosity and water saturation obtained by SGCOSIM are closest to those of the

original data.

Figures 4.22 and 4.23 illustrate the histograms of simulated porosity and
water saturation obtained from the four methods, respectively. These plots reveal
that the distributions of simulated variables are similar to the distributions of the
original variables. Figure 4.24 shows the cumulative distribution of simulated
porosity and water saturation obtained from four simulation methods. The
cumulative distributions of simulated porosity and water saturation of SGCOSIM is

almost the same as those of the original data. SGS provides a good correspondence
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to the original data for simulated porosity. On the other hand, the method yields a lot
of deviations for simulated water saturation. Furthermore, Conventional and
Modified MCS show large deviation of porosity and water saturation from the

original data.

Table 4.16: Statistics of simulated porosity by Conventional MCS, Modified MCS,
SGS, and SGCOSIM.

5

Con ention'aﬁ 50th Realization Simulated Porosity

Statistics of Porosity Original Data MCS (15,000

realizations) Modified MCS SGS SGCOSIM
Mean 16.63 16.90 16.91 16.59 16.64
Standard Deviation 2.21 2.19 219 2.05 218
Variance 4.88 4.80 4.81 4.21 4.74
Minimum 10.00 10.00 10.00 10.00 10.00
Maximum 22.62 22.62 22.62 22.69 22.70
Median (P50) 16.40 16.62 16.62 16.33 16.41
Skewness 0.072 0.093 0.084 0.154 0.099
Kurtosis 0.074 -0.079 -0.079 0.061 0.024
Coefficient of variability 0.133 0.130 0.130 0.124 0.131
Mean Standard Error 0.890 0.018 0.071 0.069 0.070
:o(:::ilfxg.cv(\)/:::::;tration -0.3415 0.0135 -0.0047 -0.0339 -0.6443

Table 4.17: Statistics of simulated water saturation by Conventional MCS, Modified
MCS, SGS, and SGCOSIM.

Conventional 50th Realization Simulated Water Saturation
Statistics of Water Saturation (oJiFINEIIDEIERR. MCS (15,000
I‘%ﬁ“g? | Modified MCS SGS SGCOSIM
Mean 42.29 44.66 44.66 43.87 42.39
Standard Deviation 10.26 9.19 9.22 9.29 10.78
Variance 105.18 84.41 84.95 86.35 116.11
Minimum 14.90 14.90 14.90 14.90 14.90
Maximum 60.00 60.00 60.00 60.00 60.00
Median (P50) 43.80 46.10 46.20 45.40 4410
Skewness -0.555 -0.721 -0.716 -0.664 -0.574
Kurtosis -0.358 0.172 0.138 -0.020 -0.402
Coefficient of variability 0.243 0.206 0.206 0.212 0.254
Mean Standard Error 2.264 0.075 0.187 0.183 0.177
x::::;l\c;ls].?/::z::;tration 0.3415 0.0135 -0.0047 -0.0339 -0.6443
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Figure 4.22: Histogram of simulated porosity by Conventional MCS, Modified
MCS, SGS, and SGCOSIM.
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Figure 4.23: Histogram of simulated water saturation by Conventional MCS,
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Figure 4.24: Cumulative distribution of simulated porosity and water saturation by

Conventional MCS, Modified MCS, SGS, and SGCOSIM.
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Apart from correlation coefficient, it is obviously seen that SGCOSIM
provides the closest statistics of simulated variables to statistics of the original data.
This reflects the ability of SGCOSIM to preserve both the statistics and the
distribution of variables. This implies that SGCOSIM does not only well reproduce
statistical data and spatial structure of input variables but also provides equiprobable
realizations of input variables, each comprising more realistic level of heterogeneity.
However, the correlation coefficient obtained from SGCOSIM is not in good
agreement with the original data. The reason for this poor correlation is, possibility,
the high nugget effect (the nugget of about 30%) used in the simulation which makes

the realizations too erratic.

After comparing the input variables, we now proceed to compare the output
obtained from the four methods. The porosity and water saturation which were
generated from the four methods were used to calculate the OGIP. The multiple of
the realizations provide valuable information to assess the uncertainty of OGIP
output. Table 4.18 illustrates the statistics of OGIP results obtained from different

simulation methods.

Table 4.18: Statistics of OGIP obtained from Conventional MCS, Modified MCS,
SGS, and SGCOSIM.

Statistics of OGIP Conventional MCS Modified MCS SGS SGCOSIM
(15,000 realizations)| (100 realizations) | (100 realizations) | (100 realizations)

Mean 14.53 14.57 14.84 15.19

Standard deviation 3.05 0.3351 0.2818 0.0582

Variance 9.32 0.1123 0.0794 0.0034

Minimum 6.52 13.83 14.26 15.05

Maximum 29.17 15.56 15.56 15.34

Skewness 0.667 0.901 0.279 0.175

Kurtosis 0.572 2.767 -0.229 -0.132

Coefficient of variability 0.2100 0.0230 0.0190 0.0038

Mean Standard Error 0.0249 0.0335 0.0282 0.0058
Percentile

0% 6.52 13.83 14.26 15.05

25% 12.33 14.53 14.68 15.15

50% 14.14 14.54 14.81 15.19

75% 16.35 14.56 15.02 15.22

100% 29.17 15.56 15.56 15.34
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Practically, it is impossible to know the real OGIP value. Thus, the criterion
to evaluate simulation methods should be uncertainty of the output regardless of the
real OGIP value. A simulation method that reduces the output uncertainty is
considered to be the best method. According to this criterion SGS and SGCOSIM
give very low variance of OGIP estimate whereas Modified MCS gives slightly
higher variance than SGS and Conventional MCS gives the highest variance.
Simulated porosity and water saturation variables from Conventional MCS were
generated from global statistical distribution. A randomly drawn value represents the
variable for the entire field. When MCS was modified (Modified MCS), it is
apparently seen that variance of OGIP is significant improved over Conventional
MCS. However, Modified MCS still does not take into account spatial correlation.
On the other hand, SGS and SGCOSIM consider local relationship imposed by
spatial structure (variogram) of each variable. SGS and SGCOSIM characterize
uncertainty of OGIP through the spatial structure of variables. For this reason, any
conditional simulation approach whether it 1s SGS or SGCOSIM obviously show
better results over Conventinal and Modified MCS.

Comparing between SGS and SGCOSIM, the variance from SGS is 0.0794
compared to variance of 0.0034 from SGCOSIM. This is possibility because
SGCOSIM method incorporates permeability and formation resistivity as secondary
variables into the model. In summary, SGCOSIM appears to provide the best result

and can be used to represent the realistic heterogeneity of the reservoir being studied.
4.5 Sensitivity analysis

One of the main objectives of this study is to understand the influence of
geostatistical parameters on the calculation of OGIP. Therefore, sensitivity analysis
of OGIP under varying spatial parameters was performed. The OGIP results
obtained in Section 4.4 reveal that SGCOSIM is the best simulation method.
SGCOSIM was then selected to be the simulation method for the sensitivity analysis.
Note that the purpose of this analysis is to evaluate the OGIP results under varying

spatial parameters, not the simulation method.
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In order to carry out the sensitivity analysis of spatial behaviors, porosity
which is considered to be one of the most important variables for OGIP in the
volumetric method was selected as a studied variable. Its spatial behaviors were
subjectively varied when the remaining statistics of variables such as the initial water
saturation, permeability, and resistivity were kept unchanged. The spatial parameters
that were varied in the sensitivity analysis are nugget value, search distance, and

correlation coefficient.
4.5.1 Nugget value

The spatial structure with wvarious nugget values of porosity was
synthetically created using SGCOSIM. The original porosity data were used to
simulate the porosity field data conditioned to the defined spatial structure. In a
nutshell, the required nugget value was specified in the spatial structure. The
simulated porosity field data represent a new spatial structure. Then, a total of 2,210
samples from 17 wells was drawn from this simulated field data and used as data for
the SGCOSIM. The number of drawn sample is justified for sensitivity analysis
since each sample point is covered by the range imposed in porosity variogram.
Therefore, simulated porosity values can be drawn from constructed probability
distribution function or called local distribution block. The well locations and
positions of drawn sample are depicted in Figure 4.25. Finally, the SGCOSIM used
to create a realization of porosity distribution. Repeating the same procedure using
different nugget values provides a mean to evaluate the sensitivity of nugget

parameters on OGIP results.

In this study, porosity nugget values of 0.0, 0.10, 0.20, and 0.30 were used.
It is important to note that one realization was generated for each nugget value and
the OGIP was calculated for all simulated blocks called “block-OGIP”. A
summation of block-OGIP gives the formation OGIP.
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Figure 4.26: Histogram of porosity in block for different nugget values.
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Histograms of porosity under varying nugget values are shown in Figure
4.26. The mean values of porosity are slightly different: 16.388, 16.703, 16.667, and
16.670 for nugget values of 0.0, 0.1, 0.2, and 0.3, respectively. However, the
standard deviations are gradually larger as the nugget value increases. Their values
are 1.781, 1.966, 2.214, and 2.346 for nugget values of 0.0, 0.1, 0.2, and 0.3,
respectively. As a matter of fact, the variance of simulated data increases when
increasing nugget value. The summary statistics of block-OGIPs and the value of
formation OGIP are provided in Table 4.19. The numbers of simulated block are
57,330. The simulated data set was used to calculate block-OGIP.

Table 4.19: Statistical data of block-OGIP under various nugget values.

Statistical Data Nugget Value (Fraction)
0.00 0.10 0.20 0.30
Formation OGIP (bcf) 14.93 15.36 15.12 15.34
Block-OGIP statistics

Mean 0.2604 0.2679 0.2638 0.2675
Standard deviation 0.0706 0.0768 0.0770 0.0830
Variance 0.0050 0.0059 0.0059 0.0069
Minimum 0.1146 0.1092 0.1085 0.1085
Maximum 0.5208 0.5236 0.5237 0.5238
Skewness 0.797 0.772 0.872 0.745
Kurtosis 0.289 0.117 0.483 0.088
Coefficient of variance 0.2710 0.2867 0.2920 0.3104
Mean Standard Error 0.0003 0.0003 0.0003 0.0003
No. of simulated blocks 57,330 57,330 57,330 57,330
Percentile 0% (P0) 0.1146 0.1092 0.1085 0.1085
Percentile 25% (P25) 0.2081 0.2106 0.2089 0.2064
Percentile 50% (P50) 0.2472 0.2516 0.2480 0.2509
Percentile 75% (P75) 0.3014 0.3139 0.3052 0.3168
Percentile 100% (P100) 0.5208 0.5236 0.5237 0.5238

It can be seen that there is an influence on the variance of block-OGIP by
changing the nugget value while the mean values are comparable. The standard
deviation and variance of block-OGIP slightly increases when increasing nugget
values. Block-OGIP could be varied for many reasons. First, an increase in nugget
value will add an additional uncertainty to the porosity data set in such a way that the

more nugget value, the more uncertainty introduced to the simulation model.
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Second, the simulated realization map will loose locality structure when increasing
the nugget value. However, loss in local structure is considered a small effect due to
the conditional simulation subroutine that randomly draws simulated value from the
probability distribution function. It can be said that an increase in the nugget value
slightly changes the block-OGIP statistics. It seems that the random drawing of

simulated data reduces the influence of nugget effects.
4.5.2 Search distance

The range defines a spatial correlation with distance and direction.
Synthesizing the original data set with a new range value involves the relocation of
the entire data set until the spatial structure with a specific range is found. This data
location adjustment is considered impractical because these petrophysical data are
taken at the borehole along only 3 wells. Therefore, an alternative is to search
distance instead of spatial correlation structure. The search distances of 70, 100, 150,

200, and 250 ft were used in the SGCOSIM to evaluate the impact on block-OGIP.

It is evident that the number of simulated block that uses local distribution
increases when increasing the search distance, and almost all blocks were simulated
when the search distance is 250 ft. A small change on the mean and standard
deviation of simulated porosity is found when varying the search distance from 70 to
250 ft although the number of simulated blocks increases significantly. The mean
value of simulated porosity ranges from 16.594 to 17.137, and standard deviation
ranges from 2.121 to 2.214. Histograms of porosity for different search distances are

shown in Figure 4.27.

The statistics of block-OGIP and the value of formation OGIP are provided
in Table 4.20. The statistics of block-OGIP change in accordance with the change in
search distance. The mean approaches the global mean of 0.266 as the search
distance increases. Their mean values are 0.342, 0.317, 0.290, 0.270, and 0.266 for
search distance of 70, 100, 150, 200, and 250 ft, respectively. A similar trend is
observed for the variance which has the value of 0.0132, 0.0101, 0.0074, 0.0068, and
0.0061 for search distances of 70, 100, 150, 200, and 250 ft, respectively. An
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extension of search distance gives more possibility in finding a nearby conditioned
data value of both primary and secondary variables, and thus maintains Kriging

matrix stability.

hurises o Dl 16204

maas 17 1888

sl dev. 21213
corl ol ver 129

rammun 2800

#“‘H 188m

regakan 16 00

M UERE 15 THO0

miniman 10 0000

11

| } I ||| 7)) . \.,}m
m" | NN
l % ‘ ,_

) ..u|||| “l II“. ,3 N S Hm;lnh

Rhrniar o (s SORET
mads 18507
ey 20T

conl ol ver 13
s 22 8990
ppe quariie 181670
recdan 10.3590
e quadle 151050
e 10 D000

.I!

! II]III 'llni Mkl <t HIHISE

: - T
I o8 : 1

Porosily af Search dislance 250 8

L AUTEREUINNS
ELS M“Tﬁmmmmaﬂ

Figure 4.27: Histogram of porosity for different search distances.



97

Table 4.20: Statistical data of block-OGIP under various search distances.

Statistical Data Search Distance (ft)
70 100 150 200 250

Formation OGIP (bcf) 270 5.14 9.93 13.76 15.21
Block-OGIP statistics
Mean 0.3418 0.3168 0.2901 0.2698 0.2656
Standard deviation 0.1149 0.1005 0.0862 0.0824 0.0784
Variance 0.0132 0.0101 0.0074 0.0068 0.0061
Minimum 0.1136 0.1085 0.1085 0.1085 0.1085
Maximum 0.6149 0.6083 0.6098 0.6153 0.6094
Skewness 0.146 0.387 0.507 0.726 0.791
Kurtosis -1.043 -0.765 -0.420 0.099 0.356
Coefficient of variance 0.3361 0.3173 0.2973 0.3055 0.2951
Mean Standard Error 0.0005 0.0004 0.0004 0.0003 0.0003
No. of simulated blocks 7,893 16,224 34,235 50,987 57,278
No. of nonsimulated blocks 49,437 41,106 23,095 6,343 52
Percentile 0% (P0) 0.1136 0.1085 0.1085 0.1085 0.1085
Percentile 25% (P25) 0.2465 0.2365 0.2232 0.2087 0.2085
Percentile 50% (P50) 0.3309 0.2997 0.2757 0.2532 0.2504
Percentile 75% (P75) 0.4387 0.3962 0.3497 0.3200 0.3106
Percentile 100% (P100) 0.6149 0.6083 0.6098 0.6153 0.6094

The ultimate aim is to select the simulation model that is able to simulate
values for all blocks. However, this depends on many conditions imposed on
simulation subroutines such as minimum and maximum number of variables and
search method. Practically, the search distance is restricted within the range distance.
For petrophysical data, samples are mostly available in the vertical direction (along
the borehole) but sparsely located in the horizontal plane (between boreholes). It is
likely that there is a greater influence of vertical data than ‘horizontal data on the

calculated range.

4.5.3 Correlation coefficient

In this step, the correlation coefficient between porosity and water
saturation is varied while other statistics of input parameters remain the same.
Similar to synthesis nugget values in section 4.5.1, the generation of a synthetic data
set with a specific correlation coefficient was done. The original porosity data were
used to simulate the porosity and water saturation field data conditioned to the

defined correlation coefficient. The simulated porosity and water saturation field
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data represent a new spatial structure. Then, a total of 2,210 samples from 17 wells
which is the same method used with nugget was drawn from these simulated field
data and used as data for the SGCOSIM. The correlation coefficient was varied from
0.00 to -0.20, -0.40, -0.60, and -0.80. Realization maps of porosity and water
saturation were generated for each correlation coefficient. Figure 4.28 shows the
histogram of porosity under varying correlation coefficients between porosity and
water saturation. Mean values of simulated porosity are 16.615, 16.587, 16.596,
16.600, and 16.628 while standard deviations are 2.013, 1.987, 1.988, 2.000, and
1.870 for the correlation coefficient of 0.00, -0.20, -0.40, -0.60, and -0.80,

respectively.

A summary statistics of block-OGIP and formation OGIP under various
correlation coefficients are given in Table 4.21. As shown in the table, the
correlation coefficient has a greater influence on the variance than on the mean
value. The block-OGIP mean values are almost the same at 0.260 for all correlation
values. However, the block-OGIP variance is steadily increasing as the correlation
becomes more negative. Their values are 0.0023, 0.0027, 0.0034, 0.0054, and 0.0055
for correlation coefficient of 0.00, -0.20, -0.40, -0.60, and -0.80, respectively. A
strong correlation means that there is a lot of information of one variable being
translated into an estimation of another variable. Thus, more information is
incorporated in the simulation model. As a matter of fact, an increase in correlation
coefficient results in more pairs of large and small values of porosity and water
saturation. Then, this results in more extreme values of block-OGIP output. This
explains why variance of block-OGIP significantly increases. It is noted that the
standard deviation increases by as much as 49% from no correlation to correlation of
80%. Therefore, the correlation coefficient has a significant impact on block-OGIP

output.
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Table 4.21: Statistical data of block-OGIP under various correlation coefficients.

Statistical Data Correlation Coefficient
0.00 -0.20 -0.40 -0.60 -0.80
Formation OGIP (bcf) 14.89 14.92 14.98 15.15 15.14
Block-OGIP statistics

Mean 0.2598 0.2602 0.2612 0.2642 0.2641
Standard deviation 0.0484 0.0519 0.0584 0.0734 0.0739
Variance 0.0023 0.0027 0.0034 0.0054 0.0055
Minimum 0.1314 0.1147 0.1248 0.1130 0.1085
Maximum 0.5079 0.5085 0.5192 0.5226 0.5230
Skewness 0.703 0.737 0.779 0.839 0.748

Kurtosis 0.596 0.580 0.559 0.405 0.131
Coefficient of variance 0.1862 0.1996 0.2237 0.2780 0.2798
Mean Standard Error 0.0002 0.0002 0.0002 0.0003 0.0003
No. of simulated blocks 57,330 57,330 57,330 57,330 57,330
Percentile 0% (P0) 0.1314 0.1147 0.1248 0.1130 0.1085
Percentile 25% (P25) 0.2249 0.2231 0.2193 0.2099 0.2099
Percentile 50% (P50) 0.2533 0.2523 0.2514 0.2507 0.2497
Percentile 75% (P75) 0.2888 0.2906 0.2955 0.3054 0.3073
Percentile 100% (P100) 0.5079 0.5085 0.5192 0.5226 0.5230

The impact of spatial structure variables on block-OGIP output is shown in

Table 4.22. In order to quantify the impact of spatial structures, change of statistics

of block-OGIP which are mean and standard deviation were compared among spatial

structure variables. When considering absolute percentage of block-OGIP’s mean,

the search distance has the most impact, a reduction of 22% when the search distance

is 250 ft. The variation of nugget value and correlation coefficient has a small impact

on block-OGIP’s mean. The block-OGIP’s mean increases by 2-3% for both spatial

structure variables.

Table 4.22: Comparison impact of spatial structures-to-block-OGIP-

Nugget Value Search Distance Correlation Coefficient
Statistics

0.00 | 0.10 | 0.20 | 0.30 | 70 100 | 150 | 200 | 250 | 0.00 | -0.20 | -0.40 | -0.60 | -0.80
Mean 0.2604 | 0.2679] 0.2638 | 0.2675] 0.3418] 0.3168 | 0.2901 [ 0.2698 ] 0.2656 | 0.2598 ] 0.2602 | 0.2612 | 0.2642 | 0.2641
Stdv 0.0706 | 0.0768 ] 0.0770 0.0830) 0.1149] 0.1005 0.0862 [ 0.0824 ] 0.0784 | 0.0484 ] 0.0519 | 0.0584 | 0.0734 | 0.0739
% Variation 10% | 20% | 30% 43% | 114% | 186% | 257% 20% [ 40% | 60% | 80%
% Mean change 2.9% | 1.3% | 2.7% 7% | -15% | -21% | -22% 0.2% | 0.6% | 1.7% | 1.7%
% Stdv change 8.8% | 91% [17.6% -13% | -25% | -28% | -32% 7% | 21% | 52% | 53%
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The percentage change of block-OGIP’s standard deviation is quite
significant for all variables. Nugget value variation records the highest change of
block-OGIP’s standard deviation. Block-OGIP’s standard deviation increases as
much as 18% when the nugget value was varied by 30%. When varying the
correlation coefficient by 80%, the block-OGIP’s standard deviation increases by
53%. The search distance variation gives the smallest change of block-OGIP’s
standard deviation. Block-OGIP’s standard deviation decreases about 32% on 257%
increase of the magnitude of search distances. Taking all aspects into account, the
most sensitive parameter is the nugget value followed by correlation coefficient and

search distance.



CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

Different stochastic simulation methods were used to simulate petrophysical

parameters, i.e., porosity and water saturation. The simulated data were then used to

calculate the original gas-in-place (OGIP) using the volumetric method. Three

different stochastic simulation models which are Monte Carlo Simulation (MSC),

Sequential Gaussian Simulation (SGS), and Sequential Gaussian Cosimulation

(SGCOSIM) had been applied on real field data.

First, Monte Carlo Simulation (MCS) was performed. The simulations were

conducted via 15,000 random numbers based on global distribution of porosity and

water saturation data. OGIPs were calculated based on those simulated parameters,

and the results follow lognormal distribution.

Important remarks on MCS are presented as follows:

1.

Defining range and distribution of variable is important since randomly
simulated values are solely based on the input information. However, it
is costly to accurately define the range and shape of the input
distribution because it requires a substantial amount of available data.
For the data used in this study, porosity behaves like normal distribution

while water saturation is clearly lognormal distribution.

The main assumption of traditional MCS is that. variables are
independent. In this case, porosity and water saturation were simulated
independently regardless of their correlation coefficient (correlation
coefficient between porosity and water saturation calculated from field
data is -0.3415). This assumption definitely adds on additional
uncertainty to the calculated OGIP. For a better representation of
simulated variables, the real condition has to be taken into account in the

MCS model.
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3. Regarding to Law of large number, very large number of realizations is
required to yield a small variation in mean and variance of OGIP. Large
number can cause computation burden such that the full MCS analysis

can be prohibitive.

4. The distribution of OGIP output appears to be log-normally distributed
following the Central Limit Theorem. This proves that the product of

distributions gives approximately lognormal distribution.

5. MCS methodology allows incorporation of model input uncertainties,
expressed as probability distributions of porosity and water saturation
which in turn translates to uncertainty of OGIP output. It is observed
that the OGIP variance is high due to the uncertainties of both input

variables.

The second stochastic simulation method is Sequential Gaussian Simulation
(SGS). Built in multiGaussian framework, SGS requires the input variables to be
normally distributed. The simulation process starts with the transformation of
porosity and water saturation to standard normal data having zero of mean and unit
variance. The checking for bivariate normality on the data shows a good agreement
between an experimental and model derived variogram at median cutoff. The
variogram models of both variables are best fitted with spherical model. These
spatial structures were used as the conditioned information along with the original
and previously  simulated data ‘in- SGS process. In this part of the study, 100
realizations of porosity and water saturation were separately simulated, providing
100 of OGIP values. The histogram and statistics of OGIP were constructed in order
to assess the variation and to compare with other simulation methods. Using GSLIB
program, SGS can be performed in purely local or combining local and global
estimate. In the local estimate, porosity and water saturation were generated for
blocks located within the search volume. In the global estimate, porosity and water
saturation were generated for blocks located within the search volume and from the
global statistics or statistics of original data for blocks located outside the search
volume. Results from both approaches show significant impact on OGIP calculated

value.
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The results from SGS can be summarized as follows:

1. Variograms of porosity and water saturation were performed only in the
south-east direction due to a limitation of field data along the drilled
wells. Since data are obtained from only three wells data located in the
study area, variograms of porosity and water saturation may not
represent the best spatial structure of the variables.

2. With SGS algorithm, each variable is univariate and independent. In the
simulation process, original statistics are preserved but not correlation
between porosity and water saturation. This is because each variable
was simulated independently.

3. SGS provides simulated values in the local sense referring to its
conditioning information which includes the nearest data available
comprising both original data and previously simulated data. The quality
and quantity of simulated value mainly depend on spatial correlation
captured in the variogram model.

4. When neither original data nor previously simulated value exists within
search neighborhood, SGS algorithm simulates the value by drawing it
from global statistics. In this case, simulated values honor only global
statistics. Locality of the estimates reduces when more simulated values

are drawn from global statistics.

The third simulation method is Sequential Gaussian Cosimulation
(SGCOSIM). It is built on the same assumption as SGS. However, SGCOSIM has
special feature over SGS, which is joint conditional simulation. SGCOSIM allows
simultaneous -joint. simulation- of  several primary- variables -and-incorporation of
several ‘secondary variables. Porosity “and = water = saturation are naturally
interdependent. In this study, the secondary variables are permeability and resistivity
and are correlated with the primary variables. The correlation coefficient among
variables was used as an input in the simulation via correlation matrix. The cross-
covariance model was inferred from the product of spatial structures of primary
variables and the correlation coefficient. The secondary variables were pre-simulated

to fill up the secondary data in all blocks. Then, joint simulation was carried out to
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generate 100 realizations of primary variables. The OGIPs were then calculated

based on these simulation maps and used to determine statistics and histogram of

OGIP.

Important remarks on SGCOSIM are presented as follows:

1.

SGCOSIM algorithm allows simultaneous joint simulation of porosity
and water saturation with incorporation permeability and resistivity data

as secondary variables.

This study shows that SGCOSIM reproduces both spatial structures of
reservoir properties and the correlation between reservoir properties. It
is observed that the correlation coefficient between the simulated values
of porosity and water saturation is realistically high as well as

correlation coefficient between primary and secondary variables.

In order to apply SGCOSIM, secondary variables have to be available
for all blocks. In this study, the amount of secondary data is the same as
primary data. Therefore, a pre-simulation of secondary variables had to
be carried out. However, certain amount of uncertainty was added into
the data set during the pre-simulation process. It is better to have
secondary data available for all study area. In practice, the secondary

data may be found from seismic data.

OGIP obtained from porosity and water saturation simulated by

SGCOSIM gives in a very low standard deviation and variance.

In addition, the stochastic simulations were evaluated by considering the

simulated porosity, water saturation, and OGIP estimate. The criterion for evaluation

is a reproduction of the histogram and spatial correlation structure of real field data

of Formation I and spread of OGIP statistics. Conclusions from comparison of these

stochastic simulations can be drawn as follows:

1.

Regarding to the above criteria, SGCOSIM is the best simulation
method followed by SGS, Modified MCS, and Conventional MCS.
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2. SGS and SGCOSIM preserve the true nature of studied variables such as
their statistics and local variability. Moreover, they produce a number of
statistically equivalent realizations which capture local uncertainty as
well as the global patterns of uncertainty. This is definitely different
from MCS which provides only the global estimate.

3. When MCS was modified (Modified MCS), it is seen that variance of
OGIP is significant improved over Conventional MCS. This implies that
by increasing numbers of realization, the uncertainty of variables can be

reduced.

4. Tt was found that in accounting for secondary variables in SGCOSIM
simulation method, the uncertainty of OGIP output significantly

reduces.

Furthermore, sensitivity analysis of spatial behaviors was carried out as
porosity was a studied variable. The spatial parameters that were varied are nugget
value, search distance, and correlation coefficient. Conclusions from evaluation of

the impact to statistics of OGIP can be drawn as follows:

1. The mean and standard deviation of OGIP increase as porosity nugget
increases due to higher variation in the data value. On the other hand,
the variation of OGIP decreases when increasing the search distance.
And, a higher correlation value between variables causes more

dispersion of OGIP output.

2. In the comparison the impact of spatial structures, i.e., nugget value,
search distance, and correlation coefficient on OGIP output, it is found
that the search distance has the most influence on the mean of OGIP
while the nugget value has the most influence on variance of OGIP. The
shift of the mean when varying the search distance can be explained by
the fact that there are more blocks simulated as the search distance

increase. Thus, the mean value approaches the global mean.
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The following points are recommended for future study:

1. Although MCS was found to give inferior result compared to
conditional Geostatistics, it is worth to point out that sensitivity analysis helps
defining the most sensitive parameters and a greater detail study should focus on that
variable in order to reduce variation in the simulation model and improve the
uncertainties of output. Also, interdependent relationship between variables must be
included in the simulation to avoid overestimate or underestimate of OGIP in the

volumetric method.

2. In this study, many parameters were considered as deterministic in the
volumetric method, i.e., area, thickness, and gas formation volume factor. Therefore,
in order to apply the simulations to cover full scale of the problem, future study

should be conducted to include these variables in the stochastic simulations.

3. Geostatistical Simulations are proven to provide a good OGIP result.
They are dramatically improved the uncertainties of OGIP calculation for real field.
However, the study area in this study was adjusted to accommodate the simulation
process. For the real reservoir, geostatistical simulations can be applied to the
reservoirs when there are enough primary and secondary variables in order to define

their spatial correlation structures.
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APPENDIX A

A-1: SGS-local and global distribution parameter file for porosity.

START OF PARAMETERS:

N3.dat

1 2340
-1.0e21 1.0e21

0

sgsim_P.trn

10.0 22.62

11.0

11.0
100R_SGS N3 Pg.out
2
100R_SGS_N3_Pg.dbg
591405

0

100

21 1.0 200

21 1.0 200
130 1.0 1.0

0

0

130.0

0.0 0.0 0.0 1.0 1.0
0 20

5

1 0.10

1 100 0.90

0.0 0.0 0.0 1.0 1.0

\Data File in GEOEAS format
\column: x,y,z,variable,wt

\data trimming limits
\O=transform the data, 1=don't
\Transf. table(for each var.)
\Min. and Max. val. for tails var.1
\Lower tail option and parameter
\Upper tail option and parameter
\Qutput File for simulation
\Debugging level: 1,2,3

\Output File for Debugging
\Random number seed

\Kriging type

\Number of simulations
\nx,xXmn,Xsiz

\ny,ymn,ysiz

\nz,zmn,zsiz

\O=two part search, 1=data-nodes
\max per octant (0 -> not used)
\maximum search radius
\sangl,sang2,sang3,sanisl,sanis2
\min (0:global,>0:local), max data for simulation
\number simulated nodes to use
\nst, nugget effect

\it,aa,cc: STRUCTURE

\angl,ang2,ang3,anis1,anis2:



A.2: SGS-local and global distribution parameter file for water saturation.

START OF PARAMETERS:

N3.dat
12350
-1.0e21 1.0e21

0

sgsim_S.trn

14.9 60.0

11.0

11.0
100R_SGS N3 S.out
2
100R_SGS N3 S.dbg
5440903

0

100

21 1.0 200

21 1.0 200
130 1.0 1.0

0

0

130.0

0.0 0.0 0.0 1.0 1.0
0 20

5

1 030

1 120 0.70

0.0 0:0.0.0 1.0 1.0

\Data File in GEOEAS format
\column: x,y,z, variable,wt

\data trimming limits
\O=transform the data, 1=don't
\Transf. table(for each var.)
\Min. and Max. val. for tails var.1
\Lower tail option and parameter
\Upper tail option and parameter
\Output File for simulation
\Debugging level: 1,2,3

\Output File for Debugging
\Random number seed

\Kriging type

\Number of simulations
\nx,xmn,xsiz

\ny,ymn,ysiz

\nz,zmn,zsiz

\O=two part search, 1=data-nodes
\max per octant (0 -> not used)
\maximum search radius
\sangl,sang2,sang3,sanis],sanis2
\min (0:global,>0:local), max data for simulation
\number simulated nodes-to use
\nst, nugget effect

\it,aa,cc: STRUCTURE

\angl,ang2,ang3,anis1,anis2:
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A.3: SGS-local and global distribution parameter file for resistivity.

START OF PARAMETERS:

N3.dat
12370
-1.0e21 1.0e21
0

sgsim_R.trn
11.5 113.1
11.0

11.0
SGS N3 R.out
2
SGS N3 R.dbg
5903545

0

1

21 1.0 200
21 1.0 200
130 1.0 1.0
0

0

130.0

0.0 0.0 0.0 1.0 1.0

0 20

5

1 0.10

1 110 0.90

0.0 0:0.0.0 1.0 1.0

\Data File in GEOEAS format
\column: x,y,z, variable,wt

\data trimming limits
\O=transform the data, 1=don't
\Transf. table(for each var.)
\Min. and Max. val. for tails var.1
\Lower tail option and parameter
\Upper tail option and parameter
\Output File for simulation
\Debugging level: 1,2,3

\Output File for Debugging
\Random number seed

\Kriging type

\Number of simulations
\nx,xmn,xsiz

\ny,ymn,ysiz

\nz,zmn,zsiz

\O=two part search, 1=data-nodes
\max per octant (0 -> not used)
\maximum search radius
\sangl,sang2,sang3,sanis],sanis2
\min (0:global,>0:local), max data for simulation
\number simulated nodes-to use
\nst, nugget effect

\it,aa,cc: STRUCTURE

\angl,ang2;ang3,anis1,anis2:
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A.4: SGS-local and global distribution parameter file for permeability.

START OF PARAMETERS:

N3.dat
12360
-1.0e21 1.0e21
0

sgsim_K.trn

0.483 233.5

11.0

11.0

SGS_N3 KwRt.out
2

SGS N3 KwRt.dbg
5389545

5

NS SGS N3 Rt.dat
2

0.7456

1

21 1.0 200
21 1.0 200
130 1.0 1.0

0

0

130.0

0.0 0.0 0.0 1.0 1.0
0 20

5

1 030

1 130 0.70

0.0 0.0 0.0 1.0 1.0

\Data File in GEOEAS format
\column: x,y,z, variable,wt

\data trimming limits
\O=transform the data, 1=don't
\Transf. table(for each var.)

\Min. and Max. val. for tails var.1
\Lower tail option and parameter
\Upper tail option and parameter
\Output File for simulation
\Debugging level: 1,2,3

\Output File for Debugging
\Random number seed

\Kriging type

\Gridded Secondary Variable (nscore)
\columns for secondary variable
\Correlation valve

\Number of simulations
\nx,xXmn,Xxsiz

\ny,ymn,ysiz

\nz,zmn,zsiz

\O=two part search, 1=data-nodes
\max per octant (0 -> not used)
\maximum search radius
\sang1,sang2,sang3,sanis1,sanis2
\min (0:global,>0:local), max data for simulation
\number simulated nodes to use
\nst, nugget effect

\it,aa,cc: STRUCTURE

\angl,ang2,ang3,anis],anis2:



115

A.5: SGCOSIM-local and global distribution parameter file for porosity and water
saturation.

START OF PARAMETERS:

N3.dat \Data File in GEOEAS format

2 2 \Number of hard and soft var.

123450 \column: x,y,z,vhard(i:1,2),wt

0 \O=transform the data, 1=don't

nscoreP.trn \Transf. table varl(for each var.)

nscoreS.trn \Transf. table var2(for each var.)

-99.00 99.00 \min./max. value(can't sim) for var.1

10 22.7 \Min. and Max. val. for tails var.1

1 1 \Lower tail option and parameter var.1(if not linear(1)
11 \Upper tail option and parameter var.1(if not linear(1)
-99.00 99.00 \min./max. value(can't sim) for var.2

14.9 60 \Min. and Max. val. for tails var.2

1 1 \Lower tail option and parameter var.2(if not linear(1)
11 \Upper tail option and parameter var.2(if not linear(1)
N3CO_PS.out \Output File for simulation

1 \Debugging level: 1low,2,3high

N3CO_PS.dbg \Output File for Debugging

26703494 \Random number seed

N3CO_Kwé&Rt.dat \Gridded nscore Secondary Variable(Soft var.)

2 4 \columns for Soft variables:1,2,..etc.

N3CO.cal \Calibration parameter file (correlation matrix table)
100 \Number of realizations

21 1 20 \nx,xmn,Xxsiz

21 1 20 \ny,ymn,ysiz

130 1 1 \nz,zmn,zsiz

0 \O=two part search, 1=data-nodes

0 \max per octant (0 -> not used)

130 \maximum search radius

0.0 0.0 0.0 1.0-1.0 \sangl,sang2,sang3,sanisl,sanis2

0 20 \min, max data for simulation

5 \number simulated nodes to use

1 0.10 \nst, nugget effect VARIAB. 1

1 100 “0.90 \it,aa,cc: STRUCTURE 1

0.0 0.0 0.0 1.0 1.0 \angl,ang2,ang3,anis],anis2:

1 0.30 \nst, nugget effect VARIAB. 2

1 120 0.70 \it,aa,cc: STRUCTURE 1

0.0 0.0 0.0 1.0 1.0 \angl,ang2,ang3,anis],anis2:
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A.6: Correlation coefficient matrix required by SGCOSIM.

Correlation coefficient matrix
4

Porosity

Water Saturation
Permeability
Resistivity

1.000  -0.3415
1.000
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APPENDIX B

B.1: Statistics of porosity and water saturation for each of 100 realizations from SGS-
local and global distribution.

117

Relaization Number #

1

2

3

4

5

6

7

8

9

10

Statistical Data

Simulated

Simulated

Simulated

Simulated

Simulated

Simulated

Simulated

Simulated

Simulated

Simulated

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

No. of realization 57330 | 57330 [ 57,330 | 57330 | 57,330 [ 57.330 | 57330 [ 57.330 | 57330 | 57330 | 57,330 | 57330 | 57,330 | 57330 | 57,330 | 57,330 | 57330 | 57,330 | 57.330 | 57330
No. of simulated 57330 | 57330 [ 57,330 | 57330 | 57330 [ 57.330 | 57330 [ 57.330 | 57330 | 57330 | 57,330 | 57330 | 57,330 | 57,330 | 57,330 [ 57.330 | 57330 | 57,330 | 57.330 | 57330
No. of unsimulated 0 0 0 [ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Mean 16.70 4219 16.33 4252 16.43 4250 16.82 42.37 16.59 42,62 16.75 40.91 16.59 43.38 16.16 41.75 1641 4245 16.25 43.16
Std. Deviation 2.03 9.63 2.14 9.47 2.09 9.81 193 9.96 2.10 9.53 2.04 10.01 2.11 9.54 1.96 9.83 2.10 9.74 194 9.65
Variance 4.12 92.66 4.59 89.62 4.36 96.26 371 99.17 4.39 90.87 447 100.19 445 91.06 3.83 96.63 4.40 94.83 378 93.18
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 22.70 60.00 22.70 60.00 22.66 60.00 22.69 60.00 22,69 60.00 22.70 60.00 22.70 60.00 22.68 60.00 22.69 60.00 22.70 60.00
Median 1645 43.70 16.19 43.90 16.23 43.98 16.55 43.89 16.33 43.90 16.45 42.79 16.41 44.58 16.03 4343 16.20 43.85 16.10 44.30
Skewness 0.133 0576 0.013 -0.596 0.004 -0.602 0.197 -0.581 0.138 0582 0.240 0.468 0.008 0657 0.126 -0.494 0.095 -0.555 0201 0.597
Kurtosis 0.163 0248 0.184 -0.207 0.178 0253 [ -0047 | -0.292 0.091 0241 0.025 0497 0214 0.098 0476 0397 0.256 -0.309 0313 0.202
Coefficient of variability | 0.122 0.228 0.131 0223 0.127 0.231 0.114 0.235 0.126 0.224 0.122 0.245 0.127 0.220 0.121 0.235 0.128 0229 0.120 0.224
Mean Standard Error 0.070 0.176 0.068 0.178 0.069 0178 0.070 0177 0.069 0.178 0.070 0.171 0.069 0.181 0.068 0.174 0.069 0177 0.068 0.180

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Statistical Data

Correlation Porosity | Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity | Water Sat.| Porosity |WaterSat.| Porosity | Water Sat.
Porosity 1.0000 | 00064 | 10000 | 00237 | 10000 | -0.0407 | 1.0000 | -0.0405 | 10000 | 0.0367 | 1.0000 | 0.0466 | 1.0000 | 00531 | 10000 | 00141 | 10000 [ -00717 [ 1.0000 | -0.0329
Water Saturation 1.0000 1.0000. 1,000 1.0000. 1.0000. 1.0000 1.0000 1.0000 1.0000 1.0000
Relaization Number # 1" 12 13 14 15 16 17 18 19 20
Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

57,330 | 57,330

Statistical Data

No. of realization 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330
No. of simulated 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330
No. of unsimulated 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Mean 16.69 41.61 16.68 41.12 16.66 43.07 16.52 42.01 16.34 4321 16.77 40.94 16.52 43.07 16.70 43.04 16.57 42.59 16.58 4274
Std. Deviation 1.96 9.86 2.14) 9.81 204 969 203 9.81 203 958 204 9.96 2,03 9.78 185 9.50 2.04 9.56 223 967
Variance 3.85 97.15 4.56 96.19 4.15, 93.82 4.12 96.32 4.11 91.69 4.18 99.12 4.13 95.72 3.42 90.24 4.15 91.47 4.98 93.42
Minimum 1000 | 1490 | 1000 | 1490 | 1000 | 1490 | 1000 [ 1490 | 1000 | 1490 | 1000 | 149 | 1000 | 1490 | 1000 | 1490 | 1000 | 1490 | 1000 | 1490
Maximum 2269 | 6000 | 2270 | 6000 | 2268 | 6000 | 2270 | 6000 | 2269 | 6000 | 2270 | 6000 | 2268 | 6000 | 2267 | 6000 | 2270 | 6000 | 2270 | 60.00
Median 16.45 43.40 16.46 42.88 16.41 44.30 16.32 43.57 16.18 44.30 16.53 42.71 16.25 44.30 16.46 44.20 16.33 43.90 16.41 44.10
Skewness 0163 | 0520 | 0009 | 0475 | 0106 | -0623 | 0041 | 0504 | 0079 | 0636 | 0095 | -0449 | 0212 | 059 | 0163 | 0613 | 0438 | -0585 | -0.117 | 0617
Kurtosis 0082 | 0395 | 0072 | 0449 | 0007 | 0462 | 0090 | 0.376 | 0275 | 0140 | -0.080 | -0.481 | 0475 | 0235 | 0414 | 0167 | 0072 | -0.199 | 0060 | -0.160
Coefficient of variabiity | 0117 | 0237 | 0428 | 0238 | 0122 | 0225 | 0423 | 0234 | 0424 | 0222 | 0122 | 0243 | 0423 | 0227 | oa11 0.221 0123 | 0225 | 0135 | 0226
Mean Standard Error 0070 | 0474 | 0070 | o472 [ o070 [ o180 | 0069 | 0475 | 0068 | 0180 | 0070 | 01471 | o069 | 0180 | 0070 | o180 | ooes | 0178 | 0069 | o0.79
Correlation Porosity | Water Sat.| Porosity | Water Porosity_ | Water, Porosity | WaterSat,| Porosity |Water Sat.| Porosity | Water Sat.| Porosity | Water Sat.| Porosity |Water Sat.| Porosity | Water Sat.| Porosity |Water sat.
Porosity 1.0000 | -0.0499 | 10000 | 00326 | 10000 | 0.0450 | 1.0000 | -0.0892 | 1.0000 | 00300 [ 1.0000 | 0.0402 | 1.0000 | 00266 | 10000 | 00121 | 1.0000 [ -0.0065 | 1.0000 | 0.0104
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Relaization Number # 21 22 23 2 25 26 27 28 29 30
Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

57,330 | 57,330

Statistical Data

No. of realization 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 67,330 | 57330 | 567330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 | 57.330 | 57,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 | 57330 | 57,330 | 67,330 | 57330
No. of unsimulated 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Mean 1666 | 4285 | 1682 | 4251 1669 | 4362 | 1666 | 4277 | 1670 | 4269 | 1610 | 4109 | 1674 | 4213 | 1663 | 4413 | 1632 | 4290 | 1628 | 4267
Std. Deviation 2,04 9.54 2,00 954 2,05 926 220 947 1.95 962 200 9.85 201 9.85 202 9.34 211 9.59 201 987
Variance 4.16 91.00 4.00 90.93 4.20 85.78 4.85 89.61 3.80 9251 4.00 96.99 4.04 96.95 4.10 87.25 4.46 92.02 4.05 97.44
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 22.69 60.00 22.70 60.00 22,69 60.00 2270 60.00 22.70 60.00 22.60 60.00 2270 60.00 22.70 60.00 22.68 60.00 22.68 60.00
Median 16.44 44.11 16.55 43.80 16.41 4473 16.44 44.10 16.44 4410 16.02 42.90 16.47, 43.70 16.41 45.70 16.13 4415 16.13 44.10
Skewness 0.121 -0.600 0.221 -0.557 0.210 -0.618 0.058 -0.572 0.193 -0.598 0.074 -0.481 0.187 -0.504 0.121 -0.676 0.169 -0.590 0.050 -0.570
Kurtosis 0.125 -0.207 0.025 -0.268 0.009 -0.102 -0.087 -0.247 0.081 -0.218 0.263 -0.468 0.052 -0.355 0.087 -0.007 0.069 -0.225 0.359 -0.300
Coefficient of variability 0.122 0.223 0.119 0.224 0.123 0.212 0.132 0.221 0.117 0.225 0.124 0.240 0.120 0.234 0.122 0.212 0.129 0.224 0.124 0.231
Mean Standard Error 0070 | 0479 | 0070 | 0478 | 0070 | 0182 | 0070 | 0479 | 0070 | 0478 | 0067 | 0472 | 0070 | 0476 | 0069 | o484 | 0068 | 0179 | 008 | o0.78
Correlation Porosity | Water Sat.| Porosity /[ Water Sat.| Porosity | Water Sat| Porosity | Water Sat.| Porosity |WaterSat.| Porosily |WaterSat.| Porosity[Water at| Porosity |water Sat.| Porosity | water sat.| Porosiy |watersat
Porosity 1.0000 | -0.0064 | 10000 | 0.0406 | 1.0000 | 0.0001 | 1.0000 | 00060 | 1.0000 | 0.0236 | 1.0000 | 0.0226 | 1.0000 | 00258 | 10000 | -0.0134 | 1.0000 | 0.00s4 | 1.0000 | -0.0111
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Relaization Number # 31 32 33 34 35 36 37 38 39 40
Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

No. of realization 57,330 | 57330 [ 57,330 | 57330 | 57,330 [ 57,330 | 57330 [ 57,330 | 57330 | 57330 | 57,330 | 57330 | 57,330 | 57,330 | 57,330 [ 57,330 | 57330 [ 57,330 | 57.330 | 57330
No. of simulated 57,330 | 57330 [ 57,330 | 57330 | 57,330 [ 57,330 | 57330 [ 57,330 | 57330 | 57330 | 57,330 | 57330 | 57,330 | 57,330 | 57,330 [ 57,330 | 57330 [ 57,330 | 57,330 | 57330
No. of unsimulated 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Mean 16.68 4293 16.49 44.09 16.63 4223 16.42 4148 17.06 42,58 16.53 42.37 16.52 4121 16.30 41.36 17.05 4265 17.25 4234
Std. Deviation 2.02 956 1.89 9.13 2.01 9.83 198 9.70 2.09 9.63 198 9.93 1.96 9.77 1.96 9.81 2.13 9.78 194 9.50
Variance 4.09 91.35 359 83.34 4.05 96.64 393 9447 4.36 92.82 3.93 98.52 3.86 95.47 3.83 96.27 4.55 95.65 3.76 90.24
Minimum 10.00 14.90 10.00 14.90 10.00 1490 10.00 1490 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 22.70 60.00 22.68 60.00 22.70 60.00 22.70 60.00 22.70 60.00 2269 60.00 2269 60.00 22.68 60.00 22.70 60.00 22.70 60.00
Median 16.46 4420 16.27 4553 16.40 43.70 16.20 43.32 16.77 44.03 16.29 43.80 16.30 42.99 16.15 4320 16.77 44.10 16.91 43.70
Skewness 0.025 0616 0.186 -0.665 0219 0.570 0.184 0.529 0.103 0615 0.170 0550 0.122 0495 0.122 0512 0.096 0.573 0.113 0.550
Kurtosis 0.113 0.194 0.248 0.011 0176 0311 0.209 0.356 [ -0106 | -0.190 0183 0335 0.115 0414 0329 0.399 [ -0.105 | -0.281 0.311 0.270
Coefficient of variabilty | 0.121 0223 0115 0207, 0121 0.233 0421 0.234 0.122 0.226 0.120 0234 0.119 0.237 0.120 0.237 0.125 0229 0.112 0.224
Mean Standard Error 0,070 0.179 0.069 0184 0.069 0.176 0.069 0.173 0.071 0.178 0.069 0.177 0.069 0.172 0.068 0173 0.071 0.178 0072 0.477

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Statistical Data

Correlation Porosity | Water Sat.| Porosity [WaterSat.| Porosity (WaterSat.| Porosity [Water Sat.| Porosity [WaterSat.[ Porosity |Water Sat.
Porosity 1.0000 | 00314 | 10000 | 00128 | 1.0000 | -0.005 [ 1.0000 | 00214 | 1.0000 | 0.0309 | 1.0000 [ 0.0074 | 1.0000 | -0.0165 | 1.0000 | 00101 | 1.0000 | 00035 | 1.0000 [ 0.0118
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Relaization Number # 41 42 43 44 45 46 47 48 49 50
Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

No. of realization 57330 | 57,330 | 57,330 | 57330 | 57,330 [ 57,330 | 57330 [ 57,330 | s7330 | 57330 | 57,330 | 57330 | 57,330 | 57330 | 57330 | 57,330 | 57330 | 57,330 | 57.330 | 57330
No. of simulated 57,330 | 57,330 | 57,330 | 57330 | 57,330 [ 57.330 | 57330 [ 57,330 | 57330 | 57330 | 57,330 | 57330 | 57,330 | 57330 | 57,330 | 57,330 | 57330 | 57,330 | 57.330 | 57330
No. of unsimulated 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Mean 16.94 4092 16.49 42.50 16.73 4171 16.38 43.96 16.23 41.57 16.16 43.09 16.56 43.97 16.79 41.66 16.64 42.77 16.59 43.87
Std. Deviation 2.10 10.01 2.03 9.76 1.94 9.74 191 9.57 1.92 9.82 2.06 9.49 1.99 9.63 2.12 9.87 1.93 9.58 2.05 9.29
Variance 4.42 100.20 414 95.18 377 94.93 364 91.54 3.70 96.45 4.23 90.12 3.96 92.67 450 97.48 373 91.71 4.21 86.35
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 22.70 60.00 22.67 60.00 22.66 60.00 2267 60.00 2268 60.00 22.70 60.00 22.70 60.00 22.69 60.00 22.69 60.00 22.69 60.00
Median 16.62 4279 16.32 43.93 16.47 4346 16.20 45.57 16.08 43.40 16.09 44.27 16.30 45.64 16.51 4347 16.44 44.10 16.33 4540
Skewness 0.201 0463 | -0.047 | -0588 0.191 0.508 0.170 0.638 0.207 0515 [ -0042 | -0.602 0.184 0.698 0.120 -0.532 0.076 -0.600 0.154 0.664
Kurtosis 0198 | -0.491 0.269 -0.260 0.023 0.374 0.297 0.105 0.283 0.387 0312 0.168 0.077 0.010 -0.121 0354 0.175 -0.203 0.061 0.020
Coefficient of variabilty | 0.124 0.245 0.123 0230 0.116 0.234 0.116 0.218 0.119 0.236 0.127 0.220 0.120 0.219 0.126 0.237 0.116 0224 0.124 0.212
Mean Standard Error 0.071 0.171 0.069 0.178 0.070 0.174 0.068 0.184 0.068 0.174 0.067 0.180 0.069 0.184 0.070 0.174 0.069 0.179 0.069 0.183

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Porosity | Water Sat.

Correlation Porosity | Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity |Water Sat
Porosity 1.0000 | -0.0275 | 10000 | 00051 | 10000 [ -00447 | 1.0000 | 00298 | 10000 | 00054 | 10000 | -000s5 | 1.0000 | -0.0151 | 10000 | 00528 | 1.0000 | 00184 | 1.0000 | -0.0339
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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B.1: Statistics of porosity and water saturation for each of 100 realizations from SGS-
local and global distribution (continued).

Relaization Number # 51 52 53 54 55 56 57 58 59 60
Statitcal Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity | Water Sat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |waterSat.| Porosity |WaterSat.| Porosity [Water Sat.| Porosity [WaterSat| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |[water sat.
No. of realization 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 7330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57:330
No. of simulated 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 67330 | 7330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57330 | 57330 | 57,330 | 57,330 | 57330 | 57330 | s7:330
No. of unsimulated [ 0 0 0 0 ] ] ] ] ] ] ] [ [ [ 0 0 0 0 ]
Mean 16.77 41.76 16.71 4214 16.82 41.36 16.23 40.58 16.69 43.05 17.05 43.36 16.66 41.29 16.62 42.86 16.71 41.19 16.34 43.52
Std. Deviation 2.01 9.74 1.96 9.88 2.14 9.97 1.99 10.02 213 9.65 1.97 9.41 2.02 9.47 2.01 9.68 2.03 9.89 1.91 9.49
Variance 4.04 94.87 3.83 97.65 4.57 99.44 3.97 100.31 4.54 93.13 3.90 88.54 4.09 89.69 4.05 93.71 413 97.79 3.64 90.09
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 22.70 60.00 22.70 60.00 22.70 60.00 2267 60.00 2270 60.00 2270 60.00 2270 60.00 22.70 60.00 22.68 60.00 22.67 60.00
Median 16.52 43.50 16.49 43.70 16.54 43.20 16.10 4214 16.44 44.30 16.72 44.34 16.40 42.99 16.41 44.15 16.51 43.03 16.18 4468
Skewness 0.103 -0.511 0.105 -0.565 0.181 -0.478 0.138 -0.444 0.114 -0.624 0.225 -0.635 0.192 -0.483 0.099 -0.606 0.012 -0.489 0.144 -0.639
Kurtosis -0.069 -0.380 0.026 -0.304 -0.055 -0.457 0.176 -0.523 -0.036 -0.156 -0.134 -0.090 -0.049 -0.392 0.101 -0.207 0.060 -0.444 0.182 -0.100
Coefficient of variability 0.120 0.233 0.117 0.234 0.127 0.241 0.123 0.247 0.128 0.224 0.116 0.217 0.121 0.229 0.121 0.226 0.122 0.240 0.117 0.218
Mean Standard Error 0.070 0.174 0.070 0.176 0.070 0.173 0.068 0.169 0.070 0.180 0.071 0.181 0.070 0.172 0.069 0.179 0.070 0.172 0.068 0.182
Correlation Porosity | Water Sat.| Porosity [WaterSat.| Porosity |Water Sat.| Porosity [Watersat.[ Porosity [Water sat.| Porosity |Water Sat.| Porosity [Water Sat.| Porosity [Watersat| Porosity |Water Sat.| Porosity |water sat.
Porosity 1.0000 -0.0305 1.0000 -0.0249 1.0000 -0.0507 1.0000 0.0031 1.0000 0.0207 1.0000 0.0782 1.0000 -0.0040 1.0000 0.0116 1.0000 -0.0246 1.0000 -0.0395
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Relaization Number # 61 62 63 64 65 66 67 68 69 70
Statistcal Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity | Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity [waterSat.| Porosity |WaterSat.[ Porosity [watersat.| Porosity |watersat.| Porosity | watersat.| Porosity | water Sat.| Porosity | water sat.
No. of realization 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57,330 [ 57,330 | 57,330 | 57330 | 57330 | 57,330 | 57330 | 57,330 | 57,330 | 57,330 | 57330 | 57.330
No. of simulated 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | s7330 | s7.330 [ 57,330 | 57,330 | 57330 | 57330 | 57330 | 57330 | 57,330 [ 57,330 | 57,330 | 57330 | 57330
No. of unsimulated [ 0 0 0 0 0 ] ] [} ] [ ] [ [ 0 0 0 0 0 0
Mean 1643 | 4256 1659 | 4263 1649 | 4311 16.91 4305 | 1634 | 4244 | 1644 [ 4232 16.51 4271 1694 | 4146 1624 | 43.00 1669 | 4293
Std. Deviation 1.93 9.66 202 9.46 207 9.73 207 954 1.98 973 207 9.86 2.09 9.66 217 9.98 1.89 9.85 205 9.41
Variance 372 93.37 4.08 89.44 430 9471 427 91.04 393 94.66 427 9724 4.36 9335 470 99.51 3.59 97.03 420 88.56
Minimum 10.00 14.90 10.00 14.90 10.00 1490 | 10.00 1490 | 1000 | 1490 [ 1000 [ 1490 10.00 14.90 10.00 14.90 10.00 14.90 1000 | 1490
Maximum 2268 | 6000 | 2269 | 6000 | 2269 | 6000 [ 2270 | 6000 | 2269 | 6000 | 2269 [ 6000 [ 2270 | 6000 | 2270 | 6000 | 2270 | 6000 [ 2269 | 60.00
Median 16.21 43.90 1635 | 4390 1629 | 4430 | 1661 4430 | 1618 | 4380 | 1624 [ 4371 1629 | 4410 16.61 43.38 1610 | 4430 1645 | 4410
Skewness 0173 | 0566 | o124 | 0569 | -0005 | -0591 [ 0471 [ 0645 | o081 | -0535 | 0025 [ 0536 | 0125 [ 0618 | 0475 | -0527 | 0167 | -0625 | 0047 [ 0503
Kurtosis 0085 | 0265 | o187 | -0238 | 0467 | -0244 [ -0d09 | 0124 | 0215 | -0327 | o111 [ 0331 | 0205 | 0197 | 0078 | -0385 | 0346 | -0163 [ 0043 | -0.186
Coefficient of variability 0.117 0.227 0.122 0.222 0.126 0.226 0.122. 0.222 0.121 0.229 0.126 0.233 0.126 0.226 0.128 0.241 0.117 0.229 0.123 0219
Mean Standard Error 0.069 0.178 0.069 0.178. 0.069 0.180 0.071 0.180 0.068 0177 0.069 0177 0.069 0.178 0.071 0.173 0.068 0.180 0.070 0.179
Correlation Porosity | Water Sat.| Porosity |WaterSat | Porosily | WaterSat [ Porosity | Water Sat.| Porosity | WaterSat | Porosity [Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |water sat.
Porosity 1.0000 0.0112 1.0000 0.0100 1.0000 -0.0057 1.0000 -0.0119 1.0000 -0.0043 1.0000 0.0310 1.0000 0.0300 1.0000 -0.0200 1.0000 0.0381 1.0000 -0.0453
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Relaization Number # 71 72 73 74 75 76 77 78 79 80
Statistical Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity | Water Sat.| Porosity |water Sat.| Porosity |watersat.| Porosity |water Sat.| Porosity |watersat.| Porosity |water sat.| Porosity |watersat.| Porosity | water sat.| Porosity |watersat.| Porosity |water sat.
No. of realization 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330
No. of simulated 57,330 57,330 57,330 57,330 57,330 57,330, 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330
No. of unsimulated [ 0 0 0 0 [ 0 0 0 [ [ [ [ [ [ 0 0 0 0 [
Mean 16.90 43.61 16.84 42.24 16.90 41.76 16.11 42.11 16.58 42.83 16.72 43.08 16.57 42.78 16.84 43.19 16.36 41.52 16.67 43.25
Std. Deviation 2.05 9.46 1.98 9.74 2.06 10.08 1.94 9.99 1.98 9.72 2.03 9.37 2.07 10.16 2.06 9.44 1.94 10.14 1.99 9.35
Variance 421 89.57 393 94.78 425 | 10167 [ 875 99.88 390 9450 413 8777 430 10324 | 426 89.11 375 10277 | 395 87.49
Minimum 10.00 14.90 10.00 14.90 1000 | 1490 | 1000 | 1490 [ 1000 | 1490 | 1000 [ 1490 10.00 14.90 10.00 14.90 10.00 14.90 1000 | 1490
Maximum 2268 | 6000 | 2270 | 6000 | 2270 | 6000 | 2265 | 6000 [ 2270 | 6000 | 2270 [ e000 [ 2270 | 6000 | 2270 | 6000 | 2268 | 6000 [ 2267 | 60.00
Median 1662 | 4494 1656 | 43.70 1662 | 4360 1603 | 4370 | 1633 | 4420 [ 1643 [ 4420 1627 | 4420 1655 | 44.30 1619 | 4343 1644 | 4430
Skewness 0071 | 0635 | 0195 | -0544 | 0100 | -0552 | 0041 | 0555 | 0477 | 0623 | 0280 [ 0502 [ 0277 | 0599 | 0239 | -0616 | 0115 | -0503 [ o112 | -0631
Kurtosis 002 | 0127 | 0014 | 0323 | -0007 | -0877 | 0443 | 0337 [ 0209 | 0196 | o087 | -0161 | 0172 | 0278 | 0022 | 0130 | 0226 | -0464 | -0.086 | -0.111
Coefficient of variabilty | 0.121 0217 | o118 | 0230 [ 0122 | 0241 0120 | 0237 [ 0119 [ 0227 [ 021 0217 | 0425 | 0237 | 0123 | 0219 | o118 | 0244 [ 019 [ 0216
Mean Standard Error 0.071 0182 | 0070 [ 0176 [ oor 0174 | o067 | 0176 | o009 | o479 [ o070 [ 0180 | o069 | 0179 | o070 | o180 [ oo0es [ 0473 | o070 | o181
Corelation Porosity | Water Sat.| Porosity | Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |WaterSat | Porosity [Water Sat.| Porosity |Water Sat| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |water Sat.
Porosity 1.0000 | -00326 | 1.0000 | 00154 | 1.0000 | 0.0166 | 1.0000 | -0.0137 | 1.0000 | -0.0031 | 1.0000 | 0.0052 | 1.0000 | 00804 | 10000 | -00202 | 1.0000 | -0.0188 | 1.0000 | 0.0448
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000, 1.0000 1.0000 1.0000 1.0000
Relaization Number # 81 82 83 84 85 86 87 88 89 90
Statistcal Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity | Water Sat.[ Porosity [Water Sat.| Porosity [water Sat.[ Porosity [waterSat.| Porosity |waterSat.| Porosity |Wwater Sat.| Porosity |watersat.| Porosity | Water Sat.| Porosity |WaterSat.| Porosity | Water Sat.
No. of realization 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330
No. of simulated 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330 57,330
No. of unsimulated 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Mean 16.36 42.65 16.62 43.35 16.56 43.17 16.68 42.46 16.77 4317 16.36 41.55 16.44 41.56 16.72 41.98 16.27 41.22 16.12 4248
Std. Deviation 2.05 9.57 2.00 9.39 2.08 9.51 212 9.80 2.00 9.42 2.08 10.08 1.95 9.94 2.04 9.69 1.99 9.89 2.09 9.53
Variance 4.22 91.62 4.00 88.25 4.33 90.53 4.48 96.02 3.98 88.76 4.34. 101.66 3.81 98.82 4.16 93.99 3.97 97.73 4.37 90.85
Minimum 10.00 14.90 10.00 14.90 1000 | 1490 | 1000 [ 1490 [ 1000 [ 1490 | 1000 | 14.90 10.00 14.90 10.00 14.90 10.00 14.90 1000 | 1490
Maximum 2270 | 6000 | 2269 | 6000 | 2270 | 6000 | 2260 [ 000 [ 2270 | eo00 | 2270 [ e000 [ 2267 | 000 [ 2270 | 6000 | 2269 | 6000 [ 2269 | 60.00
Median 1618 | 4410 16.41 44.30 1629 | 4430 | 1647 | 4382 | 1651 4430 | 614 | 4343 1623 | 4340 1646 | 4355 1617 | 4320 1595 | 4384
Skewness 0163 | 0575 | 0027 | -0626 | 0151 | -0608 | 0013 [ 0549 | 0198 | -0610 | 0222 | -0510 [ 0120 [ 0514 | oa11 | 0525 | -0036 | -0504 | 0206 [ -0570
Kurtosis 0281 | 0251 | 0256 | -0002 | 0141 | -0190 | ‘o047 [ 0332 | -0.061 | -0.147 | 0106 | 0438 [ 0186 [ 0301 [ o185 | -0.323 | 0468 | -0435 | o284 [ 0252
Coefficient of variabilty | 0.126 | 0224 | 0120 | 0217 [ o426 | 0220 | 0127 | 0231 0419 | 0218 | 0127 | 0243 | o119 [ 0239 | 0122 [ o231 0123 | 0240 [ 0430 [ o224
Mean Standard Error 0068 | 0478 | 0069 | 0.181 0069 | 0180 [ 0070 | o047z | o070 | o180 | ooss [ 0174 [ 0069 | 0474 | o070 | 0175 | ooes [ 0472 [ ooe7 [ 0477
Corelation Porosity | Water Sat.| Porosity [WaterSat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity [Water Sat.| Porosity |Water Sat.| Porosity [Water Sat.| Porosity [WaterSat| Porosity |Water Sat.| Porosity |water Sat.
Porosity 1.0000 | -0.0571 | 1.0000 | 00444 | 1.0000 | 0.0811 | 1.0000 [ -0.0015-] 1.0000 [ 00102 | 1.0000 [ 0.0255 [ 10000 [ 00396 | 1.0000 | 00093 | 1.0000 | -0.0775 | 1.0000 | 0.0076
Water Saturation 1.0000 1.0000 1.0000 1.0000 1,0000 1.0000 1.0000 1.0000 1.0000 1.0000
Relaization Number # o1 92 93 94 95 96 97 % 99 100
Statistcal Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity | Water Sat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity [Watersat.| Porosity |Water Sat.| Porosity [Water Sat.| Porosity [Watersat.| Porosity |Water Sat.| Porosity [water sat.
No. of realization 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 67330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 [ 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of simulated 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 67330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 [ 57,330 | 57,330 | 57,330 | 57330 | 57,330
No. of unsimulated [ 0 0 0 0 ] ] ] [ [ [ ] [ [ [ 0 0 0 0 ]
Mean 1653 | 4229 16.51 4263 1665 | 4246 1637 | 4169 | 1663 | 4255 | 1655 | 4227 1692 | 4184 16.55 | 4286 1663 | 4262 1692 | 4275
Std. Deviation 211 9.94 2.00 974 2.02 976 1.88 972 206 971 208 9.88 1.99 972 1.91 9.86 2.08 9.49 207 949
Variance 444 98.80 401 94.80 4.09 95.17 3.55 94.47 424 9423 433 9756 395 9454 366 97.17 434 90.05 429 90.13
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 1490 | 1000 | 1490 [ 1000 [ 1490 10.00 14.90 10.00 14.90 10.00 14.90 1000 | 14.90
Maximum 22.70 60.00 22.69 60.00 22.70 60.00 2268 60.00 2269 60.00 2270 60.00 2270 60.00 22.69 60.00 2270 60.00 22.70 60.00
Median 16.30 43.72 16.29 44.07 16.40 43.90 16.18 43.48 16.43 43.90 16.29 43.70 16.62 43.51 16.32 44.20 16.41 43.90 16.62 44.10
Skewness 0.033 -0.546 0.060 -0.565 0.206 -0.579 0.187 -0.526 0.010 -0.559 0.061 -0.555 0.126 -0.552 0.064 -0615 0.053 -0.566 0.158 -0.579
Kurtosis 0.109 -0.332 0.242 -0.265 0.083 -0.287 0.196 -0.352 0.378 -0.287 0.132 -0.320 -0.123 0317 0.213 -0.208 0.034 -0.244 -0.205 -0.226
Coefficient of variability 0.127 0.235 0.121 0.228 0.121 0.230 0.115 0.233 0.124 0.228 0.126 0.234 0.118 0.232 0.116 0.230 0.125 0.223 0.122 0.222
Mean Standard Error 0.069 0.177 0.069 0.178 0.070 0177 0.068 0.174 0.069 0.178 0.069 0.177 0.071 0.175 0.069 0.179 0.069 0.178 0.071 0.179
Correlation Porosity | Water Sat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity [WaterSat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity |WaterSat.| Porosity |WaterSat. Porosity |waterSat
Porosity 1.0000 [ -00475 | 1.0000 | 00022 | 1.0000 | -0.1034 [ 1.0000 | -0.0329 | 1.0000 | 00367 | 1.0000 | -0.0037 [ 1.0000 [ -0.0222 | 1.0000 | -0.0285 | 1.0000 | -0.0055 | 1.0000 [ -0.0287
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000




B.2: Statistics of porosity and water saturation for each of 100 realizations from

SGCOSIM-local and global distribution.

119

Relaization Number # 1 2 3 4 5 6 7 8 9 10
Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Statisical Data Porosity |Water Sat.| Porosity |Water Sat.| Porosity [Water Sat.| Porosity [Water Sat.| Porosity | WaterSat.| Porosity |water Sat.| Porosity [Water Sat.| Porosity [water sat.| Porosity [Water sat.| Porosity [water sat
No. of realization 57,330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57.330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57.330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57330 | 57,330 | 57.330 | 57,330 | 57.330 | 57,330
No. of unsimulated [ o o 0 [ [ 0 [ o o 0 [ o 0 [ o o 0 [ o
Mean 1660 | 42.11 16.61 42.03 16.61 4226 1663 | 42,06 16.61 4227 1665 | 4221 1650 | 4208 1666 | 4219 1669 | 42.13 1662 | 4206
Std. Deviation 218 10.85 2.9 10.79 218 10.90 223 10.89 215 10.83 2.21 10.71 2.8 10.85 216 10.77 2.19 10.79 218 1097
Variance 474 11765 | 4.80 11647 | 473 11874 | ao7 11865 | 464 17.22 | 489 114.81 475 1778 | 468 11593 | 479 11636 | 474 12026
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 | 2269 | 6000 | 2270 | 6000 | 2270 | e000 | 2270 6000 | 2270 | 6000 | 2270 | 6000 | 2269 | 60.00 2270 | 6000 | 2270 | e0.00
Median 1637 | 4382 1639 | 4374 1636 | 44.00 1639 | 4380 1636 | 44.00 16.41 4386 1633 | 4386 1644 | 4390 1645 | 4385 1638 | 4380
‘Skewness 0132 | 0539 | o096 | -0523 | o109 | -0554 | o100 | -0525 | 0097 | 0559 | 0069 | 0549 | 0123 [ 0551 | 0061 | -0565 | 0073 | -0537 | o100 | -0.535
Kurtosis 0031 | 0484 | -0001 | -0500 | 0094 | -0468 | 0040 | 0506 | 0080 | 0436 | 0022 | 0428 | 0104 | -0468 | 0057 | -0414 | 0021 | 0472 | 0.086 | -0.501
Coeffcient of variability 0131 0258 | 0432 0257 | 0131 0258 | 0.3 0259 | 0430 0256 | 0133 | 0254 | 0.131 0258 | 0130 | 0255 0131 0256 | 0131 0261
Mean Standard Error 0069 | 0476 0069 | 0176 | 0069 | 0176 | 0069 | 0476 | 0069 | 0477 0070 | 0476 | o069 | 04176 | o070 | 0176 0070 | 04176 | o069 | 0176
Correlation Porosity | Water Sat.| Porosity | Water Sat.| Porosity | Water Sat.| Porosity | Water Sat.| Porasily | Water Sa.| Porosity | Water Sat| Porosity |Water Sat.| Porosity | Water Sat.| Porosity |Water Sat.| Porosity | Water sat
Porosity 1.0000 | -06276 | 1.0000 | -06276 | 1.0000 | -06438 | 1.0000 | 06374 | 10000 | 06392 | 10000 | -06400 | 1.0000 | -0.6359 | 1.0000 | -06284 | 1.0000 | 06243 | 1.0000 | -0.6367
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeabillty 06676 | 05452 | 06670 | -05393 | 06756 | -05524 | 06686 | -05414 | 06718 | 05453 | 06633 | 05454 | 06712 | 05472 | 06623 | -0.5426 | 06704 | -05416 | 06715 | -05520
Resistivity 06357 | 06234 | 06388 | 06222 | 0.6442 | 06360 | 06407 | 06249 | 06403 | 06505 | 06412 | 06305 | 06449 | 06270 | 0.6370 | -06262 | 06379 | -06256 | 06384 | -06310
Relaization Number # 12 13 14 15 16 17 18 19 20
Statistcal Deta Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat | Porosity |Water Sat.| Porosity | WaterSat.| Porosity |water Sat.| Porosity [water Sat.| Porosity |water sat.| Porosity [watersat.| Porosity [water sat
No. of realization 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57.330 | 57,330 | 57,830 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330
No. of unsimulated [ [ [ 0 [ [ 0 [ [ [ 0 [ [ 0 [ [ [ 0 [ [
Mean 1665 | 4228 1663 | 42,05 1660 | 4243 1662 | 4171 16,61 4184 1656 | 4217 1666 | 42.12 1658 | 4209 1664 | 42.30 1663 | 4208
Std. Deviation 219 10.83 2.8 10.79 223 10.86 220 11.09 217 10.89 247 10.91 219 10.84 216 10.87 220 10.91 219 1077
Variance 479 1734 | 475 11649 | 497 11798 | 484 12306 | 471 11868 | 470 11902 | 4718 11750 | 468 11805 | 484 119.00 | 479 116.02
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2269 | 6000 2270 | 6000 | 2270 | 6000 | 2270 | 6000 | 2269 6000 | 2270 | 6000 | 2270 | 6000 | 2269 | 60.00 2270 | 6000 | 2270 | 6000
Median 16.41 44.10 1637 | 4378 1638 | 4387 1638 | 4370 1637 | 4370 1630 | 4390 1640 | 4385 1632 | 4385 1640 | 44.10 1640 | 4380
Skewness 0088 | 0573 | o116 | 0541 | ooe4 | 0543 | 0417 | 0522 | 0095 | 0519 | o101 | 0562 | 0144 | 0539 | o091 | -0551 | o094 | -0575 | o077 | -0.558
Kurtosis 0021 | 0433 | o068 | -0466 | 0076 | -0479 | 0026 | 0540 | 0015 | 0525 | 0112 | 0462 | 0044 | 0481 | 0094 | -0467 | 0019 | -0426 | 0032 | -0.435
Coeficient of variability 0131 0256 | 0431 0257 | 0134 | 0258 | 0132 | o266 | 0431 0260 | 0131 0259 | 0431 0257 | 0131 0258 0132 | 0258 | 0132 | 0256
Mean Standard Eror 0070 | 0477 0069 | 0176 | 0069 | 0476 | 0069 | 0474 | 0069 0175 | 0069 | 0176 | 0070 | 0176 | 0069 | 0.76 0070 | 0477 | o069 | 0176
Correlation Porosity |Water Sat.| Porosity rSat.| Porosity | water Sat.| Porosity_| water Sat. sity | Water Sat.[ Porosity | Water Sat Porosity [water Sat.| Porosity [watersat.| Porosity [watersat.| Porosity |water sat
Porosity 1.0000 [ -0.6360 | 1.0000 1.0000 34 1.0000 10000 | -06372 | 1.0000 [ -06316 | 1.0000 | -06413 | 1.0000 | 06356 | 1.0000 | 06483 | 10000 [ -0.6302
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeabilty 06692 | 05454 | 06668 0.6665 06688 | 05533 6649 | 05487 | 06664 | 05506 | 06744 | 05444 | 06656 | 0.5440 | 0.6678 | 05563 | 0.6668 | -0.5419
Resistivity 0639 | 06318 | 06377 06379 | 06300 | 06405 | 06331 | 06321 | 06313 | 06331 | 06321 | 06453 | 06252 | 06365 | 06267 | 06410 | 06379 | 06385 | 06309
Relaization Number # 21 22 23 24 25 26 27 28 29 30
Statistcal Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity |Water Sat.| Porosity |Water Sat.| Porosity [Water Sat| Porosity |Water Sat.| Porosity | WaterSat.| Porosity [watersat.| Porosity [water Sat.| Porosity |water sat| Porosity [watersat| Porosity [water sat
No. of realization 57,330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,830 | 57,330 | 57,330 | 57330 | 57,330 | 57330 | 57330 | 67330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 [ 67,330
No. of unsimulated [ [ o 0 0 ) 0 o ) o 0 [ o 0 0 ) ) 0 ) )
Mean 1662 | 4222 1659 | 4240 1659 | 4219 1659 | 42.24 1659 | 4232 1660 | 41.96 1662 | 41.99 16.61 4204 1656 | 42.29 1666 | 41.99
Std. Deviation 247 10.90 217 10.89 216 1081 220 10.60 220 10.69 218 10.90 2.9 10.95 218 10.80 247 10.86 218 1081
Variance 4.70 118.81 473 11854 | 468 11676 | 486 11227 | 483 | 11425 | 475 11888 | 480 11987 | 475 116.61 472 11799 | 475 116.79
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 2270 | 6000 | 2270 | 6000 | 2270 | 6000 | 2270 | 6000 [ 2270 | 6000 | 2270 [ 6000 | 2270 | e0.00 2270 | 6000 | 2270 | 6000
Median 1639 | 44.00 1633 | 4410 1633 | 4401 1635 | 4385 1635 | 4410 1636 | 43.70 1635 | 4380 1635 | 4370 1635 | 4391 1644 | 4370
Skewness 0107 | 0559 | o108 | 0563 | o130 | 0861 | o117 | 0540 | o00es | 0867 | oi16 | 0517 | o013 [ 0540 [ o013 | 0520 | o051 | -0551 | o0s9 | -0.542
Kurtosis 0110 | 0454 | o088 | 0452 | 0048 | -0466 | 0070 | 0430 | 0092 | 0421 | 0082 | 0491 | 0085 | 0505 | 0053 | 0489 | 0130 | -0460 | 0.058 | -0.453
Coeflicient of variability 0130 | o258 | 0131 0257 | 04130 | 0256 | 0133 | o251 0132 0253 | 0131 0260 | 0132 | 0261 0131 0257 0131 0257 | 0131 0257
Mean Standard Error 0069 | 0476 0069 | 0177 | 0069 | 0176 | 0069 | 0476 | 0.069 0177 | 0069 | 0175 | 0069 | 0175 | 0069 | o0.176 0069 | 0477 | o070 | 0475
Correlation Porosity | Water Sat [ _Porosily | Waler Sal.| Porosily | Waler Sat.| Porosity | Waler Sat.| Porosily | Waler Sal.| Porosiy_| Waler Sat| Porosity | Water Sat.| Porosity | Water Sat.| Porosity | Water sat.| Porosity | Water sat
Porosity 1.0000 | -0633¢ | 1.0000 | 06408 | 1.0000 | 06249 | 1.0000 | 06329 | 1.0000 | -06226 | 10000 | -06327 | 1.0000 | 06403 | 1.0000 | -06336 | 1.0000 | 06418 | 1.0000 | 06413
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeabilty 06695 | 05550 | 06716 | 05550 | 06696 | 05458 | 06737 | 05444 | 06675 | 05458 | 06684 | 05456 | 06700 | 05514 | 06737 | 05429 | 06654 | -05519 | 06636 | -0.5437
Resistivity 06373 | 06323 | 06394 | 06355 | 06344 | 06324 | 06415 | 06269 | 06387 | 06275 | 06421 | 06270 | 06423 | 06334 | 06448 | 06277 | 06391 | 06316 | 0.6385 | -0.6262
Relaization Number # 31 32 33 34 35 36 37 38 39 40
Statistial Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity |Water Sat.| Porosity |Water Sat.| Porosity [water Sat| Porosity [Water sat.| Porosity | watersat.| Porosity | water sat.| Porosity [water sat.| Porosity |water sat.| Porosity [watersat| Porosity [water sat
No. of realization 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 67,330 | 67.330 | 57,330 | 57330 | 67330 | 67330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 | 67,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 67330 | 57,330 | 57330 | 67330 | 67330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 [ 67,330
No. of unsimulated [ [ ] 0 0 o 0 [ [ ] 0 [ ] 0 [ [ ] 0 o ]
Mean 1662 | 4206 16.64 4182 1664 | 4165 1659 | 4217 1663 | 4198 1660 | 42.29 1660 | 41.90 1664 | 4221 1659 | 42.30 1665 | 4232
Std. Deviation 219 10.85 2.9 10.83 219 11.14 221 10.80 247, 10.81 2417 10.91 218 10.87 220 10.92 2.6 10.84 219 10.79
Variance 480 11768 | 478 117.30 | 479 12400 | 489 1653 | 472 116,81 471 11896 | 476 11847 | 486 11928 | 468 11746 | 481 11641
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 | 2270 [ 6000 | 2270 | 6000 | 2270 | e0.00 | 2270 6000 | 2270 | 6000 | 2269 | 6000 | 2270 | 60.00 2270 | 6000 | 2270 | e0.00
Median 1635 | 4378 1640 | 4370 1643 | 4370 16.36 | 4399 1640 | 4372 1636 | 4409 1639 | 4370 16.41 43.97 1633 | 44.10 16.41 44.10
‘Skewness 0140 | 0535 | 0120 | 0522 | ooes | -0497 | 0080 | 0579 | 0118 | 0534 | 0084 | 0555 | 0040 | 0533 | 0085 | -0543 | 0113 | -0591 | 0105 | -0.563
Kurtosis 0068 | 0471 | 0095 | 0503 | 0043 | -0599 | 0093 | 0427 | 0048 | 0486 | 0043 | 0469 | 0087 | 0488 | 0023 | 0476 | 0068 | -0407 | 0010 | -0.433
Coeflicient of variability 0132 [ o258 | 0131 0259 | 0132 | 0267 | 0133 | o256 | o0.131 0257 | 0131 0258 | 0131 0259 | 0133 | 0259 0130 | 0256 | 0132 | 0255
Mean Standard Error 0069 | 0176 | o069 | 0175 | 0069 | 0174 | 0069 | 0176 | 0069 | 0175 | 0069 | 0177 | ooes [ 0175 | ooes | 0176 0069 | 0177 | o070 | o477
Correlation Porosity |Water Sat.| Porosity |Water Sat.| Porosity |WaterSat | Porosity |Water Sat.| Porosity | Watersat.| Porosity [water sat| Porosity [WaterSat.| Porosity |WaterSat| Porosity |water sat| Porosity |water sat.
Porosity 10000 | -06374 | 1.0000 | -06372 | 1.0000 | -06408 | 1.0000 | 06202 | 10000 | -06373 | 10000 | 06392 | 10000 [ -06342 | 1.0000 | -06531 | 10000 | -06339 | 10000 | 06348
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeability 06736 | 05482 | 06710 | 05405 | 06648 | -0.5468 | 0.6701 | 05485 | 0.6704 | 05461 | 06659 | 05500 | 06628 | 05529 | 06681 | 0.5510 | 0.6684 | -0.5518 | 0.6695 | -0.5531
Resistivity 06413 | 06267 | 06416 | 06237 | 06395 | 06281 | 06412 | 06305 | 06438 | 06302 | 06370 | 06306 | 06340 | 06320 | 06422 | 06315 | 06394 | 06323 | 0.6401 | 06363
Relaization Number # 41 42 43 44 45 46 47 48 49 50
Statitical Dota Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity | Water Sat.| Porosity | Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |Water Sat
No. of realization 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 67,330 | 57,330 | 57330 | 57330 | 57330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 | 67,330
No. of simulated 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 | 57330 | 57,330 | 57.330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of unsimulated [ [] ] 0 [ [] 0 [ [ ] 0 [ ] 0 [ [ ] 0 [ ]
Mean 1663 | 4225 1665 | 4214 1660 | 4239 1664 | 4223 1667 | 4226 1659 | 4208 1662 | 4250 1662 | 4254 1657 | 4222 1664 | 4239
Std. Deviation 219 10.87 218 10.81 219 220 10.82 217 10.83 221 10.99 220 10.93 220 10.90 216 10.89 218 10.78
Variance 482 118.11 474 11682 | 482 483 1744 | 473 117.35 | 488 12082 | 483 11942 | 483 11884 | 468 11869 | 474 116.11
Minimum 10.00 14.90 10.00 14.90 10.00 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 | 2270 | 6000 [ 2270 2270 | 6000 | 2270 6000 | 2270 | 6000 | 2269 | 6000 | 2270 | 60.00 2270 | 6000 | 2270 | 60.00
Median 1638 | 43.90 1640 | 43.90 16.36 1640 | 4392 1642 | 4390 1637 | 4387 16.38 | 44.10 1634 | 4419 1630 | 43.90 16.41 44.10
‘Skewness 0095 | 0544 | 0128 | 0555 | 0.081 0109 | 0560 | 0101 | 055 | 0071 | -0546 | 0070 | 0547 | 0450 | 0585 | 0162 | 0546 | 0099 | 0574
Kurtosis 0004 | 0461 | 0096 | -0458 | 0.104 0048 | 0438 | 0020 | -0446 | 0093 | -0502 | 0056 | 0459 | 0013 | 0403 | 0058 | -0471 | 0024 | -0.402
Coeficient of variability 0132 | 0257 | 0431 0257 | 0432 0132 | 025 | 0130 025 | 0133 | 0.261 0132 0257 | 0132 | 0256 0131 0258 | 0131 0254
Mean Standard Error 0069 | 0476 0070 | 0176 | 0.069 0070 | 04176 | 0070 0176 | 0069 | 0176 | 0069 | 0178 | 0069 | o0.178 0069 | 0176 | 0070 [ 0477
Correlation Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity [Water Sat.[ Porosity [Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |water Sat.
Porosity 10000 | -0.6289 | 1.0000 | -06352 | 1.0000 | -0.6408 [ 1.0000 [ -0.6499 | 1.0000 | -06301 | 1.0000 | -06508 | 1.0000 | -0.6413 | 1.0000 | -06518 | 1.0000 | -0.6321 | 1.0000 | -0.6443
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeability 06699 | 05444 | 06748 | 05499 | 06679 | 05500 | 0.6708 | 05584 | 0.6655 | 05464 | 06659 | 05548 | 06654 | 05475 | 06714 | 05492 | 06708 | 05457 | 0.6690 | 05632
Resistivity 06387 | 06298 | 06410 | -06313 | 06436 | -06313 | 06416 | 06373 | 0.6383 | 06255 | 06427 | 06354 | 06383 | 06300 | 06388 | -0.6328 | 06398 | -0.6311 | 0.6376 | -06347




B.2: Statistics of porosity and water saturation for each of 100 realizations from
SGCOSIM-local and global distribution (continued).
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Relaization Number # 51 52 53 54 55 56 57 58 59 60
Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Statisical Data Porosity |Water Sat.| Porosity |Water Sat.| Porosity [Water Sat.| Porosity [Water Sat.| Porosity | WaterSat.| Porosity |water Sat.| Porosity [Water Sat.| Porosity [water sat.| Porosity [Water sat.| Porosity [water sat
No. of realization 57,330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57.330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57.330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57330 | 57,330 | 57.330 | 57,330 | 57.330 | 57,330
No. of unsimulated [ o o 0 [ [ 0 [ o o 0 [ o 0 [ o o 0 [ o
Mean 1664 | 41.98 16.62 42.00 1659 | 4203 1660 | 41.81 1665 | 4211 1668 | 4202 1667 | 4207 16.61 4210 1668 | 4176 1663 | 41.85
Std. Deviation 223 10.87 2.6 10.93 2.6 10.99 218 11.00 217 10.89 215 10.86 2.8 10.86 218 10.77 220 11.02 217 1087
Variance 4.96 11808 | 465 11946 | 4.6 12067 | 473 12093 | 470 11859 | 464 11804 | 473 1794 | a7 11600 | 485 12133 | 471 118.20
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 | 2270 | 6000 | 2270 | 6000 | 2270 | eo00 | 2270 6000 | 2270 | 6000 | 2269 | 6000 | 2270 | e0.00 2270 | 6000 | 2269 | 60.00
Median 16.41 43.80 1640 | 4388 1634 | 4380 1633 | 4370 1640 | 4388 1643 | 4379 1644 | 4380 1637 | 4380 1644 | 4370 16.41 4370
‘Skewness 0076 | 0543 | o071 | -0568 | o088 | -0545 | 0117 | -0505 | o112 | 0543 | o108 | 0534 | 00ss | 0538 | 0087 | -0553 | oo0s9 | -0523 | 0050 | -0.529
Kurtosis 0043 | 0489 | 0087 | 0437 | 0130 | -0486 | 0051 | 0538 | 0005 | 0487 | 0049 | 0492 | 0065 | 0485 | 0043 | 0436 | -0004 | -0528 | 0.062 | -0.484
Coeffcient of variability 0134 | 0250 | 0130 | 0260 | 0130 | o261 0131 0263 | 04130 0250 | 0129 | 0259 | o0.131 0258 | 0131 0256 0132 | 0264 | 0131 0260
Mean Standard Error 0069 | 0475 | o069 | 0176 | 0069 | 0176 | 0069 | 0475 | 0070 | 0476 | 0070 | 0475 | o070 | 0476 | oo0es | 0176 0070 | 04174 | o069 | 0175
Correlation Porosity | Water Sat.| Porosity | Water Sat.| Porosity | Water Sat.| Porosity | Water Sat.| Porasily | Water Sa.| Porosity | Water Sat| Porosity |Water Sat.| Porosity | Water Sat.| Porosity |Water Sat.| Porosity | Water sat
Porosity 1.0000 | -06458 | 1.0000 [ -06253 | 1.0000 | 06430 | 1.0000 | 06335 | 10000 | 06370 | 10000 | -06456 | 1.0000 | -06419 | 1.0000 | -06327 | 1.0000 | -06449 | 1.0000 | -06371
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeabillty 06681 | 05494 | 06627 | -05497 | 06688 | -05577 | 06687 | 05420 | 06632 | 05509 | 06675 | 05471 | 06658 | 05475 | 06638 | -0.5517 | 06660 | -0.5493 | 0.6623 | -05550
Resistivity 06436 | 06312 | 06326 | 06328 | 0.6404 | 06400 | 06388 | 06275 | 0.6342 | 06305 | 06418 | 06278 | 06384 | 06357 | 0.6338 | -06340 | 06378 | 06311 | 06336 | -06305
Relaization Number # 61 62 63 64 65 66 67 68 69 70
Statistcal Deta Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat | Porosity |Water Sat.| Porosity | WaterSat.| Porosity |water Sat.| Porosity [water Sat.| Porosity |water sat.| Porosity [watersat.| Porosity [water sat
No. of realization 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57.330 | 57,330 | 57,830 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330
No. of unsimulated [ [ [ 0 [ [ 0 [ [ [ 0 [ [ 0 [ [ [ 0 [ [
Mean 1667 | 4200 1663 | 42.12 1660 | 4245 16.61 41.98 16,61 42.60 1663 | 4182 1662 | 42.13 16.61 4214 1664 | 41.98 1659 | 4203
Std. Deviation 223 10.95 220 10.96 218 11.03 220 10.83 218 1071 2.21 10.93 220 10.80 2.21 10.86 2.19 10.95 218 10.88
Variance 4.95 12000 | 484 12005 | 477 12159 | 485 1718 | 474 11465 | 488 11945 | 482 116.61 4.90 11804 | 417 11987 | 473 11834
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 2270 | 6000 | 2270 | 6000 | 2270 | 6000 | 2270 6000 | 2270 | 6000 | 2270 | 6000 | 2269 | 60.00 2269 | 6000 | 2270 | 6000
Median 1643 | 4370 1638 | 4390 1639 | 43.86 1640 | 4370 1637 | 4418 1640 | 4370 1640 | 4390 1636 | 43.90 16.41 43.80 1632 | 4374
Skewness 0076 | 0531 | 0125 | 0548 | o084 | 0535 | 0040 | 0542 | 0084 | 0504 | o078 | 0497 | ooe2 | 0561 | o112 | -0560 | 0095 | -0545 | 0121 | -0.540
Kurtosis 0009 | 0489 | o019 | 0480 | 0057 | 0507 | 0093 | 0468 | 0050 | 0362 | 0038 | 056 | 0000 | 0446 | 0058 | -0466 | 0068 | -0495 | 0.098 | -0.473
Coeficient of variability 0134 | 0261 0132 0260 | 0132 | 0262 | 0133 | o2s8 | 0431 0.251 0133 | 0.261 0132 0256 | 0133 | 0258 0131 0.261 0.131 0259
Mean Standard Eror 0070 | 0475 | o069 | 0176 | 0069 | 0476 | 0069 | 0475 | 0069 0178 | 0069 | 0175 | 0069 | 0176 | 0069 | 0.176 0070 | 0475 | o069 | 0176
Correlation Porosity |Water Sat.| Porosity rSat.| Porosity | water Sat.| Porosity_| water Sat. sity | Water Sat.[ Porosity | Water Sat Porosity [water Sat.| Porosity [watersat.| Porosity [watersat.| Porosity |water sat
Porosity 1.0000 | -06437 | 1.0000 1.0000 | -06445 | 1.0000 10000 | -06314 | 10000 [ -06472 | 1.0000 | -06383 | 1.0000 | -06430 | 10000 | 06387 | 1.0000 [ -0.6383
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeabilty 06675 | 05492 | 06717 06669 | 05520 | 06598 | 05460 | 06644 | 05475 | 06679 | 05518 | 06643 | -0.5450 | 06737 | -05510 | oees3 | -0.5532 | 06710 | -0.5470
Resistivity 06411 | 06343 | 06404 06386 | 06323 | 06326 | 06253 | 06357 | 06342 | 06354 | 06281 | 06366 | 06266 | 06439 | 06336 | 06381 | 06325 | 06438 | 06290
Relaization Number # 7 72 73 74 75 76 77 78 79 80
Statistcal Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity |Water Sat.| Porosity |Water Sat.| Porosity [Water Sat| Porosity |Water Sat.| Porosity | WaterSat.| Porosity [watersat.| Porosity [water Sat.| Porosity |water sat| Porosity [watersat| Porosity [water sat
No. of realization 57,330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,830 | 57,330 | 57,330 | 57330 | 57,330 | 57330 | 57330 | 67330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 [ 67,330
No. of unsimulated [ [ o 0 0 ) 0 o ) o 0 [ o 0 0 ) ) 0 ) )
Mean 1660 | 4234 1660 | 4223 1662 | 4191 1664 | 42.15 16,61 4222 16.61 4218 1663 | 4264 1662 | 4222 1660 | 42.16 1658 | 4215
Std. Deviation 218 10.85 2.21 10.71 220 1088 220 10.93 218 10.75 217 10.83 2.9 10.82 222 10.71 219 10.71 220 1081
Variance 473 11780 | 489 11475 | 485 11828 | 484 11940 | 474 | 11558 | 469 11725 | 4719 11697 | 492 1473 | 4718 11470 | 485 116.92
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 2270 | 6000 | 2270 | 6000 | 2270 | 6000 | 2270 | 6000 | 2269 | 6000 | 2270 | 6000 | 2270 | e0.00 2270 | 6000 | 2269 | 6000
Median 1633 | 4410 1634 | 4387 1640 | 4370 16.41 4388 1634 | 4384 1637 | 4390 1640 | 4428 1635 | 4394 1636 | 4380 1634 | 4384
Skewness 0142 | 0581 | o109 | 0565 | 0043 | 0638 | 0109 | 0540 | 0130 | 0544 | 0115 | 0555 | o106 [ 0602 [ 0135 | 0564 | o104 | -0548 | 0085 | -0.529
Kurtosis 0089 | 0412 | 0013 | 0398 | 0092 | -0504 | 0041 | 0499 | 005 | 0429 | 0010 | 0453 | 0061 | 0370 | 0002 | 0437 | o146 | -0452 | o078 | -0.483
Coeflicient of variability 0131 0256 | 0133 | 0254 | 0133 | 0260 | 0132 | 0259 | o0.131 0255 | 0130 | 0257 | 0132 | o254 | 0434 | o254 0132 | o025¢ | 0133 | o257
Mean Standard Error 0069 | 0477 0069 | 0176 | 0069 | 0175 | 0069 | 0476 | 0069 0176 | 0069 | 0176 | 0069 | 0178 | 0069 | 0.176 0069 | 0176 | 0069 | 0176
Correlation Porosity | Water Sat [ _Porosily | Waler Sal.| Porosily | Waler Sat.| Porosity | Waler Sat.| Porosily | Waler Sal.| Porosiy_| Waler Sat| Porosity | Water Sat.| Porosity | Water Sat.| Porosity | Water sat.| Porosity | Water sat
Porosity 1.0000 | -06345 | 1.0000 | 06244 | 1.0000 | 06394 | 1.0000 | 06475 | 1.0000 | -06322 | 10000 | -06334 | 1.0000 | -0.6407 | 1.0000 | -06353 | 1.0000 | -06287 | 1.0000 | 06357
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeabilty 06752 | 05500 | 06692 | 05451 | 06614 | 05480 | 06701 | 05560 | 06720 | -0.5456 | 06702 | 05482 | 06716 [ 05538 | 06741 | 05424 | 06695 | -05463 | 06666 | -0.5465
Resistivity 06463 | 06320 | 06377 | 06308 | 06346 | 06306 | 06414 | 06371 | 06433 | 06305 | 06370 | 06303 | 06402 | 06369 | 06455 | -0.6245 | 06421 | 06295 | 06412 | 06295
Relaization Number # 81 82 83 84 85 86 87 88 89 90
Statistial Data Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity |Water Sat.| Porosity |Water Sat.| Porosity [water Sat| Porosity [Water sat.| Porosity | watersat.| Porosity | water sat.| Porosity [water sat.| Porosity |water sat.| Porosity [watersat| Porosity [water sat
No. of realization 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 67,330 | 67.330 | 57,330 | 57330 | 67330 | 67330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 | 67,330
No. of simulated 57330 | 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 67330 | 57,330 | 57330 | 67330 | 67330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 [ 67,330
No. of unsimulated [ [ ] 0 0 o 0 [ [ ] 0 [ ] 0 [ [ ] 0 o ]
Mean 1660 | 4226 1663 | 4190 1662 | 4198 1667 | 4224 1666 | 41.91 1662 | 4167 1665 | 41.90 1655 | 4206 1662 | 42.16 1659 | 41.90
Std. Deviation 2.21 1072 2.9 10.87 217 11.00 218 10.96 219 10.81 218 10.85 220 10.99 219 10.99 221 10.75 218 11.01
Variance 487 11493 | 480 11815 | 471 12106 | 474 12023 | 478 1676 | 477 11763 | 485 12072 | 479 12082 | 489 11547 | 474 12130
Minimum 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 | 2270 [ 6000 | 2270 | 6000 | 2270 | e0.00 | 2270 6000 | 2270 | 6000 | 2269 | 6000 | 2270 | 60.00 2270 | 6000 | 2269 | 6000
Median 1637 | 4390 1638 | 4370 1635 | 4380 1642 | 4396 1644 | 4370 1640 | 4370 1643 | 4371 16.31 43.80 16.41 43.80 1632 | 4370
‘Skewness 0078 | 0548 | o109 | 0538 | 0157 | -0554 | 0077 | 0563 | 0027 | 0534 | 0038 | 0534 | 0064 | 0537 | 04126 | -0532 | o051 | -0537 | 0100 | -0.529
Kurtosis 0112 | 0433 | 0017 | 0484 | 0038 | -0469 | 0046 | 0461 | 0094 | 0489 | 0095 | 0496 | 0001 | 0509 | 0155 | 0516 | 0113 | -0464 | 0053 | -0.499
Coeflicient of variability 0133 | o254 | 0132 0250 | 0131 0262 0131 0260 | 0131 0258 | 0131 0260 | 04132 0262 | 0132 | 0261 0133 | 0255 | 0131 0263
Mean Standard Error 0069 | 0176 | o009 | 0175 | 0069 | 0175 | 0070 | 0176 | 0070 0175 | o069 | 0474 | 0070 | 0175 | o00es | o176 0069 | 0176 | 0069 | 0.175
Correlation Porosity |Water Sat.| Porosity |Water Sat.| Porosity |WaterSat | Porosity |Water Sat.| Porosity | Watersat.| Porosity [water sat| Porosity [WaterSat.| Porosity |WaterSat| Porosity |water sat| Porosity |water sat.
Porosity 10000 | -06341 | 1.0000 | -06386 | 1.0000 | -06471 | 1.0000 | 06423 | 10000 | -06314 | 10000 [ 06207 | 1.0000 [ -06497 | 1.0000 | -06446 | 10000 | -06365 | 1.0000 | 06373
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeability 06680 | 05422 | 06702 | 05471 | 06728 | -0.555¢ | 0.6670 | 05507 | 0.6592 | 05430 | 06597 | 05412 | 06650 | 0.5531 | 06712 | 0.5524 | 0.6671 | 05430 | 0.6673 | -0.5468
Resistivity 06420 | 06275 | 06390 | 06228 | 06410 | 06312 | 06353 | 06305 | 0.6334 | 06245 | 06272 | 06197 | 06371 | 06344 | 06428 | 06298 | 06409 | 06234 | 06373 | 06329
Relaization Number # 91 %2 93 94 9 9% 97 98 99 100
Statitical Dota Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated Simulated
Porosity | Water Sat.| Porosity | Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity |WaterSat.| Porosity |Water Sat.| Porosity |Water Sat
No. of realization 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 67,330 | 57,330 | 57330 | 57330 | 57330 | 57330 | 57330 | 57.330 | 57,330 | 57.330 | 67,330
No. of simulated 57330 | 57330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330 | 57330 | 57,330 | 57,330 | 57330 | 57,330 | 57.330 | 57,330 | 57,330 | 57,330 | 57,330 | 57,330
No. of unsimulated [ [] ] 0 [ [] 0 [ [ ] 0 [ ] 0 [ [ ] 0 [ ]
Mean 1660 | 4232 1657 | 4225 1663 | 4211 1660 | 4232 1665 | 4245 1664 | 4221 1660 | 4207 1663 | 4198 16.61 42.20 16.61 42.14
Std. Deviation 218 10.73 218 10.85 247 219 10.75 220 10.84 221 10.68 220 10.98 217 10.79 219 10.93 220 10.80
Variance 475 11514 | 477 11769 | 471 480 11562 | 484 1754 | 489 11399 | 482 12050 | 472 11647 | 478 11939 | 483 116.67
Minimum 10.00 14.90 10.00 14.90 10.00 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90 10.00 14.90
Maximum 2270 | 6000 | 2270 | 6000 | 2269 2270 | 6000 | 2270 6000 | 2270 | 6000 | 2270 | 6000 | 2270 | 60.00 2270 | 6000 | 2270 | 60.00
Median 1637 | 44.10 1632 | 4394 16.41 1633 | 44.10 16.41 44.10 1639 | 4380 16.33 | 43.80 1640 | 4376 1640 | 43.97 1638 | 4381
‘Skewness 0082 | 0563 | 0083 | 0559 | 0.087 0103 | 0579 | 0091 | -0564 | 0132 | 053 | 0122 | 0523 | 0117 | 0551 | 0059 | 0555 | 0096 | -0.543
Kurtosis 0072 | 0415 | o074 | -0436 | 0.099 0045 | 0394 | 0059 | -0438 | 0016 | -0448 | 0141 | 0506 | 0075 | 0454 | 0075 | -0465 | 0003 | -0.452
Coeficient of variability 0131 0254 | 0432 0257 | 0430 0132 | o025¢ | 0132 0255 | 0133 | 0253 | 0132 0.261 0131 0257 0132 | 0259 | 0132 | 0256
Mean Standard Error 0069 | 0477 0069 | 0176 | 0.069 0069 | 0177 | 0070 0177 | 0069 | 0176 | 0069 | 0476 | 0069 | 0.175 0069 | 0176 | 0069 | 0.176
Correlation Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity |Water Sat.| Porosity [WaterSat.| Porosity |water Sat.| Porosity [Water Sat.| Porosity |Water Sat.| Porosity |WaterSat.| Porosity |water Sat
Porosity 10000 | -0.6290 | 1.0000 | -06269 | 1.0000 | -06334 | 1.0000 | -0.6282 | 1.0000 | -0.6418 | 1.0000 | -06286 | 1.0000 | -0.6469 | 1.0000 | -06334 | 1.0000 | -06387 | 1.0000 | -0.6321
Water Saturation 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Permeability 06658 | 05457 | 06664 | 05472 | 06653 | 05473 | 0.6679 | 05513 | 0.6684 | 05506 | 06732 | 05320 | 06715 | 05535 | 06715 | 0.5522 | 06667 | -0.5458 | 0.6675 | -0.5401
Resistivity 06357 | 06265 | 06365 | -0.6283 | 06374 | -0.6251 | 0.6373 | -06390 | 0.6391 | 06352 | 06433 | 06188 | 06438 | 06343 | 06427 | 06279 | 06365 | -0.6319 | 0.6365 | -0.6280
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APPENDIX C

C.1: OGIP resulted from SGS-local and global distribution for 100 realizations of

variables.

Realization | OGIP from SGS-local and | | Realization | OGIP from SGS-local and | | Realization | OGIP from SGS-local and

Number global distribution (Bcf) Number global distribution (Bcf) Number global distribution (Bcf)

1 15.01 35 15.22 68 15.42
2 14.60 36 14.81 69 14.38
3 14.70 37 15.10 70 14.82
4 15.08 38 14.86 71 14.82
5 14.81 39 15.20 72 15.13
6 15.37 40 15.46 73 15.29
7 14.58 41 15.56 74 14.50
8 14.63 42 14.73 75 14.74
9 14.70 43 15.17 76 14.79
10 14.36 44 14.26 77 14.71
1 15.17 45 14.74 78 14.87
12 15.25 46 14.30 79 14.87
13 14.73 47 14.42 80 14.69
14 14.92 48 15.21 81 14.61
15 14.42 49 14.79 82 14.62
16 15.38 50 14.49 83 14.60
17 14.61 51 15.19 84 14.92
18 14.79 52 15.04 85 14.81
19 14.79 53 16.35 86 14.86
20 14.75 54 14.99 87 14.92
21 14.80 55 14.77 88 15.07
22 15.04 56 14.99 89 14.89
23 14.63 57 15.21 90 14.41
24 14.82 58 14.76 9N 14.85
25 14.89 59 15.28 92 14.72
26 14.74 60 14.35 93 14.92
27 15.05 61 14.66 94 14.85
28 14.45 62 14.79 95 14.84
29 14.48 63 14.59 96 14.86
30 14.51 64 14.98 97 15.30
31 14.78 65 14.62 98 14.70
32 14.33 66 14.73 99 14.83
33 14.94 67 14.69 100 15.07
34 14.93
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C.2: OGIP resulted from SGCOSIM-local and global distribution for 100 realizations

of variables.
Realization | OGIP from SGCOSIM-local Realization | OGIP from SGCOSIM-local Realization | OGIP from SGCOSIM-local
Number | and global distribution (Bcf) Number | and global distribution (Bcf) Number | and global distribution (Bcf)

1 15.17 35 15.23 68 15.18
2 15.20 36 15.12 69 15.25
3 15.15 37 15.23 70 15.18
4 15.22 38 15.19 71 15.11
5 15.14 39 15.11 72 15.13
6 15.19 40 15.16 73 15.24
7 15.17 41 15.16 74 15.20
8 15.19 42 15.21 75 15.15
9 15.24 43 15.10 76 15.16
10 15.20 44 15.18 77 15.06
1 15.17 45 15.19 78 15.16
12 15.20 46 15.18 79 15.15
13 15.17 47 15.10 80 15.14
14 15.29 48 15.09 81 15.13
15 15.25 49 15.11 82 15.26
16 15.12 50 15.14 83 15.23
17 15.23 51 15.25 84 15.21
18 15.16 52 15.19 85 15.27
19 15.17 53 15.19 86 15.30
20 15.21 54 15.26 87 15.28
21 15.16 55 15.22 88 15.15
22 15.09 56 15.26 89 15.18
23 15.14 57 15.24 90 15.22
24 15.13 58 15.18 91 15.11
25 15.10 59 15.34 92 15.11
26 15.21 60 15.26 93 15.20
27 15.22 61 15.27 9% 15.12
28 15.20 62 15.21 95 15.13
29 15.09 63 15.17 9% 15.18
30 15.26 64 15.21 97 15.19
31 15.21 65 15.05 98 15.23
32 15.28 66 15.28 99 15.16
33 15.33 67 15.19 100 15.17
34 15.15
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