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CHAPTER |
INTRODUCTION

Over the last few years, the interest in the digital image has grown

rapidly on the World Wide Web visual and,audio resources in the form of still pictures,

graphics, audio, speech, and.vidk 'i., Ayl an increasingly pervasive role in our lives.
wever, their contents are also

complex. Metadata can deseribe-image : ' an_image metadata is difficult,

nation about information” or

“information to descrigé Sr N itioh”. =- ay!or [1], metadata are
referred to as a“d€scrjghiondof @tiliputes & ormation package that
may include desgfibtivalinformiationsa h& centént, 'guality and condition, or

characteristics of @ - opjec] e of Nihe, metadata is to find/locat
e, identify, select, i ed to expedite and enhance
searching for resourc 2 WWW due to the need to
find useful information frof the-puchiarger: infarmation.

: ' divided into 3 categories: descriptive,
structural, and.administrative: DesCriptive* information derived from the
content of the=eeta __Flements include—"title —name"edifigmd afid publication date.
Structural meta 1 tu -:u-. ormat and composition

1 . ’
erently extrinsi¢! properties such as who,

of the data. Ad trative metadata are
what, why, where of‘nﬂbject‘s creation an”anagement. Metadata is not limited to
docum u ﬂq ﬂ ﬁﬂﬁoﬂnﬁ ﬁf_}ﬁﬁe described with
an appropfiat ata el
This information is |£reasmgly availabBle to the public in the' electronic
WA ATRATRIINENRE -
finage of human face becomes significant on different activities such as face
identification, face recognition and face tracking [2]. Therefore, an image searching
system to enhance information retrieval on human images is expected to become of

great interest.



The central focus of this study is to develop a simple but efficient
technigue to classify a single human image from a website using basic image data and
the image content appearing on web pages. This technique may become a great assist

to the librarians, researchers and many others for automatically and efficiently identifying

a set of human images out of a gre

1.1 Problem Identificatiol

From the grows electfonic | n described above, numerous
problems arise in the imag@es \\\ 1_:1 the problems are:
ed o an image is critical to

\

ficient to predict a single

1.2 Research Objectives
This reseagéh atteristste st wihg aspects:
1. To classify &Sihg from others images

2. To mea: e-he.porform: in classifying human images

.y d- model, that are

'i plemented in i Focessing prograr

i¥
4. To verify that metadata surroundlng images can improve the

ﬂuﬁﬁ"ﬂﬂmwmn'ﬁ

1.3 Sco

) am I

The propose model is focused on predicting only a single human

color images not including gray-scale images.



2. Since CNN has been widely used in researches. A CNN website has

been initially investigated for the experiments.

1.4 Research Methodology

In order to achieve theé aBoye ebjectives, the following tasks will be
carried out by means of the th work J- 0@l below:
1. Studyseencepts of related teeffiGiog

- Study.easi® concapt of facesdeiection technology.

3.2 : bCr model.

il y.of the proposed model.

]

A

AULINENTNEINS
RN TUAMINYAE



Table 1.1 : Research methodology time table

No Tasks 112|13|4|5(6(7(8]9]1011([12[13|14|15[16]| 17|18

1 | Investigate
related

technologies

2 | Define the =
statement of

the problem

3 | An algorithm
to construct
the RGB and
YCbCr &

model

4 | Conduct an : -

experiment J

to verify the S A
viability of —
the ' 42

proposed
model.

5 | Write the

thesis

S FEANENINENT .

e proposed method aims to classify singl

VAL NRT BN R EY




CHAPTER Il
FUNDAMENTAL KNOWLEDGE AND LITERATURE REVIEW

One of the interests in image analysis is extracting the meaningful

information from images. technique in the digital image

processing is the image segmentation. . if we have a digital image of a

human on the lawn back@round..A n _ m& WoU!d be to have all brown pixels
——

labeled as ‘face’ and 'ng jreen-piXesiabeled as 'ground’. In general,

segmentation technigu ( pel jgat; g \\ '_" r.groups [3] region-based
techniques, pixel-basg /[ e-bc ues and model-based

Gole \'\ \ face and non human

techniques. Figure™2.1 3

2.1 Color Image Segmentatlon

BTV 1R 1036 [l 1

segmentell“:n techniques attempts ?t grey-scale img&l segmentation ba&:ey on three

WARNTT AR I AL TREL

coherent image properties such as brightness, color and texture. Contour-based

approaches usually start with a first stage of edge detection, followed by a linking



process that seeks to exploit curvilinear continuity. Boundaries of regions can be

defined to be contours.

2.1.1 Region-based approach

A region based fec! & fgr g@oing image classification focuses on
continuity of a region in the img eqi ad'method attempt to group pixel into
objects using image sege ental fosen similarity image partition
e.g. texture, color, intensi .spatial and contextual information
inherent in these objec

Unlike th€" pix€l-Bass nigues  redien-based techniques consider
both color distribation i spage, d sonstraints One of the strengths is
the ability to extragiffea : ._ IS, proper shapeé and accurate classification. It
eliminates the mixed pixe! plei; wh 5 ede st pixel based methods. In
general, the region#base roac| .-" UGBS the, region @rowing in the first step which
is the process of grouy ; \ pixels of similar properties
into larger region and theg@empls .,,_.'-h-.:.'_ nigues :
gorithm will produce larger region, in
npared and merged if they are
\iw_Close enough in some propery-such gs/a distance measure

\"Z ) J

'II IFI'
a'. i¥

Splitting algorithm: this algorithm will split the image into smaller

Reglon

W {3 mtummﬁ Mg

4"4 blocks and check each one. Another method is to divide the image into strips,

and then subdivide the strips further. In the worst case the seed will be a single pixel.

Once a seed has been found, its neighbors are merged until no more neighboring



regions conform to the uniformity criterion. At this point the region is extracted from the
image, and a further seed is used to merge another region.
Region Splitting

This algorithm starts from the whole image, and divides the image up

until each sub region is uniform. & e dtegion for stopping the splitting process is

when the properties of a newiy s b‘, I f @ those of the original region by
more than a threshold. — __j

The main pralem™with thi 5 of-alg orithm, is the difficulty in deciding
where to make the pastifiog used, some regular decomposition
methods, and for some s vever, in most cases splitting is
used as a first s of 2

This gdigonthmfcambines the mathad of splitting and merging. In all

cases some uniformitygeritefionimidst be ar a region should be split, or
two regions shouldémerged. Fhis c. '.r . : \\.\ 2gion property which will
be defined by the apglieatigh, an ' \easurable image attributes

such as mean intensity, G e—niformib ia can be defined by setting limits on

the measured property, or b sures, such as standard deviation or

variance.

- Kehon, 1 and Martis evine describe: :': » /solution to efficient
region growin -_ o ‘ by using the region-
based approach. :E ey presented or segmentl f": the object into parts at

deep surface conca*tles Region-based approaches aim to find image regions that

ﬂ U IMNT wﬂ‘lﬂ i N
based eEJg nt is classification
approach Is its ability to approximatgfthe shape of an
HaNn It URINYIAY
As discussed above example, color is one of the easiest ways to identify

which pixels belong to which object. Pixel-based techniques do not consider the spatial

context but only decide solely on the basis of the color features at each pixel in the



image, such as standard Markov random fields, consider image segmentation as a
labeling issue at the pixel level.
The vector gradient operator employs the concept of a gradient operator

on a three channel color vector space. Di Zenzo proposed a combination of three

ered as the dual of image
segmentation. Instead giffindinc iohs associated with various objects, the goal of
edges detection 48M0 fi ool i “interested obj Once the edges have
been found, the intgfio e ill " 10 Q the region associated with an object.
The primary hypothesig 2dge detect S € a change in pixel color or

intensity at pixels oun g& detection is relatively easy. For

example, the color chanc ) el = {0 pixels on a leaf or the lawn would be
very large. -
} lp.-.-“'--ll- "-""J I. o .
Once image segmentation-h en performed, it is often possible to
perform computer-based apalys S-Qithe Pos or shapes of objects in an image.
There are two famous signal edge detectors: | the Canny o peraton and the Shen-Castan

(ISEF) method.

image with the rﬁvetive ore

suppression and hyslt‘qrems threshold. The Shen Castan algorithm convolves the image

BT ﬂﬂﬂiﬁ AN b I
image, su shold, and also
applies the threshold.

mmm:;m URIINYIA Y

The color histogram [6] is the most common approach used for pixel-

']
1y " orithm convolves the

LT .
and the ‘jl performs non-maximum

based technique to examine the distribution of colors within an image. It is a discrete

approximation to the probability density function for colors in an image. A color



histogram h(c) is calculated by counting the number of pixels in the image I(x,y) with

each distinct color ¢:

h(c):z{l if I(x,y)=c

0 otherwise

Xy

n o divide each valus:of le)
by the number of pixelssi Inthe lor histogram depends on the
number of colors in the iInpuldimade and @lso thie"meeds of the application using the color
histogram. In the case -color image as input, the
number of colors in the ags ' Bden diasticall via color quantization. It can
represent the coleffistogfé Ch an-imageiusing, an array"efi256 counters.
Whegthey#arg 2 RGE x"‘. ith 8 bits for each of red,
green and blue, a cogiple aguir \ 56 * 256 * 256 array of
counters. This wouldrequire f | [of vailable, so it is common

to discard the least signifig t bits pf €ach €0 >duce the size of the color
T Foay

oddinns o 2h

histogram.

2.2 Color Space for Image ":‘;E?F tio! ,.

i ) of .Lsing a proper color

space is very i ﬁf’_ 1 f’ (or color space) is a
model specificati sreated to 3, and Specify og r by a single point in a

three-dimensional color coordinate system. In term of dlgltal image processing, the

! LIRS DN ok (30 Vi WO

(cyan, m enta yellow) and CMY? cyan, magent yellow, black) mow for color

PRI AN IR
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2.2.1 The RGB color model

The RGB model is the unit cube subset of the 3D Cartesian coordinate
system. This RGB color model is represented in three-dimensions which is commonly

know in use today for digital images. The advantages of the RGB model are:

1. The RGB mode e }. sipopular and widely used for pictures
u__“---, | I.. Same sy jfes h color in RGB appears in its
any.spECtral omponefiis*8f tedmgreen and blue. Thus, it is easy
for prograamers to understa
2. The B@ : sgd for televis| “:-1. best-known application
Jilibe used in color televisions.
InHe RGB"calor pdel; eglops are representediby varying intensities of
red, green and blueghs il@Strated in Figure 2.2 @ igure 2.8, it is a RGB unit cube [7]
subset of the 3D Ca ""-.%' subspace. RGB primary
values are at three gorneg ntfary an, magenta, and yellow are at three

other corners; black ig at the rialnean S 2 ,
SRl \

colors in the proper amouhits atthe-€ofier st fromi the origin. All values of R, G,

nation of the three primary
and B are assumed to be in tHe gure shows, the monochrome (gray
scale) vector stretches fron ﬁr ,0-pr yhite (1,1,1 primaries). The color
gamut covered by the RGB model is defined by the chi ' the CRT (computer
display) phosp ‘.!"': phosphors will have

different color gan '! S.
W

ﬂ‘lJEl'IIVIEWI‘ﬁWEI']ﬂ‘i
Qﬁﬂﬁﬁﬂ‘imﬂﬁﬂﬂmﬁﬂ



1

1 i 59 5 ts of three component
images, one for es ;_I primary color. The number of bits usedd@ represent each pixel in
RGB space is calledf\Wel depth. Consideg an RGB image in which each of the red,

~ G RS WA o

[that |s.q triplet of values RGB)] is said to have a depth of 24 bits is

a%’m DS ANAANNAY. .

rawback of the RGB space is that it is senseless[8]. For example, it is difficult for the
user to understand or get a sense of what color R=100, G=50, and B=80 is and the

difference between R=100,G=50,B=50 and R=100,G=150,B=150.
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2.2.2 The CMY color model
The CMY color model represents the human perception of color more
closely than the standard RGB model used in computer graphics hardware. In CMY, the

three primary colors are cyan, magenta, and yellow are complements of red, green, and

blue, respectively. The advanta_g of the CMY model are:
1. CMY model L\ ;’ 368 or printed media such as printers
and eepiers'in-of ] ting indé
2. CMY modeiissaiways tised insthe,photography.

The subse \""-.. em for the CMY model is
identical to RGB excepigthz "/ the \\‘"’ plack. The corresponding
from RGB to CMx#Valuesf( A |
.11

scting the RGB values from

ﬂ“\“

oidians < 4

2.2.3 The HIS, HSV and HLS ¢ “;”?
Vhen B L es bysits hue, saturation, and
brightness. *' m’\ ' [9]. Hue represents

'y da *
=

an actual wavele Qie O Sl 'ame such as pure red,

green, yellow, orange, blue, and so on, whereas saturatiol ives a measure of the

degree to which a pﬁwlor is diluted by white light. For instance, the color red is a

SN RN e

Intensity m:hcates the lightness of the color. It ranges from black to white. Flgure 2.4

TG ATRLE

Figure 2.4: A range of hues.
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HLS (hue, lightness, and saturation) is similar to HIS; the term lightness is
used rather than intensity. The different between HIS and HSV (a color is represented
using three components: hue (H), saturation (S), and value (V)) lies in the computation of

the brightness component (| or V), which determines the distribution and dynamic range

based on these criteria™ig re ted as @ Cole eel, with hues along the outer

edge at full saturation, wi ituration decre move to the center of the

circle. Value or intensityis* od Avith @ br k ue is presented as an angle

NN
point, while saturation agil vallic & € 5 \ ge between 0 and 100: The

N

k]
'.""u
.-\ eful in painting or in drawing

2. 201008MC 51 L | moretintUitive in manipulating color
eive and interpret color. So
t easily by indicating the hue,

15ity-vE dependently.

2.2.4 The YUV,¥1Q and YCbCr color m ]
*."" D ion and processing

applications. Y '! esents  the lumir _ color, whil and Y represent the

chromaticity of a colcla‘g The luminance (Y component is separated from the chromatic

rre Diimoh 141N 1D (41010 I

transmit the color information. YCt@r is a scale an&)ffset version of tWUB color

YATRIN TR AN TN B
qlrectly refer o intuitive notions e, Saturation and brightness.
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2.3 Neural Networks
2.3.1 Introduction to Neural Networks

Neural networks have become the great interest since 1943 by

McCulloch & Pitts [10]. The networks are suggested as system models to process

elements, units or nodes, whos osely based on the animal neuron. The
processing ability of the A 4 connection strengths, or

weights, obtained™ D ada n 0, oriearning from, a set of training

o ‘a._ge refer to any system of
artificial neural. * a kind of automatic

feature extraction. a feed-forward network

trained by backpropa@ati G5 t of \ extiacting features which will

ultimately be resolved intof@ clas Skt i tput [@yer. If there are multiple hidden
. i o , :

layers, the hidden layer neurofis-i#fi-each sue layer extract features of increasing

o,

complexity train to and thesg ff;-’l.', {, e " have desirable properties.

objective functigng, o ‘

|vat|on error, and

':;- e SRPULUNIt in alf
[} i¥

values that are fed mto it via synaptic connectlons from other units, producing a single

value c t“ it is called the
“combination ij flﬁl ft]i i cjr function. Most

Neural ntm«orks use either a ||neaucomb|nat|on fung)n as in MLPs) Euclldean

RUBDNEI iRyt el

threshold functions or squashing functions. The units in neural networks transform their

eural network combines

net inputs by using a scalar-to-scalar function called an “activation function”, yielding a

value called the unit's “activation”. Except possibly for output units, the activation value
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is fed via synaptic connections to one or more other units. The activation function is
sometimes called a “transfer” function. An activation function with a bounded range is
often called “squashing” functions, such as the commonly used tanh (hyperbolic

tangent) and logistic (1/1+exp (-x)) function. If a unit does not transform its net input, it is

jon is what you directly try to

minimize during training al.netw iNINGEIS@ performed by trying to minimize
the total error or the avera; or thej trainifig'SetsiHowever, minimizing training error
o) "‘:‘"‘\L
can lead to over-fitting a8 peér genaralization ifthe Rumber of training cases is small
_ A, ;

*\.,ﬂ veral perceptrons may be
ayers of neurons are fully

interconnected, but thgfe isffo inte rconnection een newrons in the same layer. This

x1

ARSI NYNT

Figure 2.5: Two Iayeri.fully mterconnected neural network.

WA IR TN TR

neural network. It consists of an input layer of neurons, one or more hidden layers of

neurons, and an output layer of neurons as illustrated in the very simple structure of



16

Figure 2.6. Each neuron calculates the weighted sum of its inputs, and uses this sum as

the input of an activation function, which is commonly a sigmoid function.

Input Input Hidden Output

x1

Output
x2
xn
Figure™2.6: architecture.
2.4 Neural Networks arghite:
. J 4
Neural netWorks agestrained m: ypes of learning algorithms
[13]: supervised and unstipe r:-l".-uf Aeali
Supervised _,_1;" A 3 learning algorithm adjusts the
strengths or welight - eul oling to the difference

between the dé t:*.r ?"'ﬂf a given input. Thus,

g
supervised learni -_1 equire "provide desired or target output
; i i¥
signals.
Unsuﬁ&d learning: Unsu ised learning algorithms do not require
the neurMetwork which automatically adapts the weights of its connections to cluster
FWTANTIH LI INYIQ Y
!.4.1 Backpropagation Algorithm '
The backpropagation algorithm trains a given feed-forward multiplayer
neural network for a given set of input patterns with known classifications. When each

entry of the sample set is presented to the network, the network examines its output
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response to the sample input pattern. The output response is then compared to the
known and desired output and the error value is calculated. Based on the error, the
connection weights are adjusted. The backpropagation algorithm is based on Widrow-
Hoff delta learning rule. The backpropagation algorithm outline are based on

follows[14]:

1. Initi ght Malendom values (typically between

=7 A

1

AU HWHﬁW&eﬂhﬁﬁ“ :

For the output Ia)ﬁr

amamﬁuumﬂrwmaa

Where Hy is the number of units in the hidden layer .

5. Compute the error for the output layer with:

1 = (J’ -y)y(1-y)
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by comparing the actual output y with the desired one Y for pattern

Pithat is being considered.

6. Compute the errors for the preceding layers by propagating the

rang VSIS L

en fayer and the output layer:

2.4.2 Task for Nel l | Net
i ial neural networks are viable and impo el t computational models

for wide pr ot ituation in which the

vanables‘lependents outputs) ems}s even when that relatlonshlp is very complex and

WA S SR I I TN

grouped in following categories:
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« Clustering:
A clustering algorithm explores the similarity between patterns and places
similar patterns in a cluster. Best known applications include clustering groups

of bank loan applicants.

« Classification/Pattern recog t

The task of classifieris (data) recognition system. This is
an important applical ut pattern is described using
a variety of features --i'a ed to solve such complex
classification probien 1SE or knowle he patterns. This category
can be implemes network. During training, the
network i Inedito assac| sate '8 pa s. When the network is
used, it idegfifies 4 it o2 er Jilries o ouiput the associated output
pattern. The pgWer @f netiral network Tes to life.when a pattern that has no
output assoglated Wit ‘.' "r- i se, the network gives the
output that corg@@spaRnds (Rat is least different from the
given pattern.
Problem has been appiied Jetection of medical phenomena. A
variety of health-re ﬂt‘ bination of heart rate, levels of

various .sdbstances in the blood, respiration rate) « af-be monitored. Neural

network i"_

appropria ',i eatment

W
,pattern so that the

i¥

« Function app?mmatlon

ﬁ e VS WIS

re ire function apprommatlan

ARTEINIUNBIANYIALL..

has a significant impact on decision support systems. Prediction differs from

Function approximation by considering time factor.
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For example, problem has been applied in the prediction for stock market
forecasting [16]. Neural networks are being used by many technical analysts to
make predictions about stock prices based upon a large number of factors such

as past performance of other stocks and various economic indicators.

Examples of problems tha ‘applied successfully are:

» Engine manageme used to analyze the input of
sensors from an_ca@i k.controls the various parameters
within which the hieve a particular goal, such as
minimizing fuel g
, can be instrumental in
’I' ; " cheduling the preventive

AR

maintenance @f mg H’"‘ H""

between thé so ; . | “ | \\‘F‘

alarms”) versugiw em. After this training period,

« Monitoring*the

cutting cosig

Oy

be trained to distinguish

nning normally (“false

the expertise of i€ nefw -}-- _ a technician of an upcoming

WFS-ahc Cau Stly unforeseen “downtime.”

Ii:i

ﬂ‘lJEl’JVIEWI‘ﬁWEI’]ﬂ’i
’Qﬁ'lﬁﬁﬂ‘iﬁ”ﬂﬁﬂﬂﬁl'lﬁﬂ



CHAPTER II
EXPERIMENTAL APPLICATION

3.1 Web page Metadata

Generally, resources pages contain various image types

such as content, logo, icon am image Dne c4Most valuable features that offers the
web site owner to c ' i ‘ rmation. Metadata has the

advantage for resource diseove META enl provides metadata such as the
data. can provide its description
with the link to the web @oCuge nerdlly, the n i3 mage resources published
on the Web providéthe gi€agir heimag 1age resources associated to metadata,
for example, file nage, captigh g . d fille nama are,ameng the simplest and useful
forms of metadata thz \ ople nde nore h'"-. t images.

: hé“metadata information and
the basic image inforgnati o '-.-; single ia ) image on the web pages.
This technique may become _--,_ .- brarians, researchers and many others
to automatically and efficiently=geniiiy-a-se Aiman images out of a greater set of
images.

3.2 Descriptio vofft o ‘

i} ',l experime! ] 5 deve ed to classify a single
human facial image. "I;he experiment procedure can be dlwded into three stages: In the
first st mation includes
the lo Eeﬂﬂ qwﬂ ﬂm Tﬂeﬁ:] ﬂ ? height, size and
orientatio of the images pixels. Whgfeas, the high Ieﬂdata are composeﬁlgf file name,

jﬁ@rﬁ ﬁﬁwnaaln qx;nf If!rgfimtems
urrounding the image. In the second stage, both lo el d e used to

train the network to classify the human facial image. Finally, the trained network model

will be evaluated for its performance. The summary of the process is as follows:
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A. Data extraction;
3.2.1 Low level data extraction
3.2.2 High level data extraction

B. Training the network;

C. Testing the perforr ngelel from the network;

> jllustrated as in Figure. 3.1.

The procedure,

.f'i

rm . TEGH experimerital procedure. The input
data in the syste
image d art o level ext -hand, the input
|mages il %H %tgﬂgﬁﬁoﬁ tried to detect

the huma‘lfamal image, then a rect?lgle window is drawn on the detected human face.

AR T I M TA .

tralnlng All experimental images were obtained from the CNN website. The CNN

rs obtained from 2 sources: image data and text surrounding the

website has been chosen since it provides various kinds of images and it is one of the

popular website. Figure 3.3 shows an example of a rectangle window on the human
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face. It is important to say that images color models applied in the experiment is YCbCr
model. However, RGB model will also be employed for the performance evaluation

purpose. The discussion about the experimental detail will be in Section 3.3.

& extract the basic information

of the images, together With, {g.eentents Surrounding the IMages from the website. Here,

3.3 Experimental Data Detail
3.3.1 Data Extraction

The objective 0FthiS Stage is t

a program called crawlerwas deveiopead to collect thetinformation from the CNN website.

The crawler perfo

‘ '- atic n,‘_ collect images from the
Iﬁ’ \ ain focus. The program
JPEG format. Then, all
imaggl argisteled H'a.a's ' \ e computer. These images
will Be fufther processe
2. Downlead cé ‘J' f-.l

The objec [ f--l:f;-:.ﬂ% matically download text information

CO

es from 4 tags: <file

= nformation, it will be
ol

i¥

3.3.2 Low level data ﬁt tion

IO L07 5 L

objective of the low level extraction |;to detect skin cal@mwhich is the imporaaf feature of
R GFE DT I VA o P Sy Bl o
fhodels: RGB and YCbCr. The skin color of human face will be detected using a
rectangle window from the background. There are 4 attributes extracted from each

image: width, height, size and orientation of the human face.
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The RGB color model
In the RGB color model, there are three normalized components r, g and
b ,which are known as pure colors. The r is the red value, g is the green value and b is

the blue value. In the low level extraction, the RGB color space is chosen to detect the

y1 7] as below:

100 25],B(x »)

. \\\
7 ( R
723N

From the Skinfdetect cquation [equa l._»_ ], if the pixels satisfy the

[Equation 3.2]

B(x,y)

equation, then the pixels arg considered- 3Na iT 2 detected in a rectangle window

as shown in Figure 3.2.

AU TR WA
AW ﬂ@@eﬁ‘iﬂéﬂ%ﬂ ’W% Eﬂ‘@“&}'

ffectangle window represents the location of human face detected from the background
of an image. The obtained information are 4 attributes: width, height, size and orientation.
The number of pixels detected inside a rectangle window will be used to

compute these 4 attributes: height, width, size and orientation. The height is length of
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vertical. The width is length of horizon. The size obtains from the size of skin pixels.
Finally, the orientation is computed from height divided by width. If the output value is
less than 1, then assign the orientation to 0, otherwise assign to 1. Since a human face

has height more than width, result of height devided by width must be more than 1. The

Information from the lowslevel extracti i Q@’n Figure 3.3

- Height

- Width
- Size
- Orientation

eater than 1. Therefore, the

Ance eomponents are represented by

Cb and Cr values. Thus, skin Geter-mode! ? > derived from these values. For this

et

study, the following thresh

L
- -

'.F'-.' ] i r‘

Map 5. x.y) = ol B

where 'ii M/2 and y=12,.,N/2.

ﬂ uﬂus:gnw Eﬁcﬁ TR e rsence o

certain s f Cb and Cr values wh|ch corresponding to the respective ranges of Ry and

{WIA yrsarrring s

olor The result for low level extraction using YCbCr color space are shown in Figure 3.3.

[Equation 3.4]
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ing the YCbCr model. The

rectangle window re al the program detected from

the background. tributes: width, height, size

and orientation (sz ame image but different

skin model, the res gt 5 of 4 attributes computed
Shi.add
using YCbCr model are @8 follows . [ [~ 1
l:.nl"'l
Ay by T

Information from the low level extraetio "P-:J r
- Height

JAZ
- Width A" ™ e L / Ty

- Size e —— 1

- Orientation
S

value ofﬁs reassi rﬁdﬁ the orientation v,

WEINBNINEINT

3.3:3 Hfﬂeve! data extraction

2 maﬁﬁe‘iﬁm wIAngRg

|dentlfy a person. To accomplish this high level data extraction, the system collects

case, the orientation is 1.18 which is gr aler than 1. Therefore, the

words from tags, then words are analyzed using lexitron [19]. Lexitron is a Thai-English

dictionary which is developed by Nectec.
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& e astron noctac.or 1120091/

\\x\
u an/ico The vocabularies from

the dictionary are comosgdl of 88,273 Wok ed to analyse words from
tags surrounding iMages. The as At nation and” tags employed in the
experiment are:

1. File nany
e. The file name allows one to know

additionals '.'F‘ﬂ on ¢ ge. The file name can be a useful

d-an image or what the

v
§ i' e file name named

'i er ;

aption name :

A TFfat i3 (ot 1 vyl o

and </CAPTION> Fg In summary the caption name |s the field that

QRT3 RN I}

images. Thus, some applications (or people) find that it is convenient to

hat image.
i¥

vhat is

read only the caption. Since it contains the repeated information about
the image.

3. Title name :
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The title tag shows between the <TITLE> and </TITLE> when viewing
the web page. The title tag is used as an alternative text for an image.
It is an author-defined text for anyone who visits the page with a

browser that cannot display images. The title name is worth focusing in

relation to the image th s in the page.

4. ' / /
osition retary, Commentary, Prime

AV, "Start with capital letters and can

In with the capital letters.

Since there is a bettg the Sfson name, role or position.

dicate f
% l"'. b
i 1I"u_ ":"\ J With the'low level information to

However , this ley

L1
W
classify an image g WIAG ‘HIL ample of extracting high level

information from an image.

ud
AR AIMIUURINENA Y

L0k J[ Coamd | s

Figure 3.5 : An example of file name
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Figure 3.5 shows an example of an image file name. Here, the file name
is kept in the system as neda.jpg. Then, the word ‘neda’ is compared with the database
corpus of the dictionary for the proper name. If the compared word is a proper name,

set the word value to 1, Otherwise, the value is set to 0.

To simplified the proces : on the caption name (description or
title below an image illustre .- lay words. Here, words with capital
letters will be examined*Figus 26 X on with capital letters consists
of “Neda, Agha-Soltan, Iehran Satl 1 caption will be analyzed.
Start with “Neda", the e’ chegked. in atabase corpus whether it is the
proper name. If it is a EEOP:K g, set thg word value 0 herwise, the word value is
8is set to 1. Next, “Agha-
Soltan is verified wi gorplis for th : me ord is the proper name, set
the word value to 1. Tl pocs : every v the caption. The final word

S \ me word values. This means

that if one of the wordsiis ) ¥ = final word value is set to 1. Otherwise, the

ammmmmﬂ'}aﬂ

Figure 3.6 : An example of the caption name
The title name is processed in the similar manner as the caption. Since

the title name may contain many words, to simplify the process only words with capital
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letters will be evaluated. Figure 3.7, displays an example of title name tag which can be

read from the source code in the HTML file.

<ntle>11'aman envoy: CIA involved in Neda's

eared in title tag, words: Iranian,

CIA and Neda will be.gvailk Lusing lexi rﬁnaw corpus developed by

Nectec. Each wordi » The word value is set to 1

if it is the proper n: jain, the final word value

e title name. This means

is the result from t -'- e ) \

to 1. Otherwise, the word

\?

ed from both caption and title

2

tag and, and 4 wor roj ._qr‘v,.-':v‘ ";’;'_ Noté that, the role and position

tags are investigated. F e above.exam : \ ords (2 words from the title
ate

words are the list of vocabulafjgs-iha » and position. Then, each word is

analyzed with the dictionary pregrai ple and position words are Secretary,

Commentary, Prime M

e
. 8

— o

. I-I;_"#':- extraction. There
are 4 different attrisute ole, pasition. The value can be
|

.||
Otherwise, the value ‘(h.

ﬂutgﬁgwﬂ@,ﬁ
ARIAY 188

4

either 1 or 0. 1 denotes that there is a proper na in each attribute type.

Image Alt name field 1

Image role and position name field | 0
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In the end, there will be 4 attribute values from this high level data
extraction. When combined with other 4 attribute values from the low level data
extraction. There will be altogether 8 attribute values.

These 8 attributes will be employed as input for training the neural

network to classify a single huma v-._‘ ace

O images.
3.3.4 Stage two: Training : H
.ﬂmany pattern classification

Neural . _ Qrks=have been
problems such as numeriCal-hand writtgh recoa en.  The neural network with back-

propagation training alge g /?, m the figure, the network

consists of 3 layers: inputfiaygf’ icic e input layer contains 8

input nodes, themiEidenday: 34 node 1\ the out er has 2 nodes. In the

training stage, the g are known in advance

(this is termed supervigé: NG | outp de s ass gned the value of 1 for face

and the value of 0

3.3.4.1 Input Data

In the experifieflt: there" ar vlor images of face and non face

human images. Human imag -"'5% 6 tone from many races such as

-

European, Asian Jar afidscapes, animals, and
- -

things. The dafe .,_rpﬁ ing set and 40% for

the testing set. Th " the tra _ ed of 240 images. Therefore, there
u-'
are 160 images Ie or testing the performance of the network. Each image consists of 8

qugSnandnm
A RTENL TNRITNLIAL...

human image. A face is represented by the output node values “1" and “0" for the non
face. The experimental simulations are run on the well-known machine learning suite:

WEKA [20].
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Figure 3.11 shows a typical architecture of a multilayer perceptron
network. A Multi-layers Perception (MLP) is a particular kind of artificial neural network.
The MLP is used extensively to solve a number of different problems, including pattern

recognition and interpolation. Each er is composed of neurons, which are

interconnected with each other [ weights ngeach neuron, a specific mathematical

function called activatio ‘etion accepts previous layer and generates
output for the next laye n function is the Hyperbolic
tangent sigmoid transfe using a standard back-

Input

Input 3

Input 4— — Output 1

Input 5

> Output 2

—_————

nput 6

T i, ——rrs o - o s
"-_-'_:.' i I o A A

InpL h"

i.

ﬁﬁ'% O kS LRt s

Choosmgqlhe number of hidden .ynlts is an |mportant factor. There are several

qmmmm nmmmﬁ

m(k + 2)
K is the number of inputs equal to the number of attributes. N is the sample size (400). In

order to light over fit the data, there must be fewer than m cases for each parameter.
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Normally, m set to 10. The value of hidden units can be calculated by replacing each

parameter with its corresponding value using the above formula as following:
400 10
10(8 + 2)

The number of hidden units initially ar lgwever, hidden units are varied to get the

ﬂuEI’J‘VIEWliWEI’]ﬂ‘i
ammnmumwmaﬂ



CHAPTER IV
EXPERIMENTAL AND RESULTS

4.1 Experimental results

e run WEKA 3.6. Two studies are
conducted: 1) Compare be . models: RGB and YCbCr. Which

2) Compasesthe™Berform ssifigation with and without text
information (high level data extfectie e be bF, model from the first study.

(Here, the result shoy A Y del p L D tter result than the RGB

411 imen ges usin \ ,\a CbCr
om images (low level data

extraction) obtain frog i dete sfection can be performed using
various color models sucifé Toitte) : etés However, the central focus of
this research is on only F . I © find out which color model is more
efficient in detecting humz he facial classification using RGB
and YCbCr modefare shown in eciyely.

' ..f' '

alion res Jits using RGB.
Actual '

facial image

#1 Jminmlnr

# Non facial image

AR Q7 SUNNIINYIARE. -

GB color model. From the table, there are 73 human images and the network classifies

correctly as the human images. In addition, there are 72 non-facial human images, in
which the network also classifies correctly as the non-facial images. The accuracy

performance of the system with the RGB model is calculated by the following formula:
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ACC =

Rpp +Npp + Mgy +Ngy

=P _g0625%
73+15+72+0
This mea ;,L p e accuracy percentage for

classifying the human imagesis.S0.

x l i .-'I.
/jfj;ﬂm ."'-.H:\'
FaclaFI l { I “_ l["-. ""-.\\

Non fagiaf'i ‘Fl ‘!}’f" ‘ \1\\

Table 4 ZshaWsthe doriftsi \atrix a," jetwork performance on the

'l

YCbCr color model. Ffom the are:100, hu .,l ages and the network

classifies correctly as the*humaih:images -In: there are 52 non-facial human
images, in which the network als: SO r;-n 25, ¢ as the non-facial images. The
accuracy perforfignc caltulated using the
following form .. ;.-

N ppeteit
ACC = —
Ryp + Nppstin,, +npy,

ﬁﬁmmmw N9
Y mﬁmmmﬁ I3 b

erforrnance than RGB model in detecting human skin tone.
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i | Lol @G parisc RGB and YCbCr skin color
m\\“"-
detected by the ; > jeft hand side figure - 3 color space is found to

\\ \ detected skin region of

RGB is discontinuo jfo liohiting effec e missed skin pixels. In
addition, RGB cdlor sp s three Rormalized o a,, onents r, g and b, which is
the pure color withaut infafrm ati ttheddminande. Or other hand, YCbCr color
model has informatiory@bo, 1Gmt [23]"by UsingiCb and Cr to distinct color

ranges for skin region. Tt the C aws a Better performance in detecting

412 Experi

-

T34 ¥ ’ seful information for

F

classifying the huwn image the ccn.ay percentage with text
and without text in ormatlon (information from high level data extraction).

BICTYC 1k kAL b b

compressl“w the format of GIF files. }he ratio of the trammg set and testun%‘e't is 60:40.

RN IA M TI N8
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Table 4.3 : The face classification result using YCbCr with text information (high level

description).
Actual
Prediction outcome Facial image Non facial image
Facial image 1008 § 2
Non facial image Il ! f ; }F 52
3l

Table 4.4 : The fageselassiiication result uﬁmut text information (high

el ge: «« -.._‘ )

2
77///a W}x ‘“*a..L

-|.

Prediction oujgdifie (¢ Fedlalimage | ifacial image

oo A L N
Sl ij I l’- 1l\ "‘\\

results of the networigwitilfteXt fgemations (hig \ description) and without text
information.

The accuracy system performance with text

information from Table 4.3 .is€& I 3. formula:
N7 A
ACC = i e e —— =3
Ny + AR X J

diF

100 + 'i
1oo+2+52‘-6

AULANENINENDS. .

1nfonnatrcﬂfrom table 4.4 is calcula'd by the follomePrmula

%J&Mﬁuﬂﬁﬂﬂmﬁﬂ

Myp +Npp + Npy + Ny

=95%

78467

=—n—— =90.63%
T8+6+67+9
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The results of the accuracy percentage from Table 4.3 and Table 4.4 are
95% and 90.63%, respectively. Thus, it can be seen that YCbCr with text information
surrounding image has better performance than without text information. This indicate

that text surrounding images provide useful information for classifying human images.

AULINENTNEINS
AR TUAMINYAE



CHAPTER V
CONCLUSION AND FUTURE WORKS

5.1 Conclusion

In this study, the predic ) jodel is presented to classify human facial

images. The model is pe; u__"' he Jruageds a (low level description) and text
surrounding images (h "”'-‘---'-'-' ion). THEmage™information (height, width, size
and orientation) and the g ounding imag -----..,.-t lename, title, caption, and
position) are automatica ‘::\\“'“‘;- program or crawler. The
results illustrate that Y@BCr Mod 95% a \ /'has.a better performance than
RGB model with-80:625% aceugacy indetecting the humi: | tone. In addition, when
compare the perfgg "' ation, the accuracy is
95% accuracy. Wherg & h»\ racy is only 90.63%. This
illustrate that the text'in . \H’s ‘ of the system.

It is cofieluge _raeladaiacan a o\\= to image classification. The

summarized detail of the. re

Input text surround
image data

Face / Non face

Figure 5.1 : The experimental process.
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5.2 Discussions

The YCbCr has a better performance than the RGB model. Appendix A
illustrates more comparisons on the window/ frame of the detected skin-tone between

these two models. The RGB color space is found to represent only partial human face.

This might be because the detected gibryof RGB is discontinuous due to lighting

effects so this leads to missing . Xels ada , RGB color space contains three

normalized componentsmsg.and ®, which is the=s8lzeelor without information about the

luminance. On the other hane¥e has information about the luminance.

In addition, the YCbCr g

lor ranges for skin region.
Therefore, the YCDBCr shoW. perf@rmal eCting human skin tone than the
RGB model. No ed in the experiments
containing many rages

he stugdy psed a new simple ar ttechnaque in classifying a

itself and the metadata

< i 3 i o
human facial imagé®usig@ the basit -nm-g

b

surrounding the imaggiThg '--‘ inge F‘£ dicatedithat metadata can enhance
the performance of the classifi .-I" he- rom the experiments can enhance

the understanding on how im&g _,;_,“,.,,_---. %ed to facilitate the retrieving rate on

et

the human facial images.. la-aédition, (his € he image resource management

for online searchifg system

Yy, ,,E'l

5.3 Future '.l T
i¥

There ire several interesting |ssues need be addressed such as:

Al SANBY SN o

AR IDTUHRIINLINY -

Finally, there should be a balance between what users ask for and what

the metadata can support. These developments have heightened the need for effective
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image retrieval techniques. If the metadata are consistent, it will allow the search engine

to generate good hit lists.

AULINENTNEINS
AR TUUMINYAE



(1]

(2]

(3]

[4]

(5]

(6]

(7]

(8]

(9

—

REFERENCES
Arlene G. Taylor. The organization of information. Chicago: American Library
Association. 2004.

M.H. Yang, D.J. Kriegman, and N. Ahuja. Detecting Faces in Images: A Survey.

IEEE Transactions on Patfern A S8 achine Intelligence (2001): 34 - 58.
S. G. Tzafestas. Advance in intellige @M’ concepts, tools and applications.
Proceedings of “internatio: Assor—based and intelligent

Jitendra Malik, Sefge e, ITh 9.and. Jianbo Shi. Contour and

a of International Journal of

, tools and applications.

or-based and intelligent

Stephen J. S: i and Rot : . 'he color image processing
handbook. The Ur ind&8m CHa & Hally1998.
S.P. Khandait, g using Skin Detection Algorithm.

International Jou ence and Healthcare Informatics

(2009): 7748
R-L. Hsly N
(PAMI) IEﬁTran ac sand M :,.I ine Intelligence (20!
696 — 706.

ﬁ\ f Cluttered Color
FIJWEL mﬁm Wm ﬂﬁﬁrﬁ Conference on

C puter Vision, Graphncsa;d Image Processmg (2002): 312 - 316&'

L
sfeciion in Color Images.

RN IALUNIANEIALL.

Proceeding of IEEE Conference on Computer Vision and Pattern Recognition
(1996): 203 - 207.



[10]

[11]

[12]
[13]
[14]

[15]

(16]

(17]

Q1

[19]

43

McCulloch & Pitts. A Logical Calculus and the Ideas Immanent in the Nervous
Activity. Bulletin of Mathematical Biophysics (1943): 115 —133.

Rowley H., Baluja S. and Kanade T. Neural Network-Based Face Detection.
Proceeding of |IEEE Conference on Computer Vision and Pattern Recognition
(1996): 203 — 207.

Y. H. Nam, Y. Y. KIM, H. T. Kim. Atfefaii€ Detection of Nausea Using Bio-
Signals During™immeiging in A Environment. International

Conference of the JeEE Engineeri fedicine and Biology Society (2001):

igence for engineering and

\“

ack-Prepagation: Epsilon-Back-

shop on Artificial Neural

Networks (

HyunKyung PagK, By€or Goon Ryu and Toshihiro Nishimura. The

Speckle Reduced" Ultraseunc in Cellular Neural Network with
Effective Detection of Ag . Sontoul . Proceeding of the World Congi

I 187 — 192.

ohara. Selective-Learning-Rate Approach fe -:}_‘-‘ >k Market Prediction

- se ' telligent information

and engine@ering sysie Conference 03). 140 - 147.

Choocha:wattina W., Nlranartlumphong W. and Sprlng M.B. Web image

ﬁﬁiﬂ Wi El?lﬁ WEITLL, o

DR AN
application ransactions on Circuits and System video Technology

(1999): 551 - 564.

Lexitron [online]. Available from: http:/lexi ; , March

1].




[20]

[21]

[22]
(23]

44

Weka [online]. Available from: http://www.cs.waikato.ac.nz/~ml/weka/index.htm|
[2005, June 1].
A. Ngaopitakkul and A. Kunakorn. Selection of Proper Activation Functions in

Back-propagation neural netwo algorithm for Transformer Internal Fault

Location. (IJCNS) Interna l: fhal of Computer and Network Security
(2009): 690 — 699
Matignon, R. FAbuse. 2005.
Cai J., Goshtash Human Faces in Color Images.
Proceedings ol 1 “Media Database Management

Systems (1998

x4

A

AULINENTNEINS

ARIAINITUNNINGAY



AULINENTNEINS
RN TUAMINYAE



46

Appendix A

Comparison between RGB and YCbCr model on detecting human facial image.

RGB Model YCbCr Model

/" i
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The output obtained in the same image from the low level extraction as the
example in above images. The frame shown the face area detected from background

and compare between the RGB and YCbCr model. Some window of faces detected

using RGB are missed so the Cr detected more correctly than RGB

model.
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