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## CHAPTER I

## INTRODUCTION

The ability to manipulate objects is one of the fundamental tasks which we need a robot to interact with its surroundings. Grasping and regrasping are operations which a human performs to change the environment by grabbing an object, lifting and placing it to another position or another posture. This seems to be a natural and simple ability for a human but not for a robot. The robot does not have its own instinct to perform any task. It has to be controlled restrictively on a task, the geometry of an object, the constraints of itself and the environment. This challenges sobotic researchers to analyze and transfer these manipulation skills to a robot in the recent decades.

The central idea of manipulation is to move an object to a desire configuration while the object being restrained in stable states. One approach of object manipulation is grasping an object in a fixed stable grasping configuration and then moving the object from place to place. However, the pick and place operation is performed by a motion sequence of an arm which requires a large workspaee to change the grasping configuration even for manipulating a small object. Further, it requires a stable placement for the object when the robot changes a grasping configuration. To avoid these limitations, an in-hand manipulation is taken place to bring the object through several actions by changing grasping configurations without releasing the grasped object. The operation of changing a grasping configuration is usually called regrasping. To achieve manipulation task, the fingers have to be moved several times to reach the target posture. This arises the in-hand manipulation planningpprolem, given an initial grasp and atarget grasp, the goal is to compute the sequence of the fingers' movements which changes the grasp to the target position while still maintaining stability. For manipulation involving grasping, to verify stability of a grasp, the forcecolosure property isusually considered in several literatures dealing with the grasp synthesis problem.

In a manipulation, we have to consider all constraints arising from a task and a robot hand. Despite planning a manipulation sequence considering all these constraints could accomplish a task, there are some kinds of arising restrictions and drawbacks. All complexities are gathered in the manipulation planning that might uses non-reasonable time to compute a simple manipulation sequence. Further, combining mechanical constraints of a robot hand in planning confines the result manipulation sequences to the specific robot
hand platform. Therefore, the manipulation sequences may be not feasible for another hand platform.

The problem is that, currently, we have so many tasks, so many objects and so many robot hands. There is no algorithm that works best on all settings. This is mainly because tasks, objects and robot hands are varying. The problem of task/object/hand dependency is the inspiration of this work. We propose to decompose the manipulation problem into layers. We split the problem into three main levels, each of which considers task constraints, object constraints and hand constraints separately. It allows a hardware practitioner to concentrate on creating a hand. At the same time, we can imagine any use of robot in manipulation. The advantage of the decomposition is that robot visionaries can abstract their manipulation algorithms away from constraints and limitations of the recent robot hand developments.

We aim to derive a framework that shall be applicable to any task, any object or any robot hand. The key concept is simple; atask and a hand impose on manipulation planning many constraints, which we simply decide to neglect them. Without any assumption on a task or a hand, solutions from the algorithm will be dependent only on the object being manipulated, not with any predefined hand or task. After solutions are identified, when knowledge of a hand and a task is provided, we then find solutions that satisfy the arising constraints.

Given an object to be manipulated, a condition that can be verified without considering constraints of a task and a robot hand is the force-closure condition because we can consider only contact positions of the end effectors which are applicable only for force-closure vefification. This reduees pur consideration into the problem of planning a sequence of the end effectors from an initial grasp to a target grasp while all grasps in the sequence maintain force-closure. We calli arsequence of changing the end effectors' positions regrasp sequence. The problem of determining such sequence is referred to as regrasp planning problem.

This work studies the problem of regrasp planning which computes a sequence of finger repositioning from initial grasping configuration to a desired configuration for polyhedral-modelled object and a set of discrete points based on the following assumptions. The polyhedral model is chosen because most objects in the real world can be represented by linear surfaces. An object is described by linear segments in 2D and flat surfaces in 3D. Further, since the representation of an object is linear, we can efficiently
solve the regrasp planning problem using existing linear algebra and computational geometry algorithms. For a complex object, we describe it by a set of discrete points on its surface. Approaches to handle this problem setting in both 2D and 3D workspace are also proposed.

The hands are assumed to be equipped with three or four in 2D workspace and five fingers in 3D workspace. 2- and 3-finger grasp are sufficient to grasp a 2D object and 4 -finger grasp is sufficient to grasp a 3D object. The other one finger is used to switch grasping position. Our planner aims to construct general solution satisfying grasping constraints regardless task constraints, kinematic constraints, dynamic constraints, etc. The most advantage of general solution is independency. It is applicable to any task or hand in the real world. A finger is therefore assumed to be a free-flying point contact. To maintain stability, grasping constraint considered in this work is associated with force closure property. Every grasping configuration in the obtained sequence of finger repositioning has to satisfy force closure property to ensure stability during the entire repositioning process.

### 1.1 Related Works

Regrasp problem consists of various problems in many subfields on robotics. Firstly, we have to define what we want the robot to do. This is according to task constraints. Based on the classification of grasp by Cutkosky (1989), two main grasping types are concerned, fingertip grasp and power grasp. Fingertip grasps achieve dexterity by holding the objects by the tips of the fingers. Power grasps are distinguished by large areas of contact between the object and the fingers and palm which do not allow the motion of the grasped object/ The grasps perform with low dexterity. For regrasping, the fingertip grasps afe preferred since the problem required dexterity of grasps.

Regrasp planning is the main theme of this work. The method reports a sequence of fingers' position from initial grasp.todesired grasp given by task planner. The obtained grasping positions not only associate with task requirement but also satisfy stability constraint. The force closure property is applied to satisfy the stability constraint. This means that every grasping position in a sequence calculated by the method has to achieve force closure grasp.

In practice, a robot finger is not a point. A grasp has to satisfy kinematic constraints and dynamic constraints as well. Motions of fingers when a regrasp process is performed, also introduce to a manipulation planning problem which mainly mentions accessability
and collision avoidance of a path from an initial configuration to a desired one.

### 1.1.1 Robot Hands

Dexterous manipulation or regrasp problem require a manipulator which is able to change a grasped object's configuration with respect to the hand without releasing it. The robot hand is one suitable manipulator for this task. It may be designed to be an approximation of the human hand or specified for particular tasks. A well-known 3-finger robot hand is Barret Hand(Townsend, 2000) commercially made by Barrett Technology Inc. Two fingers can be spread synchronously by $180^{\circ}$ around the palm. The Utah/MIT hand (Jacobsen et al., 1986) is the first anthropomorphic hand with four fingers. Each finger has four degrees of freedom. The whole hand system is very large including the out-hand actuators. The Robonaut hand (Lovchik and Diftler, 1999) designed for space based operations has five fingers. The hand combined with wrist and forearm has fourteen degrees of freedom. Another anthropomorphic hand is the DLR-Hand (Butterfaß et al., 2001). The hand consists of four fingers with the actuators embedded inside.

### 1.1.2 Contact Kinematics, Dynamic and Control of Manipulation

When the object has been grasped, the hand is possible to perform in-hand manipulation. To gain more dexterity, the hand is not required to maintain a rigid grasp. It may therefore roll, slide or release and place fingers to change the grasp configuration. The accurate control of the force applied to the object, which associates with the contact constraints is required to achieve the operations.

One approach that the dexterous hand manipulates an object, is exploiting a rolling contact. Rolling is the operation that the fingertip rolls withoutslipping on the object's surface. It is defined by the constraints that the fingertip and object velocities are equal at contact point, The kinematic constraints and/transformations between fask-space and local coordinates are presented in (Kerr and Roth, 1986) and (Montana, 1988). The rolling constraints are formulated in different ways. Kerr and Rott (1986) derived the force analysis for the systems using a set of differential equations to describe the motion of the object with pure rolling contact. Montana (1988) proposed a method for relating relative rigid body motion to the rates of change of contact coordinates using a matrix formulation of the motion of a point of contact over the rolling surfaces. Sarkar et al. (1997) introduced local contact coordinates which allow them to formulate the dynamics and control of manipulation via rolling contacts in explicit equations relating the velocities and ac-
celerations of the contact points. The formulation admits motion of the contacts during the manipulation process. Li et al. (2000) developed a unified formulation describing the relationship between the object motion and the joint motion.

Dexterous manipulation sometimes exploits slippage between the fingers and the object to change grasping configuration. Sliding a finger along the surface of an object requires a good model of the contact friction which is mostly assumed Coulomb friction model. A finger exerts a force inward to the object's surface when it slides along the surface. According to Coulomb friction model, when the finger is sliding, the contact force must lie on the edge of the friction cone. Brock (1988) derived a kinematic relation between the object motion, the motion constraints and the grasp forces. Cole et al. (1989) presented a coordinated control law for sliding contacts between an object and fingertip including a problem of choosing contact positions for collision avoidance. In (Cole et al., 1992), the sliding motion of the fingertips along the object's surface is dynamically controlled simultaneously with controlling the position and orientation of the held object. Zheng et al. (2000) formulated a dynamic control of a 3 -finger robot hand manipulating an object in 3D. One finger is allowed to slide on the object's surface. Motion equations of the whole system are derived. They also proposed a dynamic control law for linearizing the system dynamics and realizing the desired object motion, the desired finger sliding and desired grasping force.

Combinations of -rolling and sliding are in consideration as well. Cai and Roth (1987), (1988) studied spatial motions combining rolling and sliding between rigid bodies for point contact and line contact, respectively. Chong (1993) proposed an algorithm generating finite motion of object by considering sliding contacts as well as rolling contacts between the fingertips and the object. The minimum contact forces and minimum joint velocities are solved for the relative velocity at the contact point.

tion. Kerr and Roth (1986) developed a hand Jacobian which calculates the joint torques from the desired contact forces. Yoshikawa and Nagai (1988) decomposed forces into two components. Manipulating or external forces produce a net force and torque on the object. The other forces are grasping or internal forces which produce no net force nor torque on the object. These forces are used to maintain a secure grasp. The same authors gave a physically reasonable definition of manipulating force and grasping force for 2-, 3and 4-finger hands in (1991). They also presented an algorithm for decomposing a given fingertip force into manipulating and grasping forces. Using the concept of the manip-
ulating and grasping forces, they proposed a dynamic manipulation/grasping controller of multifingered robot hands based on the dynamic control and the hybrid position/force control. The controller consists of a compensator which linearizes the whole grasping system and a servo controller for the linearized system. Nakamura et al. (1989) discussed the dynamical coordination of a multifingered robot hand. The coordination problem is solved in two phases. Firstly, determine the resultant force used for maintaining dynamic equilibrium and for generating the restoring force. Secondly, determine the internal force used to satisfy the static frictional constraints and is related to contact stability. Li et al. (1998) studied a formulation of dynamic stability of grasping using Lapunov stability theory for measurement purpose.

The systems discussed above are formed by complex constraints. A system that a manipulation is achieved by low yelocity motions is called quasi-static. Quasi-static analysis results are therefore much simpler and practical. Fearing (1986) considered slip from a quasi-static viewpoint to achieve grasp stability. Yoshikawa et al. (1993) used controlled slip in quasi-static system to modify the grasp and increase manipulation range for a 3-finger robot hand,

### 1.1.3 Grasp Definition

Secure holding an object in a robot hand is required in grasping. The concept of a firm grasp is formalized in various ways. Equilibrium, force closure and form closure property are usually applied to ensure the stability of a grasp. Equilibrium grasp is a grasp that the resultant of forces and torques exerted to the grasped object are zero. According to the definition, an equilibrium grasp cannot resist any disturbance. This property is therefore not sufficient to ensure the stability of al grasp. Force closure grasp is a grasp that can exert a resisting force and torque balancing any external disturbance on the object. A closely related property to force closure is form closure firstly investigated by Reuleaux (1963). The distinction between form closure and force closure is that form closure considers the immobility of an object in presence of fixed contact points whereas force closure considers how contact points can exert force and torque on an object. Another difference between form and force closure is the presence of friction. Friction effect is considered in force closure while it is neglected in form closure analysis. Markenscoff et al. (1990) provided an upper bound to the number of contacts necessary to achieve form closure grasps. They showed that four contact points are sufficient for the formclosure grasp of any planar object and seven contact points are sufficient in spatial case. Bicchi (1995) considered form closure as a purely geometric property of a set of contact
constraints. Rimon and Burdick (1996) gave precise definitions for first and second order form closure for frictionless grasps based on mobility theory. They also showed that a frictionless grasp is force closure if and only if it is form closure for both first order and second order.

### 1.1.4 Force Closure

To ensure that the object is grasped securely, the classical force closure condition is employed. A grasp of an object achieves force closure when it can resist any external wrench exerted on the grasped object. The well-known qualitative test for a force closure grasp is to check whether the contact wrenches of the grasp positively span the whole wrench space (Salisbury, 1982). This is equivalent to checking whether the convex hull of the primitive contact wrenches contains the origin (Mishra et al., 1987b). Various approaches for testing whether the origin is inside the convex hull are proposed. YunHui Liu (1998) proposed a recursive reduction technique which allows the problem of testing convex hull containing the origin in high dimensions to be solved in the lowest dimension. The same authors transformed this problem to ray-shooting which can be solved by linear programming (Liu, 1999). Zhu and Wang (2003a) developed the force closure test based on the concept of $Q$ distance which uses a convex hull containing the origin as a metric to test whether the origin lies in the interior of the convex hull of the primitive wrenches. Recently, Zhu et al. (2004) discussed that the problem can be transformed into the problem of calculation of distance between convex objects. They proposed the use of pseudodistance function to solve the problem.

Other approaches of qualitative test for a force closure grasp by considering the workspace, not the wreneh space, were also investigated. Nguyen (1988b) proposed a geometric method for testing 2-finger force closure grasps on polygonal objects. The synthesis of stable grasps was proven bycoonstructing virtuabsprings at thê contact points, such that a desired stiffness matrix about its stable equilibrium can be acquired. Ponce et al. proposed the concept of non-marginal equilibrium which implies the force closure property. Based on this concept, the qualitative tests of 3 -finger grasps for polygonal objects (Ponce and Faverjon, 1995a) and 4-finger grasps for polyhedral objects (Ponce et al., 1997) were proposed.

For regrasping, a set of force closure grasps has to be calculated. In (Ponce and Faverjon, 1995a) and (Ponce et al., 1997), a grasp is represented by parameters related to positions on the grasped faces. To calculate all possible grasps, two(three) additional
parameters are required to construct linear constraints for $2 \mathrm{D}(3 \mathrm{D})$ case. The additional parameters have to be eliminated to acquire a set of force closure grasping positions on given grasped faces. Sudsang and Ponce (1995) proposed another representation of grasps avoiding the use of additional parameters. A point in workspace is used to represent a set of force closure grasps.

Quantitative tests of force closure grasps are also considered to define the quality of grasps. Kirkpatric et al. (1990) considered the most general stability measurement which does not know a priori knowledge of disturbance. An external wrench is assumed to be uniformly distributed in every direction. The minimum magnitude of a particular external wrench that breaks force closure property is measured. This is equivalent to the radius of the maximal ball that can fit inside the convex hull of primitive contact wrenches. Ferrari and Canny (1992) applied this criterion to plan the optimal grasp. The radius of maximal ball is used in many works, such as (Mirtich and Canny, 1993; Borst et al., 2003; Jia, 1995).

Recently, the best performance in resisting external wrenches as the optimality criterion is still studied. Yun-Hui Luil (1999) addressed the problem of minimizing the $L_{1}$ norm of the grasp forces in balancing an external wrench, which can be transformed to ray-shooting problem. Zhu and Wang (2003a) addressed the problem of planning optimal grasps that minimize the $Q$ distance and expresses the best performance in firmly holding an object while resisting external wrench loads. Zhu et al. (2004) solved the same problem by optimizing the pseudodistance function.

Methods mentioned above are used to determine grasps that require precision of fingertip on the objects. To allow some positioning errors, the notion of independent contact regions was introduced by Nguyen (1988b). In short, an independent contact region is a paralteleaxis rectangular region in fingers configuration space which represents areas on object's boundary where fingers can be placed independently to compose a force closure grasp. In (Nguyen, 1988b), Nguyen also showed how to geometrically determine independent contact regions for 2 -finger grasps of a polygon. Tung and Kak (1996) attacked the completeness of the previous work and proposed an algorithm which is correct and complete. Recently, Cornella and Suarez investigated an algorithm of determining independent grasp regions on 2D discrete objects (Cornella and Suarez, 2005a). A four frictionless grasp is considered. The algorithm determines the independent regions of two fingers when the locations of the other two fingers are given.

In order to find the best independent contact region, one needs to define what best means. There have been many different definitions of the best independent contact region due to different purposes and constraints of grasping devices. The two popular criteria are: (1) the largest n -cube, and (2) the largest rectangular region (product of lengths on every axis). Using the first criterion, the optimization can be done by linear programming as discussed in (Ponce and Faverjon, 1995a) and (Ponce et al., 1997). Faverjon and Ponce (1991) tackled the problem of 2-finger grasping on curved objects using the second criterion. In their work, a numerical optimization algorithm was presented, but they could not guarantee the algorithm's completeness. Cornella and Suarez (2005b) presented an approach to determine independent contact regions on polygonal objects considering arbitrary number of friction or frictionless contacts on given edges. Their approach subdivides configuration space so that the graspable region in each subdivision is convex, then computes the independent contact region in each subdivision.

### 1.1.5 Regrasp Planning

Regrasp or dexterous manipulation is required when a grasp is not appropriate for a specific task. A planner calculating a sequence of feasible configuration of robot hand and object transforming to the desired one is applied to solve the problem. The obtained results from a planner have to satisfy constraints considered in the system. The distinction between various planners are constraints discussed above, kinematics, dynamic, stability constraints, etc. In this-work, force closure constraint is satisfied only for more general results. Some different planners are discussed here.

Hong et al. (1990) proved the existence of two and three finger grasps for 2D and 3D objects assuming isolated hard point contaets with friction. The manipulated objects are assumed to be smooth. This paper also proposed a fine motion of an object by repositioning the grasping fingers while maintaining a grasp duringeñtire process. A subclass of fine motion problem focused in this paper is gait problem. Finger gaits with three and four fingers on the plane are proven for the existence. For the prove of three finger gait, a two finger force closure condition is taken into consideration. In the case of four finger gait, two different gaits can behave which are using two pairs separately or using a three finger grasp and replacing one finger with the remaining finger to form a new grasp.

Regrasp planning for reorientation of a prism was addressed by Omata and Nagata (1994). The 4-finger hand and frictional contact point are assumed. The planner plans
a sequence of repositioning of fingers for horizontal rotation of an object for a desired angle. The calculation of finger repositioning are classified into three problems. Problem $A(c)$ tests whether the finger $c$ can be removed from the initial grasp. This problem can be solved by linear programming method. Problem $B(c, n)$ is solved for calculating feasible region of finger $c$ to form equilibrium grasp without finger $n$. The last one is problem $C(c, n, d)$ which calculates the feasible region of finger $c$ when finger $c$ and $n$ form a grasp without finger $d$. These two problem can be solved by non-linear programming. Problem $C$ is harder and takes more calculation time than $B$. Sequences of finger repositioning are attained by a search tree. Each node represents a removed finger. The search algorithm begins with solving problem $A(c)$ then solves $B(c, n)$ to remove finger $n$ and bring finger $c$ to form a grasp. Problem $C$ will be solved when the problem $B$ cannot produce feasible solution. Child nodes are expanded according to a heuristic function. The function is based on a angle which a grasp can rotate the object, the depth of a node and the penalty when problem $C$ has to be solved.

Omata and Farooqi (1996) studied object reorientation by using regrasp primitive. Two primitives are carried out for reorientation task. The rotation presented in (Omata and Nagata, 1994) is a primitive that the fingers grasp on the side faces of the object and rotate it. The pivoting primitive uses the two fingertips to form an axis of pivoting and the third finger exerts the force on the side faets to rotate the object about the axis. The algorithm of this primitive is explained in this paper. Based on the following assumptions, four fingered hand and a prism object, sequential executions of these primitives can achieve reorientation. The search tree is applied to solve the problem. Each branch represents a primitive and each node contains the current orientation. The search procedure uses quaternion concept to solve resultant rotationabout a unique axis:

An approach to solve the problem of dexterous manipulation using geometrical reasoning technigues was proposed by Mundzet al. (1995). Kinematic constraints are respected by checking non-penetration between the fingertips and the object. Some accessibility limitations due to the kinematic constraints of the hand are also considered. Three manipulation modes, which are fixed-point, rolling and sliding, are applied in the planning algorithm. A combination of manipulations in these three modes can form a nominal trajectory of a task that the object is being grasped by a dexterous hand. A manipulation task is represented by a homogeneous transformation that brings the object from its initial configuration to its final configuration. The planner decomposes the transformation into a sequence of infinitesimal motions by exploring the space of potential solutions for the
problem of changing the orientation of the grasped object. Each infinitesimal motion is solved for every manipulation mode. The equilibrium constraints are considered in this procedure. A solution is represented in the form of joint motion. The minimum joint motion is selected by the planner for the particular infinitesimal motion.

Leveroni (1997) addressed finger gait problem for a planar convex object. One method to determine whether local motions will suffice to reorient the object is the grasp map, a graphical representation of all stable grasps. Workspace map is constructed to determine workspaces of three fingers. A sequence of finger gaits can be extracted from the combination of the grasp map and the workspace map. In planning, a new grasp cannot always be found if the object is moved tocally until a finger reaches a workspace limit; often a grasp gait must occur before the limit is reached.

In (Cherif and Gupta, 1997), The system of Cherif and Gupta assumed that the manipulation system processes at low velocities. Planning feasible quasi-static trajectories for the fingertips to move object to a desired configuration is available. Two motions which are rolling and sliding the fingeftips on the surface of the object are considered. The planner is a 2-level planning scheme. The global planning level applies an $A^{*}$ search algorithm to find connectivity between sub-goals in the configuration space of the object. The nominal path generated by this planner ignores any manipulation constraints. The second level is the local manipulation planner. The local planner is based on solving an inverse finger motion problem to plan for feasible quasi-static motions of the hand-object system between sub-goals. The instantaneous solution satisfies collision-free, reachability, friction and equilibrium constraints.

Han and Trinkle (1998b) proposed a Framework for dextrous manipulation by rolling fingers on the surface of an object and finger gaiting. Three taxonomies of manipulation tasks for multifingered hand systems/are stated: Opject Mañipulation, Grasp Adjustment and Dextrous Manipulation. The contribution of this paper is to purpose a general methodology to implement large-scale object manipulation tasks when the capability of the fingers are limited by their workspace. Two strategies, finger rewind and finger substitution, are applied to accomplish a task. Dextrous manipulation of a sphere is exemplified. The condition of two soft-finger and three hard-finger force closure grasp are derived for spherical object. The trajectory of the finger on the object is restricted to be a great circle which simplifies contact constraint.

Regrasp planning for discrete contact points using independent regions is proposed
in (Roa and Suarez, 2009). The regrasp operation that is allowed in the work is only motion of a finger without contact breaking. The main restriction of applying only regrasp operation is that the approach fails to find a path between two grasps in distinct connected grasp sets.

### 1.1.6 Dexterous Manipulation Planning

Since an object cannot move by itself. The robot hand has to grasp and move it from one stable position to another. The objective of the planner is to calculate a path of robot hand and object's configuration from an initial configuration to a desired configuration while avoiding collision with obstacles, other objects and self-collision.

Modelling the problem with as fully dynamic and using control-based planning is costly expensive. Thus, Alami et al. (1989) developed another approach using two distinct paths which are transfer paths and transit paths. The former are defined as motions of the system while the robot hand grasps the object. Transit paths are defined as motions of the robot when it moves alone while the object is in a stable position. Regrasping operation is also calculated by the planner. Based on this concept, Koga and Latombe (1994) solved the manipulation problem for robots with many degrees of freedom. The planner compute a series of transfer and transit paths for the robot that make the robot grasp and move the object from an initial configuration to a goal configuration. Recently, probabilistic algorithms are applied for manipulation planner under continuous grasps and placements in (Siméon et al., 2002), (Sahbani et al., 2002).

Nielsen and Kavraki (2000) developed a manipulation planner which extends the probabilistic roadmap (PRM) frâmeworks. The plannerr consists of two levels. The first level builds a manipulation graph. Nodes represent stable placements of the object. Edges represent transfer and transit actions. The actual motion planning for the transfer and transit paths is done by PRM planners at the second level. The fuzzy roadmap was introduced to apply in both levels. The computations is efficient by verifying that the edges are collision-free only if they are part of the final path. Instead, the local planner assigns a probability to the edge that expresses its belief that the edge is collision-free.

Sahbani et al. (2002) proposed a probabilistic algorithm for manipulation planning under continuous grasps and continuous object placements. Instead of classifying the regrasping operation as another subproblem, their approach transforms a regrasping operation into a finite sequence of transfer and transit paths. Therefore, a particular planner
for the regrasping operation is not needed.

Saut et al. (2007) attacked in-hand manipulation planning problem by using PRM. Two fundamental paths are applied which are transfer path and regrasp path. The object is immobile and some fingers move to change the grasp during a regrasp path. Based on PRM, a manipulation graph is constructed to plan a path between initial and goal configurations. Instead of sampling a hand's configurations in configuration space, grasping configurations are sampled over grasp subspaces and then verified chain closures at contact positions by considering the kinematics of the robot hand.

Xu and Li (2008) solved finger gait problem for a smooth surface object by evolution of hybrid automaton. The finger gaiting is analyzed into discrete and continuous characteristics. The discrete variables describe two actions of all fingers in either manipulation mode or substitution mode. The continuous variables represent the controls of the fingertips in continuous time. In (Xu et al., 2007), the hybrid automaton is used for finger gait planning by improving the RRT approach such that the discrete metric and continuous matric are defined on the state space.

Huber and Grupen (2002) presented finger gaits as finite state control strategies in a discrete event dynamic system framework. A small set of control laws are used as basis controllers to solve a manipulation task in a bottom-up fashion. However, actual contact locations and object motions are computed based on local contact information. Therefore, this framework suits for local manipulation planning. Platt et al. (2004) presented a control basis capable to generate a variety of force-based interaction focusing on the grasp and contact artificialpotentials. Finger gaits are formulated into states and actions modeled in a Marioy Deeision Process (MPP) whichis defined over the space of wrench closure conditions. However, this space is not explicitly computed. A state in the MDP is not a geometrical assertion but a report about the membership of grasps in the state.

Finger repositioning can be casted into a stratified system. Goodwine and Burdick (2002) proposed a nonlinear motion planning algorithm in a stratified configuration space. The configuration space of finger reposition consists of several smooth strata corresponding to the conditions of fingers used in manipulation. Harmati et al. (2002) developed a fitted stratified manipulation planning algorithm which works on a space that a fingertip position is described more directly to its representation in the real physical system. A semi-stratified was also proposed by assuming that a finger can be moved freely in the space to provide a greater degree of freedom for finger repositions in manipulation plan-
ning and to allow more constraints taken into account. However, most works about the stratified system study relations between a manipulated object and joint configurations or fingertip positions while force-closure condition is mostly assumed. Therefore, result trajectories obtained from these frameworks have to be verified for the force-closure condition for a practical use. Trajectories that do not achieve force-closure are not applicable in a real manipulation.

### 1.2 Problem Statement

Given an object (a polygon or a polyhedron or a set of contact points), an initial grasp and a goal grasp, we wish to identify a regrasp sequence from the initial grasp to the goal grasp.

### 1.2.1 Contribution

The contribution of this work is to proposed a framework for regrasp planning problem. Our planner reports a general set of feasible finger repositioning satisfying force closure property for task and constraint independence. An approach using a structure called Switching Graph has been introduced. Connectivity in a graph presents ability to change a grasping configuration to another:This allows the regrasp planning to be transformed to graph search. A node in switching grasp represents a connected set of force closure grasps for given surfaces. Any grasps of which representations are in the same node can be transformed to one another using finger sliding along the continuous surfaces. An edge connecting two nodes indicates the ability of switching one finger to another different surface. Based on this structure, the obtained results are not a single solution, they are a set of feasible solutions, An adeantage of a set of solutions is that it allows any planner to find a sequence of grasping positions which optimized according to some considered criteria or to add more constraints for practical uses $98 \cap$ ล $99 \% \cap$ \&

### 1.3 Dissertation Outline

In the next chapter, we provide a theoretical preliminaries on grasping which is used subsequently in the remaining of the dissertation. The remaining chapters describe algorithms to solve the problem in each setting which are regrasp planning for a polygon, a polygon with a large number of edges, a polyhedron and a discrete contact point set.

Finally, Chapter 7 concludes our work and describes future extension of our work.

## CHAPTER II

## GRASPING AND REGRASPING PRELIMINARIES

In this chapter, we describe necessary definitions and propositions which will be applied in the discussion on our regrasp planning problems.

### 2.1 Nomenclatures

Following the definitions in (Boyd and Vandenberghe, 2004), we denote by INT(•), $\operatorname{RI}(\cdot)$ and $\operatorname{CO}(\cdot)$ the interior, the relative interior and the convex hull of a set. For an arbitrary vector $\boldsymbol{v}$, let us denote by $P_{v}$ the plane containing the origin and orthogonal to $\boldsymbol{v}$, i.e., $P_{v}=\left\{\boldsymbol{x} \mid \boldsymbol{x} \cdot \boldsymbol{v}=0, x \in \mathbb{R}^{3}\right\}$. A point at $\boldsymbol{x}$ is said to lie in the positive side of, negative side of, or exactly on $P_{v}$ when $\boldsymbol{x} \cdot \boldsymbol{v}>0, \boldsymbol{x} \cdot \boldsymbol{v}<0$ or $\boldsymbol{x} \cdot \boldsymbol{v}=0$, respectively. A closed half space $\mathcal{H}(\boldsymbol{v})$ is the set of all points that lie exactly on $P_{v}$ or in the positive side of $P_{v}$. An open half space $\mathcal{H}^{+}(v)$ is simply $\mathcal{H}(v)-P_{v}$. We define $\mathcal{H}^{z+}$ to be $\mathcal{H}^{+}((0,0,1))$ and $\mathcal{H}^{z-}$ to be $\mathcal{H}^{+}((0,0,-1))$.

### 2.2 Contact Model

In grasping, the most commonlyused contact model are hard contact without friction, hard contact with friction and soft finger contact. Soft contact grasp is different from hard contact grasp with ability that soft finger can exert torque about the surface normal while hard finger can exert force at contact point only. For analysis of hard contact, the point contact without friction can only exert a unidirectional force normal to the surface. Tangential forcesscan be produced by a finger up to the friction coefficient when friction is considered.

Coulomb friction (Stewart, 2000) is usually applied for friction model. Coulomb's law of friction states that for a contact point exerting a force $f_{N}$ along the contact normal, the friction force (the tangential contact force) is less than or equal to $f_{t}=\mu f_{N}$ where $\mu$ is the frictional coefficient. This equation indicates that when the contact is maintained without slip, the contact can exert any force in a cone $C$ of which the half angle is equal to $\tan ^{-1}(\mu)$. The cone is emanated from the contact point and the axis coincides with the contact normal $n$. This cone is commonly called a friction cone. Cone in 2D case can

[^0]be expressed by two vectors as shown in Figure 2.1(a). In 3D case, a cone is described by quadratic function. Cone introduces complexity of nonlinearity to the problem. To simplify the problem, a cone can be replaced with an $m$-sided pyramid (Figure 2.1(b)). A pyramid has planar facets which avoid nonlinearity from the problem but at a price of lesser precision.


Figure 2.1: Coulomb friction: (a) is the friction cone for 2D grasps and (b) is the friction cone for 3D grasps and its approximating pyramid cone.

### 2.3 Grasp and Wrenches

Force closure is a property of a grasp which is defined by a set of contacts. Each contact can be defined by its position and inward normal direction. In this work, it is assumed that every contact of the same object is represented by the same contact model.

Definition 2.1 (Grasp) A grasp $G$ is defined by a set of ordered pairs $\left\{\left(\boldsymbol{p}_{1}, \boldsymbol{n}_{1}\right), \ldots,\left(\boldsymbol{p}_{n}, \boldsymbol{n}_{n}\right)\right\}$ where $\boldsymbol{p}_{i}$ and $\boldsymbol{n}_{i}$ are the position vector and the inward normal vector of $i^{\text {th }}$ contact.

A grasp achieves force closure when the grasp is able to counterbalance any external disturbance to the object being grasped. The external disturbance and the effect of contact points are represented as a force $f$ and a torque $\tau, \$ \mathrm{Tn} 2 \mathrm{D}$, it is conventional to combine a force $\boldsymbol{f}=\left(f_{x}, f_{y}\right)$ and a torque $\boldsymbol{\tau}$ into an entity called awrench $\boldsymbol{w}=\left(f_{x}, f_{y}, \boldsymbol{\tau}\right)$. A wrench is a vector of force concatenated with a vector of torque. In 2D space, force can be described by a 2D vector while torque is described by a 1D vector, hence, a wrench in 2D space is a 3D vector. Likewise, a wrench in 3D space is 6 D vector formed by a 3 D force vector concatenated with a 3D torque vector. Formally, a wrench $\boldsymbol{w}$ is denoted by $(\boldsymbol{f}, \boldsymbol{t})$ where $\boldsymbol{f}$ is a force vector and $\boldsymbol{t}$ is a torque vector.

Combining force and torque into wrench makes it simpler to consider the force closure property. An effect of a contact point or external disturbance can be easily described
as a wrench. For example, let us consider an equilibrium in terms of wrenches. An object is said to be under equilibrium when the summation of all force and torque acting on the object is zero. Using wrench notation, an object achieves equilibrium when the summation of acting wrenches is the zero vectors.

Analysis on force closure concerns wrenches that can be exerted by a grasp. A contact is associated with a set of wrenches that it can exert. The set of wrenches that can be exert by a contact and by a grasp are referred as a contact wrench set and a grasp wrench set, respectively. In force closure analysis, a contact wrench is allowed to take arbitrarily large magnitude ${ }^{2}$. Since wrenches can be added up linearly, the set of wrenches exertable by the grasp is the positive combination of wrenches of its contacts. Let us refer to a positive combination of a set of yectors as linear positive span, or positive span for short. Exertable wrenches of a grasp is a positive span of a contact wrench set of each contact.

Definition 2.2 (Positive Span) Let $W$ be a set of vectors. A positive span of $W$, denoted by $\operatorname{SPAN}^{+}(W)$, is a set $\left\{\alpha_{i} \boldsymbol{w}_{i} \mid \alpha_{i} \geqslant 0, \boldsymbol{w}_{i} \in W\right\}$.

### 2.3.1 Primitive Contact Wrenches

A contact wrench set can also be conveniently represented using positive span notation. A frictionless contact can only exert force in one direction and its contact wrench set is a ray in its respective wrench space. The ray can be represented as a positive span of a single wrench with arbitrary length lying in the same direction. For a frictional contact, a friction cone of which can be represented by positive span of its boundary force vectors. These vectors corresponds to boundary wrenches and the whole contact wrench set can be represented by a positive span of these boundarywrenches, using one single arbitrary length for each direction. T $\mathrm{C} 6 \mathrm{~W} / \mathrm{d} / \mathrm{c} / 6$

We refer to unit length boundary wrenches as primitive contact wrenches. A contact wrench set is a positive span of primitive contact wrenches. Similarly, a grasp wrench set is a positive span of its contact wrench sets which is also equal the to positive span all of primitive contact wrenches (from all contact points). Let $\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{n}$ be primitive contact wrenches of a grasp. The grasp wrench set of a grasp whose primitive contact wrenches are $\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{n}$ can be represented as follows.

[^1]\[

$$
\begin{equation*}
\left\{\Sigma_{i=1}^{n} \alpha_{i} \boldsymbol{w}_{i} \mid \alpha_{i} \geq 0\right\} \tag{2.1}
\end{equation*}
$$

\]

### 2.3.2 Grasp Wrench Set

Primitive contact wrenches and positive span represent a grasp wrench set in a compact form. It is necessary to understand the properties of a grasp wrench set when it is represented as a positive span of the primitive contact wrenches. A key feature of a positive span is its convexity. Convexity of a grasp wrench set is an important property exploited by most grasping works.

Other than convexity, a grasp wrench set also has other interesting properties. In the 3D frictional contact case, a friction cone is bounded by a quadratic surface, not a finite number of wrenches. A prominent difference is that a 3D friction cone, though it still maintains convexity, is no longer a linear structure. This implies that the corresponding grasp wrench set itself is nonlinear as well. In many works, a circular friction cone is simplified by an $m$-sided pyramid. Each boundary force vector of the pyramid yields one primitive contact wrench. Since is finite, the number of primitive contact wrenches is also finite and thus the grasp wrench set can now be represented by linear surfaces allowing several tools in linear algebra to be applicable for analysis.

### 2.4 Force Closure

A grasp achieves force elosure when its grasp wrench set covers the entire wrench space. A property called positively spanning is defined to describe that the positive span of a vector set covers the entire space. 6

## จหาลงกรณณมหาวิทยาลัย

Definition 2.3 (Positively Span) We say that a set $V$ of $n$-dimensional vector positively spans $\mathbb{R}^{n}$ when $\operatorname{SPAN}^{+}(V)=\mathbb{R}^{n}$

The force closure property can be formally defined using the notion of positively spanning, namely, a grasp achieves force closure when its associated wrenches, i.e., the polyhedral convex cone generated from the primitive contact wrenches, positively span their respective wrench space (3D wrench space in case of planar grasp and 6D wrench space in case of 3D grasp).

Definition 2.4 (Force Closure) A grasp, whose primitive contact wrenches form the set $W$ in $\mathbb{R}^{n}$, is said to achieve force closure when $\operatorname{SPAN}^{+}(W)$ positively span $\mathbb{R}^{n}$.

Since the force closure property is defined over a set of vector (wrenches) associated with a grasp, it is more convenient to say that a set of vector achieves force closure, even though a set of vector cannot literally achieve force closure. Hereafter, saying that a set of wrenches achieves force closure is a short hand of saying that a grasp whose associated set of wrenches positively span $\mathbb{R}^{n}$.

### 2.5 Condition of Force Closure

The force closure property is defined using the notion of positively spanning. However, it is still indefinite to assert whether a set of vectors positively span a space. In this section we recite some of the well known conditions that assert on positively spanning of a set of vectors.

Mishra et al. related positively spanning of a set of vectors with a convex hull of the vectors. It is shown in (Mishraet al., 1987b) that a set of vectors $W$ positively span a space when the origin of the space lies strictly inside the convex hull of $W$.

Proposition 2.5 A set of wrenches $W$ in $\mathbb{R}^{n}$ achieve force closure when the origin lies in the interior of the convex hull of $\operatorname{INT}(\mathrm{CO}(W))$.


Proposition 2.5 transforms the force closure testing problem into a well defined computational geometry problem. A straightforyard approach to solve the problem is to compute the convex hull of the primitive contact wrenches and directly whether the origin lies inside the interion From this approach, it comes directly that if Ave Can identify a half space through the origin that contains all primitive contact wrenches, the primitive contact wrenches cannot positively span the space.

Proposition 2.6 A set of wrenches $W$ do not positively span $\mathbb{R}^{3}$ if there exists a vector $\boldsymbol{v}$ such that the closed half space $\mathcal{H}(\boldsymbol{v})$ contains every wrench in $W$.

A closely related property of force closure is equilibrium. Equilibrium indicates that the net resultant wrench of the system is a zero vector. A grasp is said to achieve
equilibrium when it is possible for some contacts of the grasp to exert wrenches such that the net resultant wrench is zero vector. Formally, a grasp is an equilibrium grasp when Equation (2.2) has a non-trivial solution.

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i} \boldsymbol{w}_{i}=\mathbf{0} \tag{2.2}
\end{equation*}
$$

Apparently, a grasp that achieves force closure also is an equilibrium grasp. However, the inverse is not necessary true. In the case of frictional contact, there exists a special class of equilibrium grasp called non-marginal equilibrium. A grasp achieves non-marginal equilibrium when the wrenches achieving equilibrium are not the wrenches associated with the boundary of a force cone. In practice, it means that any equilibrium grasp is also a force closure grasp under any arbitrarily greater frictional coefficient.

Nguyen (1988a) shows that a 2D 2-finger non-marginal equilibrium grasp is also a force closure grasp. Ponce and Faverjon (1995a) show the same implication in the case of 2D 3-finger grasp and also in the case of 3D 4-finger grasp (Ponce et al., 1997). Care should be taken not to take this implication into general. Though it might seems that non-marginal equilibrium implies force closure, this is not always true for any number of fingers. For example a 3D two finger non-marginal equilibrium grasp does not achieve force closure.


Proposition 2.7 A sufficient condition for 2- and 3-finger force closure in 2D and 4-finger force closure in $3 D$ is non-marginal equilibrium $\mathrm{N}^{2}$ ?

## 

Regrasping is a process of repositioning contact points of robot fingers. Two primitive forms of repositioning are finger switching and finger sliding. To determine an appropriate sequence of these two processes, we introduce a structure called a switching graph. A node in a switching graph represents a connected set of force closure grasps on three(four) particular polygonal edges(faces) in 2D(3D). An edge connecting two nodes indicates that there exist a grasp associated with one node that can be switched to a grasp associated with the other by finger switching. By using a switching graph, the regrasp problem can be formulated into a graph search problem. A path from the graph search


Figure 2.2: Regrasping overview: (a) Initial grasping configuration (b) A result of finger Switching. (c) a result of a finger sliding
determines a sequence of actions - switching and sliding to be executed in order to traverse from the initial to the final grasp. The following sections will describe the finger switching and sliding primitives and the switching graph in detail.

### 2.6.1 Finger Switching and Finger Sliding

Regrasping process which changes grasping configuration by placing an additional finger on desired contact point and then releasing one finger of the initial grasp is called finger switching. For example, let us assume that a starting grasp holds a polygonal object on points $\boldsymbol{p}_{a}, \boldsymbol{p}_{b}$ and $\boldsymbol{p}_{c}$ and we want to switch to a grasp holding points $\boldsymbol{p}_{b}, \boldsymbol{p}_{c}$ and $\boldsymbol{p}_{d}$. A finger switching process starts by placing an additional finger on $\boldsymbol{p}_{d}$ and then releasing the finger at $\boldsymbol{p}_{a}$. If both grasps satisfy the force closure property, the entire process still holds the force closure property. For the case of 4(5)-finger hand grasping a polygonal(polyhedral) object.-finger switching requires that two(three) grasping configurations must have two contact points in common and both of them achieve force closure.

Finger sliding is a process for repositioning fingers by sliding them along edges(faces) of a polygon(polyhedron) while maintaining a force closure grasp during the sliding process. Using this process, we can change grasping configuration with in the same set of force closure grasps. This means the relation between fingersliding and alnode of switching graph. However, finger sliding may be hard to implement mechanically since it is required that fingers must always touch the edge during sliding. Finger switching can imitate finger sliding by switching fingers from the initial to the final position of the sliding. Examples of finger switching and sliding are shown in Figure 2.2.

## CHAPTER III

## REGRASP PLANNING FOR A POLYGONAL OBJECT

### 3.1 Introduction

A framework to deal with the problem of regrasp planning for a polygonal object will be discussed in this chapter. Since we separate the regrasp planning from task and mechanical constraints, general sets of force-closure grasps for an object can be computed beforehand. We propose an efficient structure called Switching Graph to store sets of force-closure grasps which will be further used to solve the regrasp planning problem. Sets of force-closure grasps are computed by considering combinatorial sets of polygonal edges. Each set is assigned to a verfex of the switching graph. Our planner exploits the connectedness of a grasp set to compute a regrasp sequence between two grasps in the same set. This type of sequence can be performed by continuous movements of end effectors while all grasps in this sequence are guaranteed to satisfy the force-closure condition. An edge joining two vertices indicates that a grasp in one vertex can change to a grasp in the other vertex using a finger switehing. The connectivity of this structure captures ability to switch from one grasp set to another grasp set and allows regrasp planning to be formulated as a graph search. Since the stitucture contains sets of grasps, the regrasp planner is permitted to extract the information of the graph and compute a set of regrasp sequences that ensures force-closure for every grasping configuration in the sequences without reverifying all graspsin the sequences.An important adyantage of our framework is generality of solutions which does not specifically depend on a task or a robot hand. By applying the switching graph, we can consider the regrasp planner as a middle-level planner which acquires an initialand a goal grasp from atask planner then computes a set of regrasp isequences and then transfers the solution set to mechanical-controlled level. Another advantage is globalization of the switching graph. Since the switching graph contains sets force-closure grasps considering all combinations of polygonal edges of an object therefore it allows a planner to globally search for regrasp sequences.

The organization of this chapter is as follows. Force-closure conditions in 2D are presented in Section 3.2. The switching graph for a polygon is discussed in Section 3.3. The description of grasp representations are appeared in Section 3.3.1. In this section, we will describe simplification of a force-closure grasp set into a linear structure which
is easy to extract its information based on the assumption of a polygonal object. The relation between regrasp operations and sets of grasps is presented in Section 3.3.2 and 3.3.3. Construction of the switching graph containing the sets of grasps is described in Section 3.3.4. We provide a guideline of using the switching graph in Section 3.4. The implementation of our approach and experimental results are shown in Section 3.5.

### 3.2 Force-closure conditions in 2D

In Chapter 2, we have described that 2- and 3-finger non-marginal equilibrium is sufficient to satisfy force-closure in 2D. Due to (Nguyen, 1988b), the following proposition characterizes 2 -finger equilibrium.

Proposition 3.1 A necessary and sufficient condition for two points to form an equilibrium grasp with non-zero contact forces is that the line joining both points lies completely in the two double-sided friction cones at the points.

The following two propositions completely characterize 3-finger grasps achieving equilibrium with non-zero contact forces.

Proposition 3.2 A necessary and sufficient condition for three points to form an equilibrium grasp with three non-zero contact forces, not all of them being parallel, is that (Pa) there exist three lines in the corresponding double-sided friction cones that intersect in a single point and $(\mathrm{Pb})$ the vectors parallel to these lines and lying in the internal friction cones at the contact pointspositively span ${ }^{1} \mathbb{R}^{2}$.


For a polygonal object, given three edges, the set of equilibrium grasps satisfying the conditions of Proposition 3.2 is described by non-linear relationof three contact positions and directions of forces in three friction cones. Instead of using Proposition 3.2, the construction of the switching graph relies on a stricter condition given below in Proposition 3.4. The following definition is needed to write the proposition.

Definition 3.3 Let $C_{i}(i=1,2,3)$ be the cones centered on $\boldsymbol{\omega}_{i}$ with half angle $\theta$. We say that the three vectors $\boldsymbol{\omega}_{i}(i=1,2,3) \theta$-positively span $\mathbb{R}^{2}$ when any triple of vectors $\boldsymbol{v}_{i} \in C_{i}(i=1,2,3)$ positively span $\mathbb{R}^{2}$.

[^2]It is easy to see that when three vectors $\theta$-positively span the plane, the three vectors positively span the plane and every pairwise angle is smaller than $\pi-2 \theta$. In the following proposition and the remainder of the paper, we will denote by $\theta$ the half angle of every friction cone.

Proposition 3.4 A sufficient condition for three points to form an equilibrium grasp with non-zero contact forces is that: (Pa) there exist three lines in the corresponding doublesided friction cones that intersect in a single point and (Pc) the internal normals at the three contact points $\theta$-positively span $\mathbb{R}^{2}$.

A proof of the above proposition can be found in (Ponce and Faverjon, 1995a). Note that replacing condition Pb in Proposifion 3.2 with condition Pc yields a stricter condition; certain grasps satisfying Proposition 3.2 will not satisfy Proposition 3.4. Some of them, however, form 2-finger force-closure grasps or parallel grasps satisfying Proposition 3.5. The underlying reason for the use of a more restrictive condition will become clear as we explain the representation of concurrent grasps in Section 5.3.1.

Proposition 3.5 A necessary and sufficient condition for three points to form an equilibrium grasp with three parallel and non-zero contact forces is that there exist three parallel lines in the corresponding double-sided friction cones and for three vectors parallel to these lines and lying in the internal friction cones at the contact points, the vector parallel to the middle line are in the opposite direction from the other two.

Proof: Obyiously, three paralle Lnon-zero contact forces achieve a force equilibrium only when exactly one of them lies in the opposite direction of the other two. If the opposing force does notilie between the otherftwo the moment withrespect to any points along the other vectors will not be zero. To achieve force closure, that force must be in the middle. In that case, it is obvious that a moment equilibrium can also be achieved.

This type of force-closure grasp is taken into account in order to cover some grasps missing by applying Proposition 3.4. A formulation of the conditions in Proposition 3.4 into linear constraints will be described later in Section 3.3.1.3.

### 3.3 Switching Graph for a Polygonal Object

This work assumes finger switching performed by changing one contact at a time. At least one free finger is needed when switching from one force-closure grasp to another. In 2D workspace, 2-finger and 3-finger force-closure grasps are sufficient for grasp stability. Therefore, a robot hand used in this work is assumed to be equipped with four fingers. For 3 -finger force-closure grasps, our approach consider (1) parallel grasps: force-closure grasps satisfying Proposition 3.5, and (2) concurrent grasps: force-closure grasps satisfying Proposition 3.4 ${ }^{2}$.

However, a parallel grasp and a concurrent grasp cannot switch to each other directly. For a parallel grasp satisfying Proposition 3.5 , the three double-sided friction cones of the three grasped edges, when being drawn at the same point, must intersect in a nonempty region (i.e., so that three parallel lines in the cones exist). This prevents any finger switching for a parallel grasp to result in a concurrent grasp because there is still a pair of edges whose internal normals forbid the three internal normals from $\theta$-positively spanning the plane no matter which edge is chosen to participate in the finger switching. It is, however, possible for a finger switching to change into a 2 -finger force-closure grasp. This information allows us to draw the diagram in Fig. 3.1 showing the overall structure of a switching graph characterizing types of grasps a finger switching can transform a certain type of grasps into.


## 

### 3.3.1 Representing Force-closure Grasps

Generally, a set of force-closure grasps can be described in the configuration space of contact points. In 2D, a contact point on the object's surface can be identified by

[^3]one parameter. Hence, a 2- and 3-finger grasp is represented by a point in 2D and 3D parameter spaces, respectively. However, it is not straight forward to compute and store a grasp set in a data structure. In this section, we will describe representations of forceclosure grasp sets for each type. We transform the representation of grasps satisfying Proposition 3.1 and 3.4 from parameter space into workspace. Since our representations of 2-finger and concurrent grasps are in the same $\mathbb{R}^{2}$ space, therefore we can efficiently compute a set of grasps by using computational geometry algorithms in 2D. In contrast, since the lines of parallel forces intersect at infinity, a parallel grasp is represented by a point in 3D parameter space but planning regrasp sequences can be reduced into a problem in 2D.

### 3.3.1.1 Representing Concurrent Grasps

As mentioned earlier, a grasp is geometrically defined by the positions of the fingers on the object's boundary. Assuming that an object is a polygon, a contact point on a polygonal edge can be defined by distance from an endpoint of the edge. This amounts to using three parameters to uniquely defme a 3 -finger grasp (with the three grasped edges already chosen). However, using Proposition 3.4, we can define a set of concurrent grasps with only two parameters. In the following, we explain how this can be done.

Let us consider Fig. 3.2(a) where $E_{i}, i=a, b, c(a \neq b \neq c)$ are the three shown edges whose internal normals $\theta$-positively span the plane. Consider also a point $\boldsymbol{x}_{0}$ such that each of the three inverted friction cones ${ }^{3}$ at $\boldsymbol{x}_{0}$ intersects the corresponding edge in a non-empty segment. Lêt ûs denote the intersection segment on edge $E_{i}$ by $E_{i}^{\prime}$ and consider a grasp defined by $x_{i} \in E_{i}^{\prime}, i=a, b, c$ (Fig. 3.2(b)). Obviously from the construction, the three double-sided friction cones át $\boldsymbol{x}_{i} i=a, b$, intersect in a région containing $\boldsymbol{x}_{0}$ (regardless of where) $x_{i}$ is chosen in Et) and in turn, according to Proposition 3.4, the three contact points $\boldsymbol{x}_{i}, i=a, b, c$ form a concurrent grasp (Fig. 3.2(b)). Therefore, $\boldsymbol{x}_{0}$ can be used for defining a set of concurrent grasps formed by all possible triples $\boldsymbol{x}_{i} \in$ $E_{i}^{\prime}, i=a, b, c$. Equivalently, we obtain the following proposition (a 3D version of this proposition can be found in (Sudsang and Ponce, 1995)).

[^4]Proposition 3.6 A sufficient condition for three fingers to form a concurrent grasp is that the internal normals of the three grasped edges $\theta$-positively span the plane and there exists a point $\boldsymbol{x}_{0}$ such that the inverted friction cones at this point intersect the three grasped edges.

Note that each point $\boldsymbol{x}_{0}$ satisfying Proposition 3.6 yields three independent contact regions where fingers can be placed independently while achieving concurrent grasp: these regions are simply the intersection of the inverted cones in $\boldsymbol{x}_{0}$ with the contact edges (Fig. 3.2(b)).


Figure 3.2: Construction of a focus cell: (a) inverted friction cones, (b) independent contact regions, (c) focus cell from the intersection of the union of cones

We are now ready to discuss how a yertex in the switching graph represents a set of grasps. A vertex of the switching graph represents a set of concurrent grasps by having an association with a sef of all points $x_{0}$ satisfying Proposition 3.6 for a given triple of edges. Since an inverted friction cone at $x_{0}$ intersect the corresponding edge when $\boldsymbol{x}_{0}$ lies in the polygon defined by the union of all double-sided friction cones at every point on the edge (Fig. 3.2(c)), the set of all $x_{0}$ satisfying Proposition 3.6 can be obtained from the intersection of the three polygons each of which is the union of all double-sided friction cones on each edge. In the following definition, we give a name for the intersection


Definition 3.7 The polygon defining the set of all points $\boldsymbol{x}_{0}$ satisfying Proposition 3.6 for a given set of three edges $E_{i}, E_{j}$ and $E_{k}$ where $i \neq j \neq k$ will be called the focus cell for the edges and will be denoted by $F_{i, j, k}$

With the above definition, we can say that a vertex in the switching graph represents
a set of concurrent grasps on edge $E_{i}, E_{j}$ and $E_{k}$ by having an association with $F_{i, j, k}$, the focus cell for the triple of edges.

### 3.3.1.2 Representing 2-finger Grasps

A point in the plane can be also used to represent a set of 2 -finger grasps. This representation is applied for a simplicity of checking a finger switching between a 2 finger grasp and a concurrent grasp as described in Section 3.3.2.2. To understand the process, consider Fig. 3.3(a) showing a grasp at $\boldsymbol{x}_{a}$ on $E_{a}$ and $\boldsymbol{x}_{b}$ on $E_{b}$. To achieve force-closure, according to Proposition 3.1, the line segment $L$ joining $\boldsymbol{x}_{a}$ and $\boldsymbol{x}_{b}$ must lie within the friction cones at the contact points ( $C_{a}$ and $C_{b}$ ). An equivalent condition is that the arrangement of the segment $L$ must be within the double-sided cone $C_{a, b}^{\cap}$ where $C_{a, b}^{\cap}$ is obtained from the intersection of double-sided friction cones $C_{a}$ and $C_{b}$ drawn at the same point (Fig. 3.3(b)). In other words, the double-sided friction cones intersects when the angle between two associated normats of the contact edges is in $(\pi-2 \theta, \pi+2 \theta)$. Following (Nguyen, 1988b), this allows independent contact regions to be found as the intersection between the double-sided cone $C_{a, b}$ at a point $\boldsymbol{x}_{0}$ and the two grasped edges (Fig. 3.3(c)). The corresponding focus cell is, in turn the set all points $\boldsymbol{x}_{0}$ with non-empty independent contact regions. Like the concurrent case, the focus cell can be constructed from the intersection of the two polygon each of which is the union of the cone $C_{a, b}^{\cap}$ at all points on each edge (Fig. 3.3(d)).


Figure 3.3: 2-finger force-closure focus cell construction. (see text)

### 3.3.1.3 Representing Parallel Grasps

Parallel grasp is another type of 3-finger grasps. It provides additional force-closure grasps that cannot satisfy the conditions of Proposition 3.4. Since the lines of forces
forming a parallel grasp do not intersect at a point, a set of parallel grasps cannot be represented by any elements in the plane. We use three parameters to indicate positions on three grasped edges instead.

However, we do not apply the condition in Proposition 3.5 to construct a set of parallel grasps directly because the conditions are formulated into non-linear constraints. We have presented a new condition for three contact points to form a parallel grasp. Let us consider Proposition 3.5. There exists three parallel forces from three contact points $\boldsymbol{x}_{a}, \boldsymbol{x}_{b}$ and $\boldsymbol{x}_{c}$ whose normals respectively are $\boldsymbol{n}_{a}, \boldsymbol{n}_{b}$ and $\boldsymbol{n}_{c}$ (Fig. 3.4(a)) when there exists $i, j, k \in\{a, b, c\}$ and $i \neq j \neq k$ such that the intersection of cones $C_{i}, C_{j}$ and $-C_{k}$, all of them originated at the same point, is not empty (Fig. 3.4(b)). This condition is equivalent to the condition that the angle between $\boldsymbol{n}_{i}, \boldsymbol{n}_{j}$ and $-\boldsymbol{n}_{k}$ are pairwisely less than $2 \theta$. If we limit $\theta$ to be less than $N / 4$ (i.e., friction coefficient $<1$ ), only one triple of $(i, j, k)$ will satisfy the previous condition. We call the contact point that has opposite direction force as a center point. We define a structure called a common cone that aids in existence checking of a parallel grasp as follows. A common cone exists only when three contact points $\boldsymbol{x}_{a}, \boldsymbol{x}_{b}$ and $\boldsymbol{x}_{c}$ have three parallel forces, one of them lies in the opposite direction from the other two. From Fig. 3.4(a), $\boldsymbol{x}_{a}$ is the center point, a common cone $C_{a, b, c}^{n}$ is the double-sided cone of the intersection of three cones $-C_{a}, C_{b}$ and $C_{c}$ (Fig. 3.4(c)). If we draw a common cone on the center point, part of the plane that is not occupied by the cone will be divided into two regions. These regions are called the outer regions. The next propesition from (Phoka et al., 2005) uses the notion of outer regions to define a necessary and sufficient condition for an existence of a parallel grasp when $\theta$ is less than $\pi / 4$.


Figure 3.4: Construction of a common cone: (a) A parallel grasp. (b) Three friction cones of (a) drawn at the same point. The dashed cone is inverted. (c) A common cone.

Proposition 3.8 A necessary and sufficient condition for three contact points $\boldsymbol{x}_{a}, \boldsymbol{x}_{b}$ and
$\boldsymbol{x}_{c}$, whose normals respectively are $\boldsymbol{n}_{a}, \boldsymbol{n}_{b}$ and $\boldsymbol{n}_{c}$, to form a parallel grasp is that two following conditions hold. (Pd) a common cone $C_{\boldsymbol{n}_{a}}^{\infty} \boldsymbol{n}_{b}, \boldsymbol{n}_{c}$ is not empty. (Pe) Let us assume that the center point of these three points be $\boldsymbol{x}_{a}$. The points $\boldsymbol{x}_{b}$ and $\boldsymbol{x}_{c}$ do not lie in the same outer region separated by the common cone $C_{a, b, c}^{\cap}$ originated at $\boldsymbol{x}_{a}$ (Fig. 3.5).

Proof: For the sufficient side, let us draw a segment connecting $p_{b}$ and $p_{c}$. If both of them do not lie in the same side of the common cone, the segment $\overline{p_{b} p_{c}}$ will definitely intersect the common cone. Let $p_{x}$ be any point in the intersection of $\overline{p_{b} p_{c}}$ and the common cone, we can draw a line from $p_{a}$ to $p_{x}$. That line definitely lies in the friction cone of $p_{a}$ (see Fig. 3.5). A line parallel to $\overline{p_{a} p_{x}}$ that passes $p_{b}$ also lies in the friction cone of $p_{b}$, and so is the case of $p_{c}$. From a construction of a common cone, we can find three forces parallel along these lines that form a parallel grasp.

For the necessary side, if there exists a parallel grasp, a common cone will also exist. Now, if $p_{b}$ and $p_{c}$ lie in the same side, $\bar{p}_{b} p_{c}$ does not intersect the common cone. A line lying in the middle of $p_{b}$ and $p_{c}$, which is necessary for a parallel grasp, must intersect with the segment $\overline{p_{b} p_{c}}$. However, since $p_{b}$ and $p_{c}$ lie completely in one outer region, every point in $\overline{p_{b} p_{c}}$ also lies in that outer region. It follows that if we pick some points on $\overline{p_{b} p_{c}}$ and use it to define a middle line, the other two lines passing through $p_{b}$ and $p_{c}$ that are parallel to the first line yrill also lie outside their respective common cone. Thus, at least one of them must lie outside its friction cone. This completes the proof as a contrapositive.


Figure 3.5: 3 contact points forming a parallel grasp: When $\overline{p_{b} p_{c}}$ intersects with the common cone, we can find three parallel lines and vectors that satisfy 3.8

Since we are dealing with a polygonal object, we need a representation of a contact point on a polygonal edge. Let $E_{a}$ be an edge with an end point $\boldsymbol{a}_{0}$ and a unit direction $\boldsymbol{t}_{a}$. The length of $E_{a}$ is $l_{a}$. A point $\boldsymbol{x}_{a}$ on an edge $E_{a}$ can be represented by $\boldsymbol{x}_{a}=\boldsymbol{a}_{0}+u_{a} \boldsymbol{t}_{a}$


Figure 3.6: Representing a common cone: A common cone on point $\boldsymbol{x}_{a}$ and vectors $\boldsymbol{n}_{0}$ and $\boldsymbol{n}_{1}$.
where $u_{a} \in\left[0, l_{a}\right]$. By using this representation, we can represent a set of all grasping configurations $G_{a, b, c}$ by a polytope in 3D, each dimension represents a value of $u_{a}, u_{b}$ and $u_{c}$, respectively.

The polytope $P$ is defined by a set of linear constraints. For a polytope of $E_{a}, E_{b}$ and $E_{c}$, contact points $\boldsymbol{x}_{a}, x_{b}, x_{c}$ are constrained to be on the polygonal edges. We define length constraints

$$
\begin{equation*}
0 \leq u_{i} \leq \boldsymbol{\lambda}_{i} \text { for } i=a, b, c \tag{3.1}
\end{equation*}
$$

Next, a set of constraints that bounds contact points to satisfy Proposition 3.8 is presented. Let us assume that the center edge is $E_{a}$ and the others are $E_{b}$ and $E_{c}$. Intuitively, if one point $\boldsymbol{x}_{b}$ on $E_{b}$ lies in an outer region (separated by a common cone of some point $\boldsymbol{x}_{a}$ on $E_{a}$ ), the second point $\boldsymbol{x}_{c}$ on $E_{c}$ must be in a common cone of the third point or in the other outer region. However, the feasible area may not be convex so we construct it from a union of sir convex polytopes, We denote $L(\boldsymbol{n}, \boldsymbol{x}) \equiv \boldsymbol{n} \cdot \overrightarrow{\boldsymbol{x}_{a} \boldsymbol{x}} \geq 0$ and $R(\boldsymbol{n}, \boldsymbol{x}) \equiv \boldsymbol{n} \cdot \overrightarrow{\boldsymbol{x}_{a} \boldsymbol{x}} \leq 0$ to describe the constraints of a point $\boldsymbol{x}$ on the left and the right side of the haff spacedescribed by the normalyector $n$ and alline passing through $\boldsymbol{x}_{a}$. We define constraints for each of them as follows.

$$
\begin{align*}
& K_{0} \equiv L\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{b}\right) \cap L\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{b}\right) \cap R\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{c}\right) \cap R\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{c}\right)  \tag{3.2}\\
& K_{1} \equiv R\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{b}\right) \cap R\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{b}\right) \cap L\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{c}\right) \cap L\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{c}\right)  \tag{3.3}\\
& K_{2} \equiv L\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{b}\right) \cap R\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{b}\right)  \tag{3.4}\\
& K_{3} \equiv L\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{c}\right) \cap R\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{c}\right) \tag{3.5}
\end{align*}
$$

$$
\begin{align*}
K_{4} & \equiv R\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{b}\right) \cap L\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{b}\right)  \tag{3.6}\\
K_{5} & \equiv R\left(\boldsymbol{n}_{0}, \boldsymbol{x}_{c}\right) \cap L\left(\boldsymbol{n}_{1}, \boldsymbol{x}_{c}\right) \tag{3.7}
\end{align*}
$$

Where $\boldsymbol{n}_{0}$ and $\boldsymbol{n}_{1}$ are the normal vector of left margin and right margin of the common cone respectively (see Fig. 3.6). The first two constraints, $K_{0}$ and $K_{1}$, are cases that $u_{b}$ and $u_{c}$ are on two distinct outer regions separated by a common cone at $u_{a}$ while the others are for the cases when $u_{b}$ or $u_{c}$ are in the common cone. Each sub-polytope $\mathrm{P}_{\mathrm{i}}^{\prime}$ are defined as a convex hull constrained by Eqs. (3.1) and $K_{i}$. These polytopes represent a connected set of all parallel grasps on the edges $E_{a}, E_{b}$ and $E_{c}$ and involve with a vertex in the switching graph.

### 3.3.2 Finger Switching

Regrasp process which changes grasping configuration by placing an additional finger on desired contact point and then releasing one finger of the initial grasp is called finger switching. Intuitively, considering grasps on two different edge sets, a finger switching can be performed when contact points on the common grasped edges are restrained. In parameter spaces, the common contact points are computed in subspaces of the common edges. It requires projections of two grasp sets onto the subspaces. The projections are then checked for the intersection which indicates a set of common contact points. This method is applied for parallel grasps as described in Section 3.3.2.3. On contrary, our algorithm computes finger switching of 2-finger and concurrent grasps in 2D workspace.

This operation involves with an edge in the switching graph. Considering two grasp sets associated with two vertices, existence of finger switching betwêen these sets indicates an edge linking the related vertices. Swifchings among concurfent grasps or between concurrent grasps and 2 -finger grasps can be described by a set of common points in the plane representing grasps on distinct grasped edges. Finger switching of parallel grasp is computed in parameter subspace of two common edges. Representation of a 2 -finger grasp set is transformed into parameter space when finger switching into a parallel grasp is needed.

### 3.3.2.1 Finger Switching among Concurrent Grasps

For the sake of representing a set of concurrent grasps by a focus cell, finger switching is related to the intersection of two focus cells that their associated grasps have two common grasped edges. Let us consider two focus cells $F_{a, b, c}$ and $F_{a, b, d}$ such that $F_{a, b, c} \cap F_{a, b, d} \neq \emptyset$ (Fig. 3.7) where $\boldsymbol{q}$ be a point in $F_{a, b, c} \cap F_{a, b, d}$. Clearly, $\boldsymbol{q}$ defines two sets of concurrent grasps: one for triple of edges $E_{a}, E_{b}, E_{c}$ and the other for triple of edges $E_{a}, E_{b}, E_{d}$. Let us suppose that the fingers 1,2 and 3 are respectively on edges $E_{a}, E_{b}$ and $E_{c}$ and forming one of the concurrent grasps defined by $\boldsymbol{q}$. It is easy to see that the hand can switch to another concurrent grasp on edges $E_{a}, E_{b}$ and $E_{d}$ by placing finger 4 on any point in the intersection between edge $E_{d}$ and its inverted friction cone at $\boldsymbol{q}$ (Fig. 3.7(c)). Once finger 4 is on $E_{d}$, finger 3 can leave edge $E_{c}$ resulting in a switching from a concurrent grasp on $E_{a}, E_{b}, E_{c}$ by fingers 1,2,3 to another concurrent grasp on $E_{a}, E_{b}, E_{d}$ by fingers $1,2,4$. This finger repositioning sequence enables us to plan finger switching by identifying intersection between two foeus cells for which their triples of grasped edges are different from each other by only one edge.


Figure 3.7: Finger switching between concurrent grasps: (a) $F_{a, b, c}$, (b) $F_{a, b, d}$, (c) their intersection


## จหาลงกรณ์มหาวิทยาลัย

### 3.3.2.2 Finger Switching between 2-finger Grasps and Concurrent Grasps

According to the assumption of a 4 -finger hand used in this work, any couple of 2finger grasps can always switch to each other. Therefore, an edge linking any two vertices of two 2 -fingers grasps always exists.

Let us consider 2-finger grasps on $E_{a}, E_{c}$ and concurrent grasps on $E_{b}, E_{c}, E_{d}$. Since a set of 2-finger grasps and a set of concurrent grasps are represented by points in the plane, finger switching between these grasp types can be described by the intersec-
tion between two focus cells $F_{a, c}$ and $F_{b, c, d}$ where $E_{c}$ is the common edge. Clearly, a point $q$ lying in $F_{a, c} \cap F_{b, c, d}$ represents two sets of grasps. The independent contact regions of $E_{b}, E_{c}, E_{d}$ are formed by the projections of the inverted cones at $\boldsymbol{q}$ onto them, namely, the intersections are denoted by $E_{b}^{\prime}, E_{c}^{\prime}, E_{d}^{\prime}$. The independent contact regions of 2-finger grasps on $E_{a}, E_{c}$ are determined by the intersections between $E_{a}, E_{c}$ and the cone $C_{a, c}^{\cap}$ emanated from $\boldsymbol{q}$. Let theses independent contact regions denoted by $E_{a}^{\prime \prime}$ and $E_{c}^{\prime \prime}$. From the construction of $C_{a, c}^{\cap}$, it is clear that $C_{a, c}^{n}$ is a subset of $C_{c}$ when their origin is at the same point. Therefore, $E_{c}^{\prime \prime}$ is also a subset of $E_{c}^{\prime}$. To perform a finger switching, three fingers forming a concurrent grasp have to be placed on $E_{b}^{\prime}, E_{c}^{\prime \prime}, E_{d}^{\prime}$ and the other finger has to be positioned on $E_{a}^{\prime \prime}$ to form a 2-finger grasp with the finger on $E_{c}^{\prime \prime}$.

### 3.3.2.3 Finger Switching among Parallel Grasps

Parallel grasps can switch among them or to 2 -finger grasps. In the former case, finger switching requires that two non-switching contact points must remain the same during the process. Formally, there will be an edge connecting a vertex $v_{a, b, c}$ and a vertex $v_{b, c, d}$ when there exists a triple of points $\left(\boldsymbol{x}_{a}, \boldsymbol{x}_{b}, \boldsymbol{x}_{c}\right) \in G_{a, b, c}$ and a triple $\left(\boldsymbol{x}_{b}^{\prime}, \boldsymbol{x}_{c}^{\prime}, \boldsymbol{x}_{d}^{\prime}\right) \in$ $G_{b, c, d}$ such that $\boldsymbol{x}_{b}=\boldsymbol{x}_{b}^{\prime}$ and $\boldsymbol{x}_{c}^{\prime}-\boldsymbol{x}_{c}^{\prime}$

To check whether there exist grasps from two grasp sets that can switch to each other, we consider two polytopes representing these grasp sets. Let $\mathrm{P}_{1}$ be the polytope for edges $E_{a}, E_{b}, E_{c}$ and $\mathrm{P}_{2}$ be the polytope for edges $E_{b}, E_{c}, E_{d}$. The space of $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ have two components (axes) in common, namely the axes of $u_{b}$ and $u_{c}$. These components correspond qo the non-switching edges, i.e., the common edges of both grasps. The projection of $P_{1}$ on the space of these two components represents the set of points on edges $E_{b}$ and $E_{c}$ that a parallel grasp on $E_{a} E_{b}$ and $E_{c}$ is possible. Similarly, the projection of $\mathrm{P}_{2}$ representsthe subspace of patallel grasps on $E_{b}, E_{c}$ and $E_{d}$. If the intersection between these two projections is not empty, then there exists points on $E_{b}$ and $E_{c}$ that form a parallel grasp on both $E_{a}, E_{b}, E_{c}$ and $E_{b}, E_{c}, E_{d}$. The reverse is also definitely true. Fig. 3.8 depicts the projection process.

The process is completed by picking six sub-polytopes $\mathrm{P}_{0}^{\prime} \ldots \mathrm{P}_{5}^{\prime}$ associated with a parallel grasp vertex. We find their projections on a non-switching plane by examining their extreme points. For each sub-polytope, we project every extreme point of it on the non-switching plane and construct a convex hull from these points. The union of all


Figure 3.8: Finger switching between parallel grasps: (a) A polytope representing possible contact points (in term of $u_{a}, u_{b}$ and $u_{c}$ (b), (c) two polytopes and their projections. (d) Intersection of the projected polygon representing a set of common points for a finger switching.
projected convex hulls is a projection of the entire polytopes.


### 3.3.2.4 Finger Switching between Parallel Grasps and 2-finger Grasps

Planning finger switching between parallel grasps and 2-finger grasps requires more operations because the representations of two grasp types afe different. A set of 2-finger grasps has to be transformed into positions on the grasped edges. Let a parallel grasp is on edges $F_{a}, F_{b}, E_{c}$ and a wo finger grasp is on edges $\hat{H}_{a}, E_{d}$ where $E_{d}$ is the common edge. To transform the representation of 2-finger grasps, we compute the projections of cones $C_{a, d}^{\cap}$ emanated from all points in the focus cell $F_{a, d}$ to $E_{a}, E_{d}$. the double-sided cone $C_{a, d}^{n}$ is drawn at every point in the focus cell $F_{a, d}$ to intersect with the grasped edges. The intersections are regions that are feasible for 2-finger grasps (Fig. 3.9(a)) and denoted by $E_{a}^{\prime \prime}, E_{d}^{\prime \prime}$. For the parallel grasp, the polytopes of the parallel grasps are projected onto $u_{a}$ axis (Fig. 3.9(b)). The union of projections $I_{a}$ of the polytopes is transformed into a region on $E_{a}$. We denote this region by $E_{a}^{\prime}$ which is a feasible region that can form parallel grasps with some points on $E_{b}, E_{c}$. Clearly, a finger switching can be performed


Figure 3.9: Finger switching between 2-finger grasps and parallel grasps: (a) A focus cell is transformed into graspable regions on the grasped edges. (b) A polytope is projected in the axis of the common edge.
when the finger on $E_{a}$ is placed in $E_{a}^{\prime} \cap E_{a}^{\prime \prime}$ and forms a 2 -finger grasp with a point on $E_{d}$ and a parallel grasp with two points each of which is on $E_{b}, E_{c}$ concurrently. Nonempty intersection region $E_{a}^{\prime} \cap E_{d}^{\prime \prime}$ indicates finger switching. As a result, there exists an edge joining the vertices associated with these two grasp sets. The number of common fingers for switching between 2 -finger grasp and parallel grasp is up to two fingers. If two edges are in common, one non-empty intersection region on a common grasped edge is sufficient to perform finger switching

### 3.3.3 Finger Aligning

Finger aligning is a process for repositioning fingers by rolling or sliding them along edges of a polygon while maintaining a force-closure grasp during the repositioning process. By applying this operation, 何carnchange grasping configuration with in the same connected set of grasps. This expresses the direct relation between finger aligning and a vertex of switching graph explained in section 3.3.1-


Finger aligning is necessary as exemplified in the following instance. Let us consider Fig. 3.10(a). Obviously, because $F_{a, b, c} \cap F_{b, d, e}=\emptyset$, it is not possible to switch directly from a grasp on edges $E_{a}, E_{b}, E_{c}$ to another grasp on edges $E_{b}, E_{d}, E_{e}$ using finger switching. However, suppose the current grasp on $E_{a}, E_{b}, E_{c}$ is defined by $\boldsymbol{q}_{1}$, a finger switching can be performed to switch to another grasp on edge $E_{a}, E_{b}, E_{d}$ (i.e., $\boldsymbol{q}_{1}$ is in both $F_{a, b, c}$ and $\left.F_{a, b, d}\right)$ and somehow if the hand can adjust the finger to change from the grasp defined by $\boldsymbol{q}_{1}$ to a grasp defined by $\boldsymbol{q}_{2}$ (which could be any point in $F_{a, b, d} \cap F_{b, d, e}$ ), another finger switching at $\boldsymbol{q}_{2}$ can be applied to switch to a grasp on edge $E_{b}, E_{d}, E_{e}$ as
desired.


Figure 3.10: Finger aligning: (a) moving between non-overlapping focus cells, (b) moving locally within a focus cell

In fact, for 2-finger and concurrent grasps, changing grasping configuration within the same focus cell is the process we referred to as finger aligning. This process can be accomplished by taking advantage of the idea that force-closure can be maintained during finger sliding, finger rolling, or finger switching with in an independent contact region. We illustrate in the case of concurrent grasps. Let us consider Fig. 3.10(b) showing configuration points $\boldsymbol{q}_{1}$ and $\boldsymbol{q}_{2}$ in the same focus cell $F_{a, b, d}$. The inverted friction cones at $\boldsymbol{q}_{1}$ intersect the three grasped edges in the three independent contact regions $E_{a}^{\prime}$, $E_{b}^{\prime}$ and $E_{c}^{\prime}$ and likewise the inverted friction cones at $q_{2}$ intersect the three grasped edges in $E_{a}^{\prime \prime}, E_{b}^{\prime \prime}$ and $E_{d}^{\prime \prime}$. Suppose that the three fingers are at $\boldsymbol{x}_{a} \in E_{a}^{\prime}, \boldsymbol{x}_{b} \in E_{b}^{\prime}$ and $\boldsymbol{x}_{c} \in E_{c}^{\prime}$. This can be represented by $q_{1}$. To move from $q_{1}$ to $q_{2}$, we move the three fingers from $\boldsymbol{x}_{i}$ to $\boldsymbol{x}_{i}^{\prime} \in E_{i}^{\prime} \cap E_{i}^{\prime \prime}(i=\underline{a}, b, c)$. It is sufficient to ensure force-closure during the fingers' motion by maintaining that the fingers are in the independent contact regions of $\boldsymbol{q}_{1}$ during the entire process. This cân be done by rolling or sliding the fingers along the grasped edges from $x_{i}$ to $x_{i}^{\prime}(i=a, b, c)$. Instead of rolling or sliding, it is also possible to apply finger switching within each independent contact region by placing a free finger at $\boldsymbol{x}_{i}^{\prime}$ and lifting off the finger at $x_{i}$ ? Because there is onfy one free finger during a concurrent grasp, this kind of finger switching can be performed in one independent region at a time.

By continuity, for any point in a focus cell of 2-finger or concurrent grasps, there exists a neighborhood for which the independent contact regions of the point intersect the independent contact regions of every point in the neighborhood. That is, there always exists a finger repositioning sequence to move between any pair of configuration points in the same focus cell.

Finger aligning for parallel grasps is trivial from the construction of a grasp set
that is formed by a union of connected convex hulls. Each vertex in the switching graph corresponds to exactly one grasp set. Every grasp in each vertex can be repositioned to another grasp of the same vertex by finger aligning because of continuity in a set of parallel grasps for each triple of polygon's edges.

### 3.3.4 Computing Switching Graph

To construct a switching graph, all of its vertices and edges have to be found. The constructions of switching graphs for all grasp types will be explained in this section. In the proposed algorithms, required information about an edge is maintained in a structure EdgeStruct. An instance of EdgeStruct for an edge contains two fields which are (1) id: the number uniquely identifying the edge, and (2) normalAngle: the angle between the internal normal of the edge and the $x$-axis written in radian in the range from 0 to $2 \pi$. The input of the algorithm is an array allEdge[1..n] containing EdgeStruct instances for all edges of the polygon. The algorithm begins by sorting allEdge in an increasing order of the field normal Angle then constructsan array upper $\left[1 . . m_{1}\right]$ containing all EdgeStruct instances such that the field normal Angle is in the range $[0, \pi)$ and an array lower $\left[1 . . m_{2}\right]$ containing all EdgeStruct instances in array allEdge that are not in array upper. The algorithm sorts upper in the increasing order of normalAngle and sorts lower in the decreasing order of normalAngle (this takes $O(n)$ time since upper and lower are constructed from allEdgewhich is already sorted).

## 

### 3.3.4.1 Computing vertices of Concurrent Grasps |⿵⺆

We compute all focus cefts to identify Vertices of all concurent glasp sets. Computing all focus cells requires identifying all triple of edges having concurrent grasps satisfying Proposition 3.6. Instead of enumeratively checking all triples, the number of candidate triples can be significantly reduced by considering only those triples whose internal normals $\theta$-positively span the plane. Let us present an algorithm for generating these candidate triples and then discuss how it works. The algorithm proceeds as described in the following pseudocode.

```
for \(i=1\) to \(m_{1} \mathbf{d o}\)
    \(\alpha=\) upper \([\mathrm{i}]\).normalAngle
    \(j=1\)
    while \(j \leq m_{2}\) and lower[j].normalAngle \(\geq \alpha+\pi+2 \theta\) do
        \(\beta=\) lower \([j]\).normalAngle
        for each \(k\) such that
            allEdge \([k]\).normalAngle \(\geq \beta-\pi+2 \theta\) and
            allEdge \([k]\).normalAngle \(\leq \alpha+\pi-2 \theta\) do
7: \(\quad\) generate candidate triple of edges:
            \{upper \([i] . i d\), lower \([j] . i d\), alle dge \([k] . i d\}\)
8: \(\quad j=j+1\)
```

This algorithm is based on the idea that selecting one normal restricts how the next one can be selected. The algorithm selects the first normal from the upper half of the unit circle (line 1) and the second normal from the lower one (line 4). This is due to the fact that three vectors cannot be in the same half of the unit circle when they $\theta$-positively span the plane. According to Definition 3.3, once the first normal is selected, it is needed that the angle between the first and the second normals is smaller than $\pi-2 \theta$. This amounts to choosing the second normal in the lower circle and outside the cone with half angle $2 \theta$ and centered on the vector opposite to the first normal (Fig. 3.11(b)). This results in two regions where the second normal may be chosen (regions A and B in Fig. 3.11(b)). However, the region starting at smaller angle (region B) need not be considered because selecting the second normal from this region would lead to generating triples that were already generated in previous iterations (i.e., generating the third normal that was already considered as the first of second normals in previous iterations). Once the first and second normals are determined, Definition 3.3 is used again to specify the range of angles where the thife normal can be selected (line 6 and region Cin Fig. 3.11(c)). Note that although the upper bound running time of this algorithm is $O\left(n^{3}\right)$, it is in practice output sensitive and efficient. This claim is supported by experimental results in Section 3.5 that the number of the candidate triples generated from the presented algorithm varies closely with the number of focus cells found for polygons with varying number of edges.


Figure 3.11: Generating candidate triples of concurrent grasps (see text)

### 3.3.4.2 Computing Vertices of 2 -finger Grasps

Before computing focus cells for 2-finger grasps, the angle between the normals of two grasped edges is necessary to be in range $(\pi-2 \theta, \pi+2 \theta)$. The algorithm starts with selecting one edge from allEdge in range $[0, \pi+2 \theta)$ because an edge out of this range induces redundant pairs of edges (Fig.3.12(b)). Let normal Angle of this edge be $\alpha$, the other edge is restricted by its normal being in range ( $\alpha+\pi-2 \theta, \alpha+\pi+2 \theta$ ) (Fig. 3.12(a)) and not exceeding $2 \pi$ to avoid redundancy. The generated candidates are then computed for focus cells. A non-empty focus cell is associated with a vertex in the switching graph.


Figure 3.12: Generating pairs of 2-finger grasps and triples of parallel grasps

## ศนยย์วิทยทรัพยากร

### 3.3.4.3 Computing Vertices of Parallel Grasps



To participate a switching graph, we start by building all vertices of parallel grasps. Since solving linear constraints of three grasped edges that induce null polytopes is worth nothing, we need a condition that can check the existence of a parallel grasp on three polygonal edges. Proposition 3.8 can be extended to cover an existence of a parallel grasp on three polygonal edges. We define a union volume $U_{a, b, c}^{a}$ of polygonal edges $a, b$ and $c$ on edge $a$ as the union of all common cones $C_{a, b, c}^{\cap}$ originated on every points of edge $a$. A union volume also divides the plane into two outer regions. We can uniquely identify the edge that contains a center point in the same way as the case of point. This edge will be called the center edge. Fig. 3.13 illustrates a union volume.


Figure 3.13: Computing a vertex of parallel grasps: (a) Three edges and a common cone drawn on some points on center edge. (b) A union volume.

Proposition 3.9 A necessary and sufficient condition for the existence of a parallel grasp on three polygonal edges $E_{a}, E_{b}$ and $E_{c}$, whose normals are $\boldsymbol{n}_{a}, \boldsymbol{n}_{b}$ and $\boldsymbol{n}_{c}$, is that the two following conditions hold. (Pd) a common cone $C_{a, b, c}^{\cap}$ is not empty. (Pf) Let us assume that the edges that contain a center point is $E_{a}$. The edges $E_{b}$ and $E_{c}$ do not entirely lie in the same outer region separated by the union volume $U_{a, b, c}^{a}$.

Proof: Let $p_{b}$ be a point on $e_{b}$ and $p_{c}$ be a point on $e_{c}$. If two edges $e_{b}$ and $e_{c}$ do not entirely lie in the same outer region, then there exists $p_{b}$ and $p_{c}$ such that the line $\overline{p_{b} p_{c}}$ intersects with the union volume. According to the definition of the union volume, the point on the intersection of $\overline{p_{b} p_{c}}$ and the union volume must lie in a common cone of some point on $e_{a}$. Let us assume that the origin of that common cone is $p_{a}$. Three points $p_{a}, p_{b}$ and $p_{c}$ must form a parallel grasp according to Proposition 3.8. This complete the proof for the sufficient condition.


For the necessary side, since $e_{b}$ and $e_{c}$ entirely lie on the same outer region, every pair of point $p_{5}$ on $e_{b}$ and $p_{e}$ on $e_{c}$ also lies outside the union volume. From the definition of the union volume, we know that for every point $p_{a}^{d}$ on $e_{a}$, any parr of $p_{b}$ and $p_{c}$ will lie outside the common cone originated at $p_{a}$. From Proposition 3.8, we know that there can not be a parallel grasp. Thus, the proof is completed.
3.3.4.3.1 We compute all vertices by using a condition Pd in Proposition 3.9 for pruning. The pruning starts by iteratively selecting the first edge. It limits that the angle of a normal vector between itself and a second edge must be less than than $2 \theta$. Let $\alpha$ be the
value of normalAngle of a first edge and $\beta$ be the value of normalAngle of the second edge. Clearly, $\beta$ has to be selected in range $(\alpha+\theta, \alpha-\theta)$. The value of normalAngle of a third edge is restricted in the range $(\beta+\pi-2 \theta, \alpha+\pi+2 \theta)$ (Fig. 3.12(c)). All generated triples satisfying Pd are then checked against Pf. If a triple passes the verification, it constitutes a vertex in the switching graph.

### 3.3.4.4 Computing Edges

Once all vertices are computed, every pair of concurrent grasp vertices having two common edges are checked for intersection of the associated focus cells. Also, the focus cells of every pair of concurrent grasp vertex and 2 -finger grasp vertex having one common edge are checked for intersection. If the intersection is not empty, an edge is created in the graph for linking the two yertices that represent the two focus cells. According to the number of fingers, any two vertices representing sets of 2 -finger grasps are always adjacent.

For parallel grasps, every pair of parallel grasp vertices having two common edges are checked for intersection of the projections of the polytopes associated with the vertices as described in Section 3.3.2.3. To save time, when a vertex is computed in the first step, we do a preprocessing of computing a projection of its polytope on all three pairs of planes (plane $\left(u_{a}, u_{b}\right)$, plane $\left(u_{b}, \psi_{c}\right)$ and plane $\left.\left(u_{a}, u_{c}\right)\right)$. If the intersection on subspace is not empty, an edge linking these vertices is created. Vertices of 2-finger grasps are also considered for switching to parallel grasps. A parallel grasp vertex and a 2 -finger grasp vertex having at least one common edge are checked for intersection of their graspable regions on the common edge

### 3.4 Using Switching Graph

A switching gâph provides ătool for prâninga reqrasp sequence. A graph search is performed to find a path joining the two vertices representing the two grasp sets. A path connecting the vertex containing the initial grasping position and the vertex containing the required grasping position indicates a sequence of edges that a finger switching should be performed. However, a path in a switching graph does not directly determine which contact points on grasping edges are to be used in each step. For a pair of vertices having an edge connecting them, a switching graph tells us that we can switch between two grasps on these edges but it does not tell which contact points that we can do a finger switching. This section describe a method of transforming a path in a switching graph to
an actual regrasp sequence.

First, let us consider a finger switching. Finger switching takes place when we move from one vertex to another vertex in a graph. An edge in the graph tells us that a finger switching is viable. We have to find two grasps on each vertex that have non-switching contact points on common edges. For finger switching among concurrent grasps or between concurrent grasps and 2-finger grasps, the intersection of the two associated focus cells is used to compute switchable regions on the grasped edges. A point in the intersection indicates regions on the common edges which fingers can be positioned on them and form two different grasps with the two switched edges. The calculation of the switchable regions has been described in Section 3.3.2.1 and 3.3.2.2.

In the case of switching betweerparallel grasps, we pick a point from the intersection of the projections of polytopes described in Section 3.3.2.3. That point indicates two actual points on non-switching edges. The next step is to find a point forming a grasp of the first vertex and a point forming a grasp of the second vertex. Let us consider a polytope defined in Section 3.3.1.3. Once a value of $\left(u_{b}, u_{c}\right)$ in the intersection of projected $P_{1}$ and $P_{2}$ is chosen, we can construct a set of feasible contact points for the other two fingers by solving the linear system in (1)-(7) with the fixed values $u_{b}$ and $u_{c}$. To switch between a parallel grasp and a 2 -finger grasp, a common contact point is picked from the intersection of graspable regions on the common edge. Contact points on the remaining switched edges of parallel grasps are obtained by solving-the same linear system with the fixed value of parameter on the common edge. The graspable region on the switched edge for 2 -finger grasps is obtained by projecting the double-sided cone originated from the common contact point fo the switched edge. The intersection of the cone and the edge indicates a region that a finger can be placed to form 2-fingergrasp with the common contact point.


Finger aligning may be required in-between two finger switching, i.e., when we just traversed from vertex $v_{a, b, c}$ to vertex $v_{b, c, d}$ and about to move to the next vertex $v_{b, c, f}$. Let us assume that the first finger switching is just performed and we currently are in a grasp represented in $v_{b, c, d}$. In order to perform the next finger switching, i.e., to move to the vertex $v_{b, c, f}$, the grasping position must have two contact points in common with the final grasp. An appropriate grasping configuration is computed as described earlier in this section when we have to change from the finishing grasp of the first switching to the a next switching. Since these two grasps lie on same polygon's edges, we can change the


Figure 3.14: A corresponding between vertices and edges in a switching graph and a finger switching and a finger aligning. A dashed line in the bottom figure represents a finger aliging while a solid line represents a finger switching
current grasp to an appropriate grasp for the next switching by a finger aligning. Fig. 3.14 shows the corresponding between a switching graph and the actual action performed on a regrasp.

Since the switching graph contains sets of grasps, additional constraint, such as finger kinematics, may be incorporated as a search policy to find a sequence that meets additional requirement. Once a path is found, for each pair of consecutive vertices in the path, a grasp in the associated grasp set is chosen such that a finger switching can occur. Again, the grasp can be selected such that the resulting grasps optimize some criteria. After these grasps are computed, finger aligning can be planned to complete the sequence. An advantage of this approach is that a path in the graph represents a set of regrasp sequences, not just one. This allows selecting sequences based on additional constraint or any fine tuning on the sequences to be performed more efficiently than an approach that returns one sequence at a time.

### 3.5 Implementation and Results

We have implemented the regrasp planning for concurrent grasps, parallel grasps and 2-finger grasps based on the switching graph concept. The program is written in C++ using LEDA library (Mehlhorn and Naher, 2000). To achieve accuracy, rational numbers supported by LEDA are used in geometric computation. All run times are measured on a PC with a 2.8 GHz CPU.

Some test polygons with varying number of edges are shown in Figure 3.15. The results classified for each grasp type are in Table 3.1 showing the numbers of candidate sets, vertices and connected components of switching graphs. Table 3.2 shows the overall results when all grasps are taken into account and combined in one switching graph.

The results show that concurrent grasps are quite complete in themselves since the combination with 2 -finger grasps and parallel grasps decreases the number of connected components only for the object in Fig. 3.15(b). The numbers of parallel grasp vertices are small comparing with concurrent grasps but they provide more 3 -finger grasps that do not satisfy the strong condition in Proposition 3.4. 2-finger grasps play a role as transitions between concurrent grasps and parallel grasps. Moreover, they can decrease the number of connected components as we can see in the cases of parallel grasps for all objects and concurrent grasps for the object in Fig. 3.15(b).

Some regrasp sequences are presented in Fig. 3.16-3.20. Fig. 3.16 shows a regrasp sequence for only concurrent grasps. A regrasp sequence for parallel grasps is shown in Fig. 3.17. The cones in this figure are common cones for parallel grasps. Fig. 3.18 presents an example when 2-finger grasps are taken into account with concurrent grasps. Dashed line segments represent line joining two contact points which form 2-finger grasp. An example of parallel grasps and 2-finger grasps is appeared in Fig. 3.19. The cones in Fig. 3.19(b) and Fig. 3.19(i) of the parallel grasps are the common cones. Fig. 3.20 shows a regrasp sequence from a coneument grasp to a parallel grasp. The cones in Fig 3.20 (a)-(d) are double-sided friction cones whereas the cones in Fig 3.20(f) are common cones for the parallel grasp.

In conclusion, the most important grasp type is concurrent grasp which covers the most number of vertices and captures the connectivity of the switching graph. However, more grasps found induces more running time from the computation of edges linking switchable vertices. Also, 2-finger grasps cannot be negleeted because they are transition between concurrent grasps and parallel grasps which cannot directly switch to the other different type. In practice, 2 -finger grasps canshorten a path from two vertices represent-


Figure 3.15: Test polygons

Table 3.1: Results of the algorithm for all grasp types

| Fig. | \#edge | 2-finger grasps |  |  | concurrent grasps |  |  | parallel grasps |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#can | \#vertex | \#can | \#CC | \#vertex | \#can | \#CC |  |  |
| $3.15(\mathrm{a})$ | 15 | 10 | 13 | 43 | 61 | 1 | 11 | 11 | 4 |  |
| $3.15(\mathrm{~b})$ | 20 | 12 | 26 | 77 | 121 | 6 | 31 | 40 | 4 |  |
| $3.15(\mathrm{c})$ | 25 | 21 | 40 | 185 | 250 | 2 | 81 | 101 | 3 |  |
| $3.15(\mathrm{~d})$ | 30 | 22 | 42 | 407 | 577 | 1 | 62 | 78 | 3 |  |
| $3.15(\mathrm{e})$ | 35 | 26 | 64 | 550 | 853 | 2 | 122 | 162 | 4 |  |
| $3.15(\mathrm{f})$ | 40 | 37 | 97 | 736 | 1074 | 1 | 249 | 358 | 1 |  |



### 3.6 Summary

We have proposed a method for solving the regrasp planning problem for a polygon. A hand using in this work is assumed four free-flying fingers. Our method provides general solutions represented by a graph which allows us to plan a regrasp sequence by using a graph search. Since an obtained result is a set of general solutions satisfying force-closure thus other constraints can be taken into account to determine an appropriate regrasp sequence for a given hand platform. The experimental results show the efficiency of our algorithm/which can cover many sets of grasps. TThenswitching gräphs have a few number of connected components which means that any two vertices in a graph are mostly connected.


Figure 3.16: A regrasp sequence for concurrent grasps

(a)

(b)


Figure 3.17: A regrasp sequence for parallel grasps


Figure 3.18: A regrasp sequence for concurrent grasps and 2-finger grasps



## CHAPTER IV

## REGRASP PLANNING FOR A POLYGON WITH A LARGE NUMBER OF EDGES

### 4.1 Introduction

This chapter addresses the problem of regrasp planning for a polygon with a large number of edges. We consider the case that uses minimum number of fingers to grasp and regrasp, i.e., 2 -finger grasps is taken into account and one additional finger is used for a finger switching. Therefore, a hand applied in this work is assumed to equip with three fingers. To obtain the complete structure for regrasp planning of an object, all force closure grasps are computed in grasp space. Instead of naively constructing a switching graph from all uncombined sets of grasps computed from all combination of polygonal edges, we propose to merge sets of grasps that connect to one another into a connected set. In grasp space, a connected set allowsicontinuous changing among any grasping configurations in the set, i.e., it allows contintous movements of fingers across polygonal edges. The obtained connected sets are then used to construct nodes of a switching graph. We propose an output sensitive algorithm which efficiently computes all edges of a switching graph. Regrasp planning then can be formulated as a graph search problem where nodes of the graph represent connected sets of force closure grasps while an edge connects two sets that can be changed bêtween each other by finger switching. A method for finding the optimal solufion of a finger switching is also presented. $\} \underset{\partial}{ }$

## 

In this section, we describe how to represent and construct the configuration space that characterizes all force closure grasps. The polygonal boundary of the rigid object to be grasped must not be self-intersecting but could be broken into many simple polygons. It is sufficient to consider only the case that the boundary is composed of at most two simple polygons: if there are more than two simple polygons that define the boundary, we can pick two at a time and run the same algorithm over all possible pairs.

The configuration space of the problem is clearly the contact space. A configuration
consists of two parameters, each of which defines where each finger is placed along the boundary of the grasped object. This section describes how to represent and construct the configuration space that characterizes all force closure grasps.

The entities of a polygon needed in our discussion are defined as follows. A simple polygon $P$ is described by $n$ distinct vertices $\boldsymbol{v}_{i} \in \mathbb{R}^{2}$ where $i \in \mathbf{Z}_{n}{ }^{1}$. It is assumed that $\boldsymbol{v}_{i}$ are arranged counterclockwise if they represent the outer boundary of the object, or arranged clockwise if they represents the hole inside the object. Edges $E_{i}$ are line segments with endpoints $\boldsymbol{v}_{i}$ and $\boldsymbol{v}_{i+1}$. Every point $\boldsymbol{p}$ on the boundary of $P$ can be mapped to the length of curve measured counterclockvise from $\boldsymbol{v}_{0}$ to $\boldsymbol{p}$ along the boundary. We will write length $(\boldsymbol{p})$ to represent such length. Lengths of $E_{i}$ can be computed by the equation $l_{i}=\left\|\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}\right\|$. It is obvious that $\overline{L_{i}}=\operatorname{length}\left(\boldsymbol{v}_{i}\right)=\sum_{j \in \mathbf{Z}_{i}} l_{j}$. We denote by $L$ the total length of the boundary of $P$, which can be computed by $L=\sum_{i \in \mathbf{Z}_{n}} l_{i}$.

Next, let us define the tangents of $E_{i}$ as $\boldsymbol{t}_{i}=\left(\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}\right) / l_{i}$. The normal vectors $\boldsymbol{n}_{i}$ of $E_{i}$ are unit vectors that are perpendicular to $t_{i}$ and point inward. Note that $\boldsymbol{n}_{i}$ can be obtained by rotating $\boldsymbol{t}_{i}$ counterclockwise by $\pi / 2$ radian. The cone of forces $C_{i}$ that can be exerted on the edge $E_{i}$ is defined by two vectors $\boldsymbol{n}_{i}+(\tan \alpha) \boldsymbol{t}_{i}$ and $\boldsymbol{n}_{i}-(\tan \alpha) \boldsymbol{t}_{i}$ where $\alpha \in[0, \pi / 2)$ is the half-angle of the friction cone.

Since we deal with two fingers that might not reside on the same polygon, two sets of entities for different polygons are needed. Let all entities defined above correspond to the polygon $P$ which is in contact with the first finger, and let $n^{\prime}, \boldsymbol{v}_{i}^{\prime}, E_{i}^{\prime}$, length $h^{\prime}, l_{i}^{\prime}, L_{i}^{\prime}$, $L^{\prime}, \boldsymbol{t}_{i}^{\prime}, \boldsymbol{n}_{i}^{\prime}$ and $C_{i}^{\prime}$ be defined similarly for the polygon $P^{\prime}$ in contact with the second finger. If the two fingers are on the same polygon, then $n=n^{\prime}$, length $=$ length,$L=L^{\prime}$ and $X_{i}=X_{i}^{\prime}$ where $X \mid=\|, E l, I, t, n$ or $\left.8 \cap \approx Q N G \cap ?\right\}$

The configuration space C of the two fingers is $0, L) \times\left[0, L^{\prime}\right)$. Given a configuration $\left(u, u^{\prime}\right) \in \mathbf{C}$, we say that $\left(u, u^{\prime}\right)$ composes a 2-fingergrasp if and only if the two contact points length ${ }^{-1}(u)$ and $\left(\text { length }^{\prime}\right)^{-1}\left(u^{\prime}\right)$ achieve force closure. (Recall that length is a function that maps a vertex into a number, so length ${ }^{-1}$ gives a vertex.) Let the graspable set $G \subseteq \mathbf{C}$ be the set of all configurations that compose 2-finger grasps (Obviously, $G$ is the set of all configurations contained in all force closure regions mentioned in Section ??). Also let the graspable subsets $G_{i, j}$ be graspable regions on edges $E_{i}$ and $E_{j}^{\prime}$ defined by

$$
G_{i, j}=G \cap\left(\left[L_{i}, L_{i+1}\right] \times\left[L_{j}^{\prime}, L_{j+1}^{\prime}\right]\right) .
$$

[^5]
### 4.2.1 Computing $G_{i, j}$

Clearly each $G_{i, j}$ corresponds to configurations whose one finger is on $E_{i}$ and the other is on $E_{j}^{\prime}$. This problem of finding all force closure grasps on a pair of edges has been well studied. Using Proposition 3.1, it has been shown in (Faverjon and Ponce, 1991) that $G_{i, j}$ can be defined by eight linear inequalities in the parameters $u$ and $u^{\prime}$. Here, let us present an easier method to define $G_{i, j}$. We define the inverted force cone $-C_{j}^{\prime}$ as $\left\{-\boldsymbol{x} \mid \boldsymbol{x} \in C_{j}^{\prime}\right\}$. It was shown in (Nguyen, 1988b) that emptiness of $C_{i, j}=C_{i} \cap\left(-C_{j}^{\prime}\right)$ implies emptiness of $G_{i, j}$. If $C_{i, j}$ is not empty, we claim that $G_{i, j}$ can be defined by no more than six points on the bounding rectangle. The claim is justified as follows.

Since a 2 -finger grasp can be either compressive(squeezing grasp) or expansive(stretching grasp), we define for simplicity $D C_{i, j}=C_{i, j} \cup\left(-C_{i, j}\right)$ as the double-sided cone of $C_{i, j}$ so that both the stretching and squeezing cases can be dealt with together. Now we prove the above claim by examining $D C_{i, j}$ centered on $E_{i}$. Let us first extend both sides of the edges $E_{i}$ and $E_{j}^{\prime}$ to infinity, choose an arbitrary real number $u$, find $\boldsymbol{p}(u)=$ length ${ }^{-1}(u)$ on $E_{i}$, then let $D C_{i, j}(u)$ be the cone $D C_{i, j}$ centered at $\boldsymbol{p}(u)$. The intersection $I(u)$ of $E_{j}^{\prime}$ and the cone $D C_{i, j}(u)$ is a line segment on $E_{j}^{\prime}$ which represents the region that the second finger can be placed to achieve force closure with the first finger at $\boldsymbol{p}(u)$. This means for a given position of the first finger $u$, length $(I(u))$ is the corresponding graspable interval in the second finger's configuration space (Fig. 4.1(a, b)).

It is easy to see that if $u$ moves by $\Delta u, p(u)$ will move in the direction of $\boldsymbol{t}_{i}$ by the same distance $\Delta u$, the endpoints of $I(u)$ will move in the direction of $-\boldsymbol{t}_{j}^{\prime}$ by the distance proportional to $\Delta u$, and the endpoints of length $(I(\mu))$ will moye in the $-\Delta u$ direction by the distance proportional to $\Delta u$ (Fig. 4.1(c, d)). These linear relationships imply that the graspable regiongis bounded by (twonstratght lines. It is now obvious that cutting $E_{i}$ and $E_{j \dagger}^{\prime}$ to their original lengths is equivalent to imposing four rectangular constraints $u \geq L_{i}, u \leq L_{i+1}, u^{\prime} \geq L_{j}^{\prime}$ and $u^{\prime} \leq L_{j+1}^{\prime}$ in the ( $u, u^{\prime}$ )-space (Fig. 4.1(e)). Therefore, $G_{i, j}$ can be defined with no more than six points on the bounding rectangle. In the real implementation, all defining points of $G_{i, j}$ can be found by computing endpoints of four intersections: $D C_{i, j}\left(\boldsymbol{v}_{i}\right) \cap E_{j}^{\prime}, D C_{i, j}\left(\boldsymbol{v}_{i+1}\right) \cap E_{j}^{\prime}, D C_{i, j}\left(\boldsymbol{v}_{j}^{\prime}\right) \cap E_{i}$, and $D C_{i, j}\left(\boldsymbol{v}_{j+1}^{\prime}\right) \cap E_{i}$ (Fig. 4.2).


Figure 4.1: Computing $G_{i, j}$ : (a) $I(\bar{u})$ is the graspable region of the second finger when the first finger is at $\boldsymbol{p}$. (b) length $(\underline{I}(i))$ is an interval in $u^{\prime}$ configuration space. (c) Endpoints of $I(u)$ move by the distances proportional to $\Delta u$. (d) Endpoints of length ${ }^{\prime}(I(u))$ move by the same distances as endpoints of $I(u)$, giving two straight lines bounding the graspable region. (e) $G_{i j}$ is the result of cutting the infinte area by the rectangle.

### 4.2.2 Extending Configuration Space

## fol 91 ? 9 ? $2 / 9$ ?

Since each finger can be positioned anywhere in its ICR in order to form a force closure grasp, and its position can ber represented by one parameter, it is clear that the ICRs can be depicted in the configuration space as rectangles whose sides are parallel to $u$ and $u^{\prime}$ axes. The mapping results in one rectangle if the ICRs do not contain $\boldsymbol{v}_{0}$ or $\boldsymbol{v}_{0}^{\prime}$, two rectangles if the ICRs contain $\boldsymbol{v}_{0}$ or $\boldsymbol{v}_{0}^{\prime}$ but not both, or four rectangles if the ICRs contain both $\boldsymbol{v}_{0}$ and $\boldsymbol{v}_{0}^{\prime}$ (Fig. 4.3). To eliminate the need to find ICRs with multiple rectangles, we extend the domain of length ${ }^{-1}$ and (length') ${ }^{-1}$ to the whole real line so they both become functions with periods $L$ and $L^{\prime}$ respectively. (length and length ${ }^{\prime}$ are no longer one-to-one.) The new $G$ in the expanded configuration space $\mathbb{R}^{2}$ can be defined from the old $G$ with these periodic relations:



(b)

(d)

Figure 4.2: Extreme points of $G_{i, j}$ : Four intersections $I_{a}, I_{b}, I_{c}$ and $I_{d}$ are shown in (a), (b), (c) and (d). $G_{i, j}$ can be immediately defined by these intersections as shown in (e).


Figure 43. The independent contact region shown in thick lines (eet) maps to four rectangles in the configuration space (right).

- $\left(u, u^{\prime}\right) \in G \Leftrightarrow\left(u+L, u^{\prime}\right) \in G$.
- $\left(u, u^{\prime}\right) \in G \Leftrightarrow\left(u, u^{\prime}+L^{\prime}\right) \in G$.

We claim that despite infiniteness of $G$, the ICRs have one corresponding rectangle within $G \cap[0,2 L] \times\left[0,2 L^{\prime}\right]$. This is easily proved by the following argument.

- Suppose a position of one finger is given, there must be some positions of the second finger that do not form force closure with the first finger.
- It follows that all $u$-constant line segments in $G$ are shorter than $L^{\prime}$ and all $u^{\prime}$ constant line segments in $G$ are shorter than $L$.
- Since the ICRs can be mapped into some rectangles in $G$ whose sides are axisparallel segments in $G$, one of these rectangles must lie inside $[0,2 L] \times\left[0,2 L^{\prime}\right]$.

The special case where the two fingers touch the same polygon can be handled with a smaller configuration space. $G$ will be symmetric about the axis $u=u^{\prime}$, which means we can cut out one half of $G$ that lies above (or below) the line $u=u^{\prime}$ (Fig. 4.4(a)). The remaining part of $G$ above $u^{\prime}>L_{\text {( }}$ (or to the right of $u>L$ ) can also be eliminated because to every rectangle crossing the line $u^{\prime}=L$ ( or the line $u=L$ ), there corresponds a rectangle in $[0,2 L] \times[0, L]$ (or $[0, L] \times[0,2 L])$ that represents the same configurations (Fig. 4.4(b)). Finally, the region to the right of the line $u=u^{\prime}-L$ (or above the line $u=u^{\prime}+L$ ) is redundant because no point on this line is in $G$ (Fig. 4.4(c)). Therefore, the region of consideration is the shaded portion as shown in Fig. 4.4(d).

### 4.2.3 Constructing $G$

Now we know that each $G_{i, j}$ contains at most six defining vertices, so all $G_{i, j}$ can be constructed within $\theta\left(n n^{\prime}\right)$ time. In the final algorithm, we will need the polygonal representation of $G$, so adjacent $G_{i, j}$ must be merged together into big pieces. Many simple polygons may be needed to define $G$ because $G$ does not have to be simple nor


A vertex of some $G_{i, j}$ is a defining vertex of $G$, or defines $G$, if it is a vertex on a boundary of $G$ It can be observed that a vertex $v$ of some $G_{i, j}$ derines $G$ if and only if one of the following is true:

- $v$ is not at a corner of the bounding rectangle.
- $\boldsymbol{v}$ is a corner of four bounding rectangles (one contains $G_{i, j}$ and the other three are adjacent), but is not contained in some $G_{k, l}$ bounded by these rectangles.

Note that if $G_{i, j}$ is neither empty nor full ("full" means $G_{i, j}=\left[L_{i}, L_{i+1}\right] \times\left[L_{j}^{\prime}, L_{j+1}^{\prime}\right]$ ), at least one vertex of $G_{i, j}$ must be a defining vertex of $G$.



Figure 4.4: (a) The axis of symmetry is $u^{\prime}=u$. (b) For each rectangle that crosses the line $u^{\prime}=L$, there corresponds another rectangle in $[0,2 L] \times[0, L]$ that crosses the line $u=L$. (c) The line $u^{\prime}=u$ and $u^{\prime}=u-L$ never intersect $G$, and the part of $G$ to the right of $u^{\prime}=u-L$ represents the same configurations as the remaining portion in $[0, L] \times[0, L]$. (d) The remaining portion to consider is shown in the shaded area.

The algorithm to find all simple polygons that define boundaries of $G$ is described as follows. Let us first attach a state "used/unused" to all vertices of all $G_{i, j}$. All vertices are initialized as "unused". We scan through all values of $i$ and $j$, and do the following:

- While $G_{i, j}$ has an "unused" vertex $v$ that defines $G, ? \approx$
- It is clear that $\boldsymbol{v}$ is on a boundary of $G$, so we can trace the boundary of $G$

- All vertices traced along the way defines a simple polygon which is a boundary of $G$. Mark these vertices as "used".

Note that tracing the boundary of $G$ from $G_{i, j}$ may involve many $G_{k, l}$.

The tracing process can be simplified by first defining adjacencies of vertices that define $G$. Situations when two vertices $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ that define $G$ are adjacent in $G$ are listed below:

- If $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ are adjacent in the polygonal representation of $G_{i, j}$ and they lie on different sides of the bounding rectangle of $G_{i, j}$, they are adjacent in $G$ (Fig. 4.5(a)).
- If $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ are adjacent in the polygonal representation of $G_{i, j}$ and they lie on the same side of the bounding rectangle of $G_{i, j}$, we assume without loss of generality that $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in\left\{L_{i}\right\} \times\left[L_{j}^{\prime}, L_{j+1}^{\prime}\right]$. $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ will be adjacent in $G$ if $G_{i-1, j} \cap \overline{\boldsymbol{v}_{1}} \boldsymbol{v}_{2}=\varnothing$ (Fig. 4.5(b)).
- If $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ belong to different pieces, i.e. $G_{i, j}$ and $G_{k, l}$, we assume without loss of generality that $\boldsymbol{v}_{1} \in G_{i, j}, \boldsymbol{v}_{2} \in G_{i-1, j} . v_{1}$ and $\boldsymbol{v}_{2}$ can be adjacent in $G$ if and only if they lie on the same segment $\left\{L_{i}\right\} \times\left[L_{j}^{\prime}, I_{j+1}^{\prime}\right]$ and

$$
-\overline{\boldsymbol{v}_{1} \boldsymbol{v}_{2}} \subseteq G_{i-1, j} \text { and } \overline{v_{1} \boldsymbol{v}_{2}} G_{i, j}=\left\{\overline{\left.\boldsymbol{v}_{1}\right\}, \text { or }}\right.
$$

$$
-\overline{\boldsymbol{v}_{1}} \boldsymbol{v}_{2} \subseteq G_{i, j} \text { and } \boldsymbol{v}_{1} \boldsymbol{v}_{2} \cap G_{i}-1, j=\left\{\boldsymbol{v}_{2}\right\} \text { (Fig. 4.5(c)). }
$$



Figure 4.5: Adjacencies of vertices

A vertex on a boundary of $G$ defines either an outer boundary or a hole of $G$. It is necessary to distinguish that the vertex defines an outer boundary or a hole. A sequence of vertices representing a polygon starting at $\boldsymbol{v}$ is obtained when a tracing gets back at $\boldsymbol{v}$ but we do not exactly know the orientation of the sequence. We firstly assume that it represents a simple closed polygon and then rearrange it intoa counterclockwise order. To rearrange it, we start with the vertex that is extreme in $u^{\prime}$ direction denoted by $\boldsymbol{v}_{i}$. Let its adjacent vertices be $v^{2}-$ and $v_{i+1}$ The crossproduct of $v_{i} v_{1} v_{i}$ and $v_{i} v_{i+1}$ is calculated. Since the internal angle at the extreme vertex is convex and strictly less than $\pi$, they orient counterclockwise when the cross product is positive. If the cross product is negative, the sequence of the vertices is reversed.

The rearranged sequence defines an outer boundary when two adjacent vertices $\boldsymbol{v}_{i}$ and $\boldsymbol{v}_{i+1}$ of the sequence form the segment $\overline{\boldsymbol{v}_{i} \boldsymbol{v}_{i+1}}$ such that the graspable region is on the left side of $\boldsymbol{v}_{i} \boldsymbol{v}_{i+1}$, whereas the sequence represents a hole when the graspable region is on the right side of $\overline{\boldsymbol{v}_{i} \boldsymbol{v}_{i+1}}$. All vertices in the sequence are identified that they define an outer boundary or a hole for further use.

The number of vertices defining $G$ can be decreased by eliminating collinear vertices. Let a connected boundary of $G$ consist of $n$ vertices $\boldsymbol{v}_{i} \in \mathbb{R}^{2}$ where $i \in \mathbf{Z}_{n}$. A vertex $\boldsymbol{v}_{i}$ can be eliminated when the slope of $\overline{\boldsymbol{v}_{i-1}} \boldsymbol{v}_{i}$ is equal to the slope of $\overline{\boldsymbol{v}_{i} \boldsymbol{v}_{i+1}}$.

### 4.3 Finger Switching

Regrasp process which changes grasping configuration by placing an additional finger on desired contact point and then releasing one finger of the initial grasp is called finger switching. Intuitively, considering grasps on two different grasp sets, a finger switching can be performed when there exists a common contact point on the grasped object. In grasp space, the common contact points are computed in subspaces of one parameter. It requires projections of two grasp sets onto the subspaces. The projections are then checked for the intersection which indicates a set of common contact points. This operation involves with an edge in the switching graph. Considering two grasp sets associated with two nodes, existence of finger switching between these sets indicates an edge linking the two nodes.

Finger switching requires that one non-switching contact points must remain the same during the process. Formally, there will be an edge connecting a node $v_{a}$ and a node $v_{b}$ when there exists a couple of points (length ${ }^{-1}\left(u_{a}\right)$, length $\left.h^{-1}\left(u_{a}^{\prime}\right)\right)$ where $\left(u_{a}, u_{a}^{\prime}\right) \in P_{a}$ and a couple $\left(\right.$ length ${ }^{-1}\left(u_{b}\right)$, lengthet $\left.\left(u_{b}^{\prime}\right)\right)$ where $\left(u_{b}, u_{b}^{\prime}\right) \in P_{b}$ such that $u_{a}=u_{b}$ or $u_{a}^{\prime}=u_{b}^{\prime}$.


To check whether there exist grasps from two grasp sets that can switch to each other, we consider two polygons representing these grasp sets. The projection $\pi_{u}\left(P_{a}\right)$ of $P_{a}$ on the axis of parameter $y_{a} C$ (Fig. $4: 6($ a $)$ represents the sef points on the object that are possible to form 2-finger grasps with some points corresponding to the projection $\pi_{u^{\prime}}\left(P_{a}\right)_{0}$ of, $P_{a}$ on the axis of parameter $u_{\rho^{\prime}}^{\prime}$ Similarly, the projections of $P_{b}$ (Fig. 4.6(b)) represents the subspaces of 2-finger grasps. Note that $\pi_{u}\left(P_{a}\right)$ and $\pi_{u}\left(P_{b}\right)$ are in the same subspace, if the intersection between these two projections is not empty (Fig. 4.6(c)), then there exists points length ${ }^{-1}\left(u_{a}\right)$ on the object that form 2-finger grasps with length $h^{-1}\left(u_{a}^{\prime}\right)$ and length $h^{-1}\left(u_{b}^{\prime}\right)$ concurrently when $u_{a}=u_{b}$ is satisfied. We apply the same process to check the existence of finger switching on the space of parameters $u_{a}^{\prime}$ and $u_{b}^{\prime}$ by considering $\pi_{u^{\prime}}\left(P_{a}\right)$ and $\pi_{u^{\prime}}\left(P_{b}\right)$.


Figure 4.6: Finger switching: The projection of (a) $P_{a}$, (b) $P_{b}$ on $u$ parameter space. (c) Overlapping projections

### 4.4 Finger Aligning

Finger aligning is a process for repositioning fingers by rolling or sliding them along edges of a polygon while maintaining a force closure grasp during the repositioning process. By applying this operation, we can change grasping configuration with in the same connected set of grasps. This expresses the direct relation between finger aligning and a node of the switching graph.

Finger aligning is necessary as exemplified in the following instance. Let us consider Fig. 4.7(a). Obviously, because the current position of finger 1 cannot form a 2 finger grasp with the upper part, it is not possible to switch directly from the current grasp to a grasp that one finger is placed on the upper part using finger switching. However, somehow if the hand can continuously adjust finger 1 and 2 to change from the current grasp to a new grasp in Fig. 4.7(b), a finger switching can be performed to switch to another grasp by placing finger 3 on the upper part to form a 2 -finger grasp with finger 1 (Fig. 4.7(c)) and then releasing the finger 2 (Fig. $4.7(d)) \cap \uparrow$


Figure 4.7: Finger aligning

Finger aligning is trivial from the construction of connected grasp sets $P_{1}, \ldots, P_{m}$. Each node in the switching graph corresponds to exactly one grasp set. Every grasp in each node can be repositioned to another grasp of the same node by finger aligning
because of continuity in a connected set of 2-finger grasps.

### 4.5 Constructing Switching Graph

To construct a switching graph, all of its vertices and edges have to be found. We compute all $G_{i, j}$ and construct $G$ to identify all connected polygons $P_{1}, \ldots, P_{m}$. Each connected polygon is associated with a node of the switching graph.

To construct all edges, all polygons have to be checked for finger switching among them. Instead of exhaustively testing all pair of polygons, we apply a sweep algorithm to find overlaps among the projections of the polygons in a parameter subspace. Let the projection $\pi_{u}\left(P_{a}\right)$ of a polygon $P_{a}$ on the axis of parameter $u_{a}$ be represented by an interval $\left(l_{a}: h_{a}\right)$ where $l_{a}$ is the lower endpoint and $h_{a}$ is the higher endpoint. The lower endpoint and the higher endpoint are obtained from the leftmost vertex and the rightmost vertex of $P_{a}$ respectively. The intervals of all polygons are used in our algorithm. We firstly sort all endpoints in increasing order and store the sorted endpoints into an event queue $E$. A priority queue $Q$ is used to store intervals and identify overlaps among intervals. The priority of a interval is based on the value of its higher endpoint, less value has more priority. We are now ready to start the sweeping process from the first element in $E$. An endpoint is dequeue from $E$. If it is a lowerendpoint, its associated interval is added into $Q$. Otherwise, if it is a higher endpoint, its associated interval is dequeued from $Q$. Clearly, the interval has the highest priority, we can use ExtractMin operation of the priority queue to remove it from $Q$. Let the dequeued interval be $(l: h)$. All remaining intervals in $Q$ have the lower endpoints that less than $h$ and the higher endpoints that higher than $h$ therefore they overlap the interval $(b ; h)$. As a consequence, the associated node of the interval $(l: h)$ has edges linking nodes associated with the remaining intervals in $Q$. The process is repeated from dequeuing $E$ and so on until $E$ is empty. We also have to check overlaps in the subspace $u^{\prime}$ using the same algôrithm. The pSeudocode of edge construction is as follows.
$E=\operatorname{Sort}\left(l_{1}, h_{1}, l_{2}, h_{2}, \ldots, l_{m}, h_{m}\right)$
while $E$ is not empty do
$e=E . D e q u e u e()$
if $e$ is lower endpoint then
Q.Insert(interval of $e$ )
else
Q.ExtractMin()
$L=$ all remaining elements of $Q$

```
    \(v=\) the associated node of \(e\)
        for all \(i \in L\) do
            \(n=\) the associated node of \(i\)
            \(\operatorname{link}(v, n)\)
        end for
    end if
end while
```

The construct of the event queue $E$ takes $O(m \log m)$ running time. A priority queue using a heap give performance $O$ (1) to insert an element into $Q$. ExtractMin operation takes $O(\log \bar{m})$. For all endpoints, our output sensitive algorithm takes $O(m \log m+m k)$ where $k$ is the average number of overlapping intervals of one interval.

### 4.6 Using Switching Graph

### 4.6.1 Unconstrained Regrasp Sequence

A switching graph provides a tool for planning a regrasp sequence. A path connecting the node containing the initial grasping position and the node containing the required grasping position indicates a sequence of edges that a finger switching should be performed. However, a path in a switching graph does not directly indicate which contact points on grasping edges are to be used in each step. For a pair of nodes having an edge connecting them, a switching graph tells us that we can switch between two grasps from two grasp sets but it does not tell which grasping points that we can perform a finger switching. This section describe a method of transforming a path in a switching graph to


First, let us consider a finger switching. Finger switching takes place when we move from one node to another fode in a graph. An edge in the graph tells us that a finger switching is viable. We have to find two grasps on each node that have one non-switching contact point in common. We pick a point from the intersection of the projections described in section 4.3. That point indicates one actual non-switching point. The next step is to find a point forming a grasp of the first node and a point forming a grasp of the second node. Let us consider a polygon defined in section 4.3. Once a value of $u_{a}$ or $u_{a}^{\prime}$ in the intersection of the projections of $P_{a}$ and $P_{b}$ is chosen, we can construct a set of feasible contact points for the other finger by intersecting $P_{a}$ with the line passing $u_{a}$ and parallel with the axis of $u_{a}^{\prime}$ or the line passing $u_{a}^{\prime}$ and parallel with the axis of $u_{a}$


Figure 4.8: A corresponding between nodes and edges in a switching graph and a finger switching and a finger aligning. A dashed line in the bottom figure represents a finger aligning while a solid line represents a finger switching

Next, let us consider a finger aligning. Finger aligning may be required in-between two finger switchings, i.e., when we just traversed from node $v_{a}$ to node $v_{b}$ and about to move to the next node $v_{c}$. Let us assume that the first finger switching is just performed and we currently are in a grasp represented in $v_{b}$. In order to perform the next finger switching, i.e., to move to the node $v_{c}$, the grasping position must have one contact point in common with the final grasp. However, it might not be the current grasp. When an appropriate grasping configuration is computed as described earlier in this section, we have to change from the finishing grasp of the first switching to the a next switching. Since these two grasps are from the same connected set, we can change the current grasp to an appropriate grasp for the next switching by a finger aligning. Fig. 4.8 shows the corresponding between a switching graph and the actual action performed on a regrasp.

### 4.6.2 Optimal Regrasp Sequence

In this section, we will plan for a regraspsequence, that independent contact regions (ICR) are locally optimized for each finger switching using the principle of $L_{\infty}$ Voronoi diagram (Papadopoulou and Lee, 2001). We propose to accomplishthis task by computing the $L_{\infty}$ Voronqi diagram of the edges of $G$ Considering only part of the resulting $L_{\infty}$ Voronoi diagram that lies inside $G$, we claim that the largest square in $G$ must be centered at a vertex of the diagram. Before proving this claim, let us briefly review the concept of $L_{\infty}$ Voronoi diagram.

The $L_{\infty}$ Voronoi diagram is conceptually defined in the same manner as the ordinary Voronoi diagram except that $L_{\infty}$ distance metric is used instead of the more familiar $L_{2}$. Recall that the $L_{\infty}$ distance $d(\boldsymbol{p}, \boldsymbol{q})$ between two points $\boldsymbol{p}=\left(p_{x}, p_{y}\right)$ and $\boldsymbol{q}=\left(q_{x}, q_{y}\right)$ is given by $d(\boldsymbol{p}, \boldsymbol{q})=\max \left(\left|p_{x}-q_{x}\right|,\left|p_{y}-q_{y}\right|\right)$, i.e., the maximum of the differences in each coordinate, and the $L_{\infty}$ distance $d(\boldsymbol{p}, e)$ between point $\boldsymbol{p}$ and segment $e$ is defined to
be $\min _{\boldsymbol{q}_{\in e}} d(\boldsymbol{p}, \boldsymbol{q})$, i.e., the shortest $L_{\infty}$ distance between $\boldsymbol{p}$ and any point on $e$. Let $S$ be a set of segments in the plane. A point lies on the $L_{\infty}$ Voronoi diagram of $S$ if, among all segments in $S$, at least two of them are equally of the lowest $L_{\infty}$ distance to the point (in other words, they are the $L_{\infty}$ nearest segments of the point). Equivalently speaking, considering the definition of the $L_{\infty}$ distance, a point is on the $L_{\infty}$ Voronoi diagram of $S$ if it is the center of a square that touches at least two of the segments in $S$ without having its interior intersect with any. An $L_{\infty}$ Voronoi edge is defined to be the set of all points on the $L_{\infty}$ Voronoi diagram that are on the same straight line segment. A Voronoi vertex is defined to be the point at which at least two Voronoi edges meet (implying that the point is equally $L_{\infty}$ far from at least three segments). Since every point on the $L_{\infty}$ Voronoi diagram lies at least on one Voronoi edge, the $L_{\infty}$ Voronoi diagram is essentially a network of straight line segments. Specifically, the $L_{\infty}$ Voronoi diagram of $S$ divides the plane into polygonal regions called Yoronoi regions. Each Voronoi region is associated with a unique segment in $S$ such that the region entirely contains the segment, and any point in the interior of the region is $L_{\infty}$ closer to this segment than to any other segment in $S$.

ICR are defined by a rectangle in $G$ whose shorter side length is maximum. We extend to the problem of optimizing $16 R$ for a finger switching which involves two grasps concurrently. The measure of goodness of two rectangles $R_{a}$ with side lengths $a_{1}$ and $a_{2}$ and $R_{b}$ with side lengths $b_{1}$ and $b_{2}$ is given by $f\left(R_{a}, R_{b}\right)=\min \left\{a_{1}, a_{2}, b_{1}, b_{2}\right\}$. Our goal is to maximize $f\left(R_{a}, R_{b}\right)$ such that the grasps represented by the centers of $R_{a}$ and $R_{b}$ can switch to each other.

To optimize the criterion, we use another representation of a square to describe ICR. Let $\boldsymbol{v}$ be a point in $G$ and Iet square $(\boldsymbol{v})$ denote the largest square centered at $\boldsymbol{v}$ that is fully contained in $G$. The size of $\operatorname{square}(\boldsymbol{v})$ is determined by $\operatorname{size}(\boldsymbol{v})=\min \boldsymbol{p} \in \partial G(d(\boldsymbol{v}, \boldsymbol{p}))$
 by its center $\boldsymbol{v}$ and $\operatorname{size}(\boldsymbol{v})$. Let $\boldsymbol{v}_{a} \in P_{a}$ and $\boldsymbol{v}_{b} \in P_{b}$, it is clear that maximizing the criterion is equivalent to maximizing $\min \left\{\operatorname{size}\left(\boldsymbol{v}_{a}\right)\right.$, size $\left.\left(\boldsymbol{v}_{b}\right)\right\}$. We denote by $\pi_{u}(\boldsymbol{v})$ and $\pi_{u^{\prime}}(\boldsymbol{v})$ the projections of a point $\boldsymbol{v}$ on the axis of $u$ and $u^{\prime}$ parameters respectively. The problem is transformed to locating the centers $\boldsymbol{v}_{a} \in P_{a}$ and $\boldsymbol{v}_{b} \in P_{b}$ of two squares such that $\pi_{u}\left(\boldsymbol{v}_{a}\right)=\pi_{u}\left(\boldsymbol{v}_{b}\right)$ or $\pi_{u^{\prime}}\left(\boldsymbol{v}_{a}\right)=\pi_{u^{\prime}}\left(\boldsymbol{v}_{b}\right)$ and $\min \left\{\operatorname{size}\left(\boldsymbol{v}_{a}\right)\right.$, size $\left.\left(\boldsymbol{v}_{b}\right)\right\}$ is maximal.

Our algorithm exploits an important characterization of Voronoi edges which allows us to search squares centered on them to optimize the criterion. We claim that the largest $\operatorname{square}(\boldsymbol{v})$ must be centered on a Voronoi edge when one parameter of the point $\boldsymbol{v} \in P$
is restrained. This is justified by the following argument:

We describe in the case that parameter $u$ is restrained as shown by the dotted line in Fig. 4.9(a).

- If $\boldsymbol{v}$ is inside a Voronoi region whose upper and lower boundaries are a Voronoi edge and an edge of $P\left(\boldsymbol{v}_{4}\right.$ in Fig. 4.9(a)), square $(\boldsymbol{v})$ must have one corner on that polygonal edge. Moving $\boldsymbol{v}$ away from that polygonal edge will increase size $(\boldsymbol{v})$. We can move $\boldsymbol{v}$ in such direction until it reaches a Voronoi edge while square $(\boldsymbol{v})$ is growing.
- If $\boldsymbol{v}$ is on a Voronoi region whose upper and lower boundaries are both Voronoi edges ( $\boldsymbol{v}_{2}$ in Fig. 4.9(a)), moving $v$ in one direction, $\operatorname{size}(\boldsymbol{v})$ is increasing or decreasing along the way, and size $(v)$ is decreasing or increasing along the opposite way until it reaches a Voronoi edge ( $v_{1}$ and $v_{3}$ in Fig. 4.9(a)).

This argument allows us to search two points $\boldsymbol{v}_{a} \in V E_{a}$ and $\boldsymbol{v}_{b} \in V E_{b}$ such that $\pi_{u}\left(\boldsymbol{v}_{a}\right)=$ $\pi_{u}\left(\boldsymbol{v}_{b}\right)$ or $\pi_{u^{\prime}}\left(\boldsymbol{v}_{a}\right)=\pi_{u^{\prime}}\left(v_{b}\right)$ for optimizing $\min \left\{\operatorname{size}\left(\boldsymbol{v}_{a}\right), \operatorname{size}\left(\boldsymbol{v}_{b}\right)\right\}$ where $V E_{a}$ and $V E_{b}$ are sets of Voronoi edges of $P_{a}$ and $P_{b}$.

Searching procedure begins with identifying an interval for finger switching by the intersection between $\pi_{u}\left(P_{a}\right)$ and $\pi_{u}\left(P_{b}\right)$ or $\pi_{u^{\prime}}\left(P_{a}\right)$ and $\pi_{u^{\prime}}\left(P_{b}\right)$. We again describe in the case of an interval in the space of parameter $u$. Let $\pi_{u}\left(P_{a}\right) \cap \pi_{u}\left(P_{b}\right) \neq \emptyset$ be denoted by an interval $(l: h)$. Voronoi edges in $V E_{a}$ and $V E_{b}$ that intersect this interval are considered. It is possible that we obtain many branches of Voronoi edges. All combinations of pairs of Voronoi edge branches are investigated, a pair consists of one Voronoi edge branch from $V E_{a}$ and another branch from $V E_{b}$. For each pair, we divide the two branches using subintervals defined by all Voronoi Yertices in the branches as shown by the dotted lines in Fig. 4.9(b). Voronoi vertices are used to determine subdivisions of two Voronoi edge branches because sizes of largest squares centered at them are critical. Each pair of subsets of two Voronoi edges in a subinterval is then searched for local optimization of the criterion. Let the two subsets be represented by two segments whose endpoints are $s_{a}, \boldsymbol{t}_{a}$ and $s_{b}, \boldsymbol{t}_{b}$. Since the size of a square centered on a Voronoi edge linearly increases or decreases and a Voronoi edge is also linear, therefore the size of a square can be parameterized by a parameter $\alpha$. We define new size functions as

$$
\operatorname{size}_{a}(\alpha)=\operatorname{size}\left(\boldsymbol{s}_{a}\right)+\frac{\alpha}{r}\left(\operatorname{size}\left(\boldsymbol{t}_{a}\right)-\operatorname{size}\left(\boldsymbol{s}_{a}\right)\right)
$$

$$
\operatorname{size}_{b}(\alpha)=\operatorname{size}\left(\boldsymbol{s}_{b}\right)+\frac{\alpha}{r}\left(\operatorname{size}\left(\boldsymbol{t}_{b}\right)-\operatorname{size}\left(\boldsymbol{s}_{b}\right)\right)
$$

where $r$ is the length of the associated subinterval and $\alpha \in[0, r]$. Clearly, $\alpha$ can be linearly inverted for positions on the segments. Let $\uparrow, \downarrow$ be increasing and decreasing. The locally optimum is obtained as follows (Fig. 4.10).

- If $\alpha \uparrow \Rightarrow \operatorname{size}_{a}(\alpha) \downarrow$ and $\operatorname{size}_{b}(\alpha) \downarrow, \alpha=0$ induces a local optimum.
- If $\alpha \uparrow \Rightarrow \operatorname{size}_{a}(\alpha) \uparrow$ and $\operatorname{size}_{b}(\alpha) \uparrow, \alpha=r$ induces a local optimum.
- If $\alpha \uparrow \Rightarrow \operatorname{size}_{a}(\alpha) \downarrow$ and $\operatorname{size}_{b}(\alpha) \uparrow$ and size $(0) \leq \operatorname{size}_{b}(0), \alpha=0$ induces a local optimum.
- If $\alpha \uparrow \Rightarrow \operatorname{size}_{a}(\alpha) \downarrow$ and sizeb $^{(G)} \uparrow$ and $\operatorname{size}_{a}(r) \geq \operatorname{size}_{b}(r), \alpha=r$ induces a local optimum.
- If $\alpha \uparrow \Rightarrow \operatorname{size}_{a}(\alpha) \downarrow$ and $\operatorname{size}_{b}(\alpha) \uparrow$ and $\operatorname{size}_{a}(0)>\operatorname{size}_{b}(0)$ and $\operatorname{size}_{a}(r)<$ $\operatorname{size}_{b}(r), \alpha$ causing $\operatorname{size}_{a}(\alpha)=\operatorname{size}_{b}(\alpha)$ induces a local optimum.
- The remaining cases are replica of the last three cases.

All pairs of segments from all subintervals are queried for local optima. Our approach is done when all combinations of pairs of Voronoi edge branches have been explored. The best local optimum is the optimal solution for a finger switching.


Figure 4.9: The largest square on Voronoi edges

### 4.7 Experimental Results

We have implemented the regrasp planning for a polygon with a large number of edges based on the switching graph concept. The program is written in $\mathrm{C}++$ programming language. All run times are measured on a PC with a 2.4 GHz CPU.


Figure 4.10: Determining a local optimum

Some test polygons with varying number of edges are shown in Fig. 4.11. We also vary the half-angle of the friction cone by $10^{\circ}, 15^{\circ}$ and $20^{\circ}$.

(a)


(c)

(d)

Figure 4.11: Test polygons with number of edges (a) 128 (b) 200 (c) 256 (d) 300


The results of switching graph constructions are shown in Table 4.1-4.3. They present for all test objects the number of connected polygons or nodes of switching graphs, edges of switching graphs, the number of connected components of the switching graphs, time spent in node and edge construction in second. The number of nodes of a switching graph depends on the object's shape. An object with more complexity produces more connected polygons. The number of connected components indicates probability to have a path joining any two nodes in the switching graph. The half-angle of the friction cone heavily effects the results. It's clear that larger friction cone induces larger feasible

Table 4.2: Switching graph construction of $15^{\circ}$ half-angle

| Fig. | \#node | \#edge | \#CC | time for nodes | time for edges |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (a) | 65 | 194 | 5 | 0.16 | 0.03 |
| (b) | 41 | 121 | 4 | 0.22 | 0.02 |
| (c) | 85 | 323 | 3 | 0.31 | 0.06 |
| (d) | 150 | 630 | 4 | 0.39 | 0.19 |

Table 4.3: Switching graph construction of $20^{\circ}$ half-angle

| Fig. | \#node | \#edge | \#CC | time for nodes | time for edges |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (a) | 58 | 230 | 3 | 0.17 | 0.03 |
| (b) | 41 | 156 | 2 | 0.27 | 0.03 |
| (c) | 84 | 424 | 2 | 0.38 | 0.06 |
| (d) | 143 | 782 | 2 | 0.45 | 0.08 |

grasp sets. This causes sets of force closure grasps to be merged more and connected polygons to be larger. As a result, the number of nodes decreases while the number of edges increases so that the number of connected components of a switching graph decreases. Run times of node constructions depend on areas of merged connected polygons which are inherited from the objects shapes and the values of the half-angles. For an edge construction, a run time relates to the number of connected polygons.

An example of a regrasp sequence is presented in Fig. 4.12. The sequence is computed using the algorithm described in Section 4.6.1. The dashed lines are lines connecting two contact points whichentirelylie in thetwo associated friction cones.

### 4.8 Summary

We have proposed a method for solving the regrasp planning problem for a polygon with a large number of edges. A hand using in this chapter is assumed three free-flying fingers. Our method provides complete solutions represented by a graph which allows us to plan a regrasp sequence by using a graph search. The experimental results show the efficiency of our algorithm which merges grasp sets that are adjacent to one another into one connected set. The obtained connected sets are used to construct a switching graph in realtime.


Figure 4.12: A regrasp sequence for the object in Fig. 3.15(c) when the half-angle is $15^{\circ}$.
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## CHAPTER V

## REGRASP PLANNING FOR A POLYHEDRAL <br> OBJECT

### 5.1 Introduction

This chapter addresses the regrasp planning problem of a 5 -finger hand manipulating a polyhedron. We propose a technique for computing a sequence of finger repositioning that transforms an initial grasp into a desired one while keeping the manipulated object in a force-closure grasp during the entire process.

The proposed technique is based on the idea that a set of force-closure grasps can be represented geometrically as a compact set of points in 3D space. Based on this representation, overlapping volumes corresponding to different sets of grasps can be represented as a switching graph. The switching graph captures ability to switch from one set of grasps to another and, as a result, allows the regrasp planning to be thought of as a graph search problem. We demonstrate that the switching graph can be efficiently constructed for test objects with over 40 faces using a randomized technique. Note that although finger kinematics and other relevant constraints are not initially taken into account, different search strategies and policies may be later incorporated to generate regrasping sequences that meet additional requirements.

## 

For 3D grasp, we also exploit the condition of non-marginafequilibrium to imply force-closure for a grasp. A zero-pitch wrench $\boldsymbol{w}=(\boldsymbol{f}, \boldsymbol{t})$ for the force $f$ can be thought of as the line of action of this force and can be written in Plücker coordinates. Equilibrium therefore implies that the lines (represented as Plücker vectors) associated with the contact forces are linearly dependent. As mentioned in (Ponce et al., 1997), Grassman geometry (Dandurand, 1984), which characterizes the varieties of various dimensions formed by sets of dependent lines, can be applied to yield a necessary and sufficient condition for non-planar equilibrium, namely, the contact forces must positively span ${ }^{1} \mathbb{R}^{3}$ and their

[^6]lines of action all intersect in a point (concurrent grasps), lie in two flat pencils having a line in common (pencil grasps), or form a regulus (regulus grasps). Instead of using this condition directly for grasp computation, (Ponce et al., 1997) proposes a sufficient condition that does not depend on the actual contact forces. This condition provides an underlying idea for constructing the switching graph. It is given here as Proposition 5.2 which requires the following definition.

Definition 5.1 Let $V_{i}, i=1,2,3,4$ be the four cones of half-angle $\theta$ centered on vector $\boldsymbol{v}_{i}$. We say that the four vectors $\boldsymbol{v}_{i}, i=1,2,3,4 \theta$-positively span $\mathbb{R}^{3}$ if any combination of vectors $\boldsymbol{v}_{i}^{\prime} \in V_{i}, i=1,2,3,4$ positively span $\mathbb{R}^{3}$.

To tell whether four given vectors $\theta$-positively span $\mathbb{R}^{3}$, we may verify that for any triple $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \boldsymbol{v}_{3}$ of these vectors, the cones $V_{1}, V_{2}, V_{3}$ of half-angle $\theta$ centered on $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ and $\boldsymbol{v}_{3}$ lie in the interior of the same half-space and the cone $-V_{4}$ of half-angle $\theta$ centered on the direction opposite to the fourth vector $v_{4}$ lies in the interior of the intersection of the trihedra formed by all triples of vectors belonging to $V_{1}, V_{2}$ and $V_{3}$. Geometrically, it can be shown that the intersection of the rihedra is essentially the trihedron bounded by three planes, each of which passes through the origin and touches two of the three cones $V_{1}, V_{2}, V_{3}$ while separating them into different half-space from the remaining cone.

In the following proposition and the remainder of the paper, we will denote by $\theta$ the half angle of every friction cone.
bient Condition for foun hion-coplanar-points to form a force-
Proposition 5.2 sufficient condition for foun hon-coplanar-points to form a forceclosure grasp is that: (PI) there exist four lines in the corresponding double-sided friction cones that either intersect in a single point, form two flat pencils having a line in common but lying in differentplanes, or forma regulus, and (P2) the internal normals at the four contact points $\theta$-positively span $\mathbb{R}^{3}$.

### 5.3 Switching Graph for a Polyhedral Object

The switching graph concept is based on the idea that a set of concurrent grasps can be represented by a point in 3D space. This representation will be explained in detail in Section 5.3.1. We will also show how contiguous points representing concurrent grasps can be grouped together to form a cell. A vertex of a switching graph represents a set of
grasps by establishing an association with a cell. The way we form a cell allows us to compute (1) a finger aligning between two grasps within the same cell and (2) a finger switching between a grasp in one cell and another grasp in another cell (associated with a neighboring vertex). This computation will be discussed in Section 5.3.4.

### 5.3.1 Representing Concurrent Grasps

As mentioned earlier, a grasp is geometrically defined by the positions of the fingers on the object's faces. Assuming polygonal object model, the position of a contact point can be defined by specifying an ordered pair representing coordinates of the point on the corresponding grasped face. With four grasping fingers, this amounts to using eight parameters to uniquely define a grasp (with the four grasped faces already chosen). However, using Proposition 5.3 from (Sudsang and Ponce, 1995), we can define a set of concurrent grasps with only three parameters. This proposition follows directly from Proposition 5.2.

Proposition 5.3 A sufficient condition for four fingers to form a force-closure grasp is that the four internal normals at the four contact points $\theta$-positively span $\mathbb{R}^{3}$ and there exists a point $x_{0}$ such that the inverted friction cones at this point (Fig. 5.1) intersect the four contact faces.


Note that eachpoint $x_{0}$ satisfying proposition 5.3 yields four independent contact regions where fingers can be placed independently while achieving concurrent grasp: these regions are simply the intersection of the inverted friction cones in $\boldsymbol{x}_{0}$ with the contact faces. As we will discuss in Section 5.3.3, locally adjusting contact points within independent contact regions is a means for finger aligning to move from one grasping configuration to another one belonging to the same vertex in the switching graph.

We are now ready to discuss how a vertex in a switching graph represents a set of grasps. A vertex of a switching graph represents a set of concurrent grasps by having an association with a set of all points $\boldsymbol{x}_{0}$ satisfying Proposition 5.3 for a given combination
of four faces. Since an inverted friction cone at $\boldsymbol{x}_{0}$ intersect the corresponding face when $\boldsymbol{x}_{0}$ lies in the volume defined by the union of all double-sided friction cones at every point on the face (Fig. 5.2(a)), the set of all $\boldsymbol{x}_{0}$ satisfying Proposition 5.3 can be obtained from the intersection of the four volumes each of which is the union of all double-sided friction cones on each face. In the following definition, we name the union and the intersection for future references.

Definition 5.4 The union of all double-sided friction cones at every point on face $F_{a}$ will be called the union volume for the face and will be denoted by $U_{a}$.


Figure 5.2: Union volume: (a) construction, and (b) its shape (see text)


Definition 5.5 The volume containing all points $\boldsymbol{x}_{0}$ satisfying Proposition 5.3 for a given combination of four faces $F_{i}, F_{j}, F_{k}$ and $F_{l}$ where $i \neq j \neq k \neq l$ will be called the focus cell for the faces and will be denoted by $C_{i, j, k, l}$.


Before proceeding tothe next section, it is helpful to discuss briefly about the shape of the union volume and the foctus cell./ Let us/begin by considering an example of a triangular face with its union volume. As shown in Fig. 5.2(b), the union volume is composed of two symmetric parts (in mirror like fashion) eone above the face, and the other one below. Note that the union volume is an unbounded body. This is because double-sided friction cones are symmetric and unbounded. Clearly from the construction, the boundary of the union volume consists of unbounded rectangular and conic patches (at rounded corners). With conic parts involved, quadric surfaces are needed to exactly describe the union volume's boundary. This requirement implies that to construct a focus cell by intersecting four union volumes, univariate polynomial equations of degree upto 8 are to be solved (e.g., to obtain curved edges from intersecting two conic patches and to obtain a vertex from intersecting three conic patches). A typical technique to avoid this complexity is to give up some exactness by approximating conic parts of the boundaries of
union volumes with multi-facet pyramids. This approximation will allow a union volume to be described as a polyhedron and, in turn, a focus cell can readily be obtained using an algorithm for intersecting polyhedra (Hoffman, 1989). This approximation scheme should be used with caution because when the number of facets of the approximating pyramids is too large, the resulting polyhedron will have so many faces that intersecting polyhedra might be slower than using algorithms for computing intersection of quadric surfaces (Hoffman, 1989). This issue on construction of focus cells will become important as we discuss how to build a switching graph in Section 5.3.4. Before then, let us explain how focus cells are related to finger switching and finger aligning operations.

### 5.3.2 Finger Switching

Let us consider two focus cells $Q_{a, b, b, d}$ and $C_{a, b, c, e}$ such that $C_{a, b, c, d} \cap C_{a, b, c, e} \neq \emptyset$. Let $\boldsymbol{q}$ be a point in $C_{a, b, c, d} \cap C_{a, b, c, e}$. Clearly, $q$ defines two sets of concurrent grasps: one for the combination of faces $F_{a}, F_{b}, F_{c}, F_{d}$ and the other for the combination of faces $F_{a}, F_{b}, F_{c}, F_{e}$. Let us suppose that the fingers $1,2,3$ and 4 are respectively on faces $F_{a}, F_{b}, F_{c}$ and $F_{d}$ and forming one of the concurrent grasps defined by $\boldsymbol{q}$. It is easy to see that the hand can switch to another concurent grasp (represented by $\boldsymbol{q}$ ) on faces $F_{a}, F_{b}, F_{c}$ and $F_{e}$ by placing finger 5 on any point in the intersection between face $F_{e}$ and its inverted friction cone at $\boldsymbol{q}$ (because $\boldsymbol{q} \in C_{a, b, c, d} \cap C_{a, b, c, e}$. Once finger 5 is on $F_{e}$, finger 4 can leave face $F_{d}$ resulting in a switching from a concurrent grasp on $F_{a}, F_{b}, F_{c}, F_{d}$ by fingers 1,2,3,4 to another concurrent grasp on $F_{a}, F_{b}, F_{e}, F_{e}$ by fingers $1,2,3,5$. This finger repositioning sequence enables us to plan finger switching by identifying intersection between two focus cells having one different grasped face.

Clearly, a finger switching cannot occur between two grasps whose corresponding focus cells do not overlap. For esample, det us consider focus cells in Fig. 5.3. Obviously, because $C_{a, b, c, d} \cap C_{a, b, c, f}=\emptyset$, it is not possible to switch directly from a grasp on faces $F_{a}, F_{b}, F_{c}, F_{d}$ to another grasp on faces $F_{a}, F_{b}, F_{c}, F_{f}$ using a finger switching discussed in the previous section. However, suppose the current grasp on faces $F_{a}, F_{b}, F_{c}, F_{d}$ is defined by $\boldsymbol{q}_{1}$, a finger switching can be performed to switch to another grasp on faces $F_{a}, F_{b}, F_{c}, F_{e}\left(\boldsymbol{q}_{1}\right.$ is in both $C_{a, b, c, d}$ and $\left.C_{a, b, c, e}\right)$ and somehow if the hand can adjust the fingers to change from the grasp defined by $\boldsymbol{q}_{1}$ to a grasp defined by $\boldsymbol{q}_{2}$ (which could be any point in $\left.C_{a, b, c, d} \cap C_{a, b, c, e}\right)$, another finger switching at $\boldsymbol{q}_{2}$ can be applied to switch to a grasp on faces $F_{a}, F_{b}, F_{c}, F_{f}$ as desired.


Figure 5.3: Moving between non-overlapping cells

In fact, changing grasping configuration within the same focus cell is the process we referred to as finger aligning. This process can be accomplished by taking advantage of the idea that force closure can be maintained during finger sliding, finger rolling (see (Han and Trinkle, 1998b; Bicchi and Marigo, 2000) on how to apply rolling in dexterous manipulation), or finger switching wiffin an independent contact region. To illustrate, let us consider Fig. 5.4 showing configuration points $q$ and $q^{\prime}$ in the same focus cell $C_{a, b, c, d}$. The inverted friction cones of the four grasped faces at $q$ intersect the faces in the four independent contact regions $R_{a}, R_{b}, R_{c}$ and $R_{d}$ and likewise the inverted friction cones at $\boldsymbol{q}^{\prime}$ intersect the four grasped faces in $R_{a}^{\prime}, R_{b}^{\prime}, R_{c}^{\prime}$ and $R_{d}^{\prime}$. Suppose that the four fingers are at $\boldsymbol{x}_{a} \in R_{a}, \boldsymbol{x}_{b} \in R_{b}, \boldsymbol{x}_{c} \in R_{c}$ and $\boldsymbol{x}_{d} \in R_{d}$. This can be represented by $\boldsymbol{q}$. To move from $\boldsymbol{q}$ to $\boldsymbol{q}^{\prime}$, we move the four fingers from $\boldsymbol{x}_{i}$ to $\boldsymbol{x}_{i}^{\prime} \in R_{i} \cap R_{i}^{\prime}(i=a, b, c, d)$. It is sufficient to ensure force closure during the fingers' motion by maintaining that the fingers are in the independent contact regions of $q$ during the entire process. This can be done by rolling or sliding the fingers on the grasped faces from $x_{i} t 0 x_{i}^{\prime}(i \leqslant a, b, c, d)$. Instead of rolling or sliding, it is also possible to apply finger switching within each independent contact region by placing a free finger at $\boldsymbol{x}_{i}^{\prime}$ and lifting off the finger at $\boldsymbol{x}_{i}$. Because there is only one free finger during a concurrent grasp, thiskind of finger switching can be performed in one independent region at atime.

By continuity, for any point in à focus cell, there exists a nephbothood for which the four independent contact regions of the point intersect the four independent contact regions of every point in the neighborhood. That is, there always exists a finger repositioning sequence to move between any pair of configuration points in the same focus cell.

### 5.3.4 Computing a Switching Graph

To construct a switching graph, all of its vertices and edges need to be found. To identify all vertices of a switching graph, we compute all focus cells and to identify all


Figure 5.4: Moving within a focus cell
edges, we compute all pairs of overlapping focus cells with three common grasped faces.

Computing all focus cells requires identifying all combinations of four faces with concurrent grasps satisfying Proposition 5.3. Instead of enumeratively checking all combinations, the number of candidates can be significantly reduced by considering only those combinations whose internal normals positively span the plane. Our technique for generating such combinations is based on the fact that when three normals are given, the fourth one must lie strictly inside the trihedron formed by the inverses of the three given normals in order that the four normals positively span $\mathbb{R}^{3}$ (otherwise, they would be in the same half space).

It is also important that every combination of four normals is listed without any repetition. This is essentially the problem of generating all $k$-subsets (i.e., subsets with $k$ members) of a given set with $n$ members. A simple solution for this problem is to assign a totally ordered relation to all members of the setand list every $k$-subset in the form of a $k$ tuple for which ach element (except the fast one) precedes the next one according to the assigned order. Applying this method to our problem, each unit normal is reparameterized using an ordered pair of two angles $(\dot{\phi}, \beta)$ where $\alpha \vec{g}[0,0,2)]$ is the angle between the $x$ axis and the projection of the normal on the $x-y$ plane, and $\beta \in[0, \pi]$ is the angle between the $z$-axis and the normal. With this parameterization, a sorted order can be imposed by defining that a normal $\boldsymbol{n}_{a}=\left(\alpha_{a}, \beta_{a}\right)$ precedes a normal $\boldsymbol{n}_{b}=\left(\alpha_{b}, \beta_{b}\right)$ when $\alpha_{a}<\alpha_{b}$, or when $\beta_{a}<\beta_{b}$ in the case that $\alpha_{a}=\alpha_{b}$. For clarity, let us present pseudocode of the resulting algorithm. In the pseudocode, the $n$ sorted unit normals are stored in the array normal $[1 . . n]$ with corresponding indices to faces in the array faceId $[1 . . n]$ and variable upwardIndex containing the index to the last normal in the array with angle $\beta$ smaller than $\pi / 2$ (i.e., all normal vectors in normal[1..upwardIndex] points in the upward direction).


Figure 5.5: Parameterization of a unit normal vector
: for $i=1$ to upper Index do

$$
\begin{aligned}
& n 1=\text { normal }[i] ; f 1=\text { facelad }[i] \\
& \text { for } j=i+1 \text { to } n-2 \text { do } \\
& n 2=\text { normal }[j] ; f 2=\text { faceI } d[j] \\
& \text { for } k=j+1 \text { to } n-1 \text { do } \\
& \quad n 3=\text { normal }[k] ; f 3=\text { faceId }[k] \\
& \quad m=\max (k+1, \text { uppex Index }+1)
\end{aligned}
$$

Compute all normal vectors in normal [ $m . . n$ ] that is contained the trihedron formed by

$$
-n 1,-n 2 \text { and }=n 3 \text {, }
$$



From line 1 of the above pseudocode, we can see that every first normal is chosen such that it has to point upward (with $\beta<\pi \pi / 2$ ). This is because choosing a first normal with angle $\beta \geq \pi / 2$ would result in having all four normals with $\beta \geq \pi / 2$ which means that they are all in the same lower half-space and therefore cannot positively span $\mathbb{R}^{3}$. The same reason is appliec in line 7 to allow affouth normal to point downward only (with $\beta>$ $\pi / 2$ ), otherwise all four normals would be pointing upward and lie in the same upper halfspace. Line 7 also incorporates the fact that, to generate different combinations without repetition, a fourth normal must be after the third normal according to the sorted order (i.e., with greater $\beta$ than that of the third normal). The following paragraphs describe how line 8 can be implemented.

Because a unit normal can be thought of as a point on the unit sphere, and a trihedron formed by three unit vectors intersects the unit sphere in a triangular region (bounded by three sections of great circles), all normal vectors contained in the trihedron are therefore
those vectors corresponding to the points lying inside this triangular region. If we can somehow map the surface of the sphere onto the plane, a range searching algorithm can be applied to find the desired normals.

In fact, we have already mentioned such mapping. Recall that we parameterize every unit normal using an ordered pair of angles $(\alpha, \beta)$. This allows each normal vector to be mapped to a point in the $\alpha-\beta$ plane. The triangular region on the sphere mentioned above will be mapped to a planar region bounded by three vertices and three curved edges (Fig. 5.6). Since a curve of constant $\alpha$ (resp. $\beta$ ) on the sphere maps to a straight line parallel to the $\beta$-axis (resp. $\alpha$-axis) on the $\alpha-\beta$ plane, it is intuitive that the smallest isothetic box ${ }^{2}$ covering the planar region can be drawn by considering only the range of the coordinates of the three vertices. With this bounding box, we can then apply an orthogonal range searching algorithm (de Berg et al., 1997) to find all the points contained in the box (note that before applying the range searching, the bounding box may need to be clipped to ensure that the angle $\beta$ of a fourth normal is greater than that of the third normal). For each point obtained, its corresponding normal is checked with the three previously chosen normals to tell whether they can positively span $\mathbb{R}^{3}$. By using range trees (de Berg et al., 1997) to perform, orthogonal range searching, the overall algorithm runs in $O\left(n^{3} \log ^{2} n\right)$.


Figure 5.6: Mapping from the spherical to cartesian coordinates
In constructing the bounding box described above, it is important to take into account nature of the mapping from the spherical to the cartesian coordinates. In particular, when the triangular region on the sphere intersects the arc defined by $\alpha=0$ (Fig. 5.7) , two bounding boxes are to be constructed to reflect that the $\operatorname{arcs} \alpha=0$ and $\alpha=2 \pi$ coincide.

Another case is when the triangular region covers the "south pole" (bottommost point) of the sphere. When this occurs, the normals corresponding to the three vertices of

[^7]

Figure 5.7: Two bounding boxes are needed when the triangular region cross over the arc $\alpha=0$
the triangular region have their normal projection on the $x-y$ plane positively spanning the plane. This should be handled by constructing a bounding box covering the entire range of $\alpha$ (from 0 to $2 \pi$ ).

Every combination of faces found by the algorithm outlined above is also tested whether the corresponding four normal vectors $\theta$-positively span $\mathbb{R}^{3}$. This can be done in constant time by following geometric description given after Definition 5.1. Now that we know all combinations of faces whose normal vectors $\theta$-positively span $\mathbb{R}^{3}$, the next step is then to find which ones of thesecombinations yield focus cells, and which pairs of these focus cells overlap. In this paper, we investigate two different approaches for this task: direct geometric computation, and random sampling.

### 5.3.4.1 Direct Geometric Computation

To test whether a cembination of four faces $F_{a}, F_{b}, F_{c}, F_{d}$ (with normals $\theta$-positively spanning $\mathbb{R}^{3}$ ) forms a focus cell, intersection of the union volumes $U_{a}, U_{b}, U_{c}, U_{d}$ is computed. The intersection, if not empty, is the resulting focus cell $C_{a, b, c, d}$. To find overlapping focus cells corresponding to an edge in the switching graph, all pairs of resulting focus cells with one different face are again checked for intersection

### 5.3.4.2 Random Sampling

The underlying idea is that all the points contained in a focus cell are contained in all the union volumes of the faces that form the cell. This implies that if we have found such points, we have an evidence showing that the corresponding focus cell exists. Likewise, we can conclude that two focus cells overlap if we can find some points that are contained in both cells. Following this simple idea, instead of directly computing intersection to explicitly obtain focus cells, a number of points in 3D are randomly selected, each of which is then tested to list all faces whose union volumes can contain the point.

The resulting list of faces is then scanned for matching with combinations of four faces whose normal vectors $\theta$-positively span $\mathbb{R}^{3}$ (obtained from the algorithm previously described). A matching indicates a focus cell found, and any pair of matching with the two corresponding combinations having one different face indicates that the corresponding focus cells overlap and an edge in the switching graph linking the two cells exists.

It is clear that the completeness of the switching graph generated using this approach depends heavily on the number of sampled points and the region in $\mathbb{R}^{3}$ where the sampling takes place. To define the sampling region that is guaranteed to cover all focus cells without actually computing them is still an open problem. Our implementation shown in the next section relies on an ad hoc alternative by defining the sampling region to be the cube obtained from enlarging the smallest isothetic cube that can contain the object four times about its center. Although a complete switching graph cannot be guaranteed, experimental results show large number ef vertices and edges are found within a fraction of the time used by the direct geometric approach.

### 5.4 Implementation and Results

We have implemented the regrasp planning based on the switching graph concept described in the paper. The program is written in C++ using ACIS library (Corney and Lim, 2002) for geometric computation. All run times are measured on a PC with a 2.4 GHz CPU.

Some test polyhedra are shown in Fig. 5.8 and 5.9. Test results in Table 5.1 show the number of focus cells found, the number of links found, the number of connected component of switching graphs and the run fime for each objeet in Fig. 5.8 when using the direct intersection approach to build the switching graph. Test results from random sampling approach with $1,000,5,000,10,000$ and 20,000 sampling points are shown in Tables $5.2-5.5$ correspondingly (theseare numbers of one run for each test object to show tendency of the random approach). Without guaranteeing a complete switching graph, the random sampling approach appears to generate a large portion of the graph when spending only small amount of time compared with the direct intersection approach. In particular, for most objects, the random sampling approach is much faster and also producing the nearly complete switching graph. It is of course difficult to give a general statement from only few examples, however we feel that the random sampling approach is very promising especially in its ability to quickly produce a sketch of the switching graph. Fig. 5.10, 5.11 and 5.12 show snapshots of a short sequence of finger repositioning generated from the
program to transform the initial grasps into the target grasps. With a switching graph already computed, the program takes less than 0.1 second to generate the sequence.


Figure 5.8: Test objects with the number of faces $=$ (a) 14 , (b) 24 , (c) 34 , (d) 36 , (e) 38 , (f) 40, (g) 42, (h) 47 and (i) 67

### 5.5 Summary <br> 

We have presented a method for regrasp planning of a polyhedron by a 5-finger hand based on the concept of the switching graph. A set of force-closure grasps is represented geometrically as a compact set of points in 3D space which allows us to solve the regrasp planning problem by computational geometry algorithms in 3D. Based on this representation, overlapping volumes corresponding to different sets of grasps can be computed by finding intersections between polyhedrons representing the grasp volumes. The experimental results demonstrate an efficient implementation of the proposed approach. The direct computation provides a complete switching graph while the randomized approach is more efficient in the aspect of computational time when an input object consists of a large number of faces.

Table 5.1: Results from direct intersection approach for each test object in Fig. 5.8

| Fig. | \# focus cells | \# links | \# cc | time (s) |
| :---: | :---: | :---: | :---: | :---: |
| $5.8(\mathrm{a})$ | 22 | 24 | 3 | 1.61 |
| $5.8(\mathrm{~b})$ | 177 | 384 | 1 | 19.03 |
| $5.8(\mathrm{c})$ | 503 | 1408 | 1 | 49.99 |
| $5.8(\mathrm{~d})$ | 585 | 1664 | 5 | 60.97 |
| $5.8(\mathrm{e})$ | 509 | 1451 | 12 | 53.59 |
| $5.8(\mathrm{f})$ | 527 | 1430 | 8 | 46.99 |
| $5.8(\mathrm{~g})$ | 830 | 2434 | 17 | 52.89 |
| $5.8(\mathrm{~h})$ | 2319 | 13331 | 20 | 461.42 |
| $5.8(\mathrm{i})$ | 621 | 2498 | 3 | 136.92 |

Table 5.2: Results from random sampling approach for each test object in Fig. 5.8 with 1,000 sampling points

| Fig. | \# focus cells | \# links | \# cc | time (s) |
| :---: | :---: | :---: | :---: | :---: |
| $5.8(\mathrm{a})$ | 14 | 14 | 2 | 0.06 |
| $5.8(\mathrm{~b})$ | 11 | 217 | 1 | 0.2 |
| $5.8(\mathrm{c})$ | 268 | 520 | 5 | 0.63 |
| $5.8(\mathrm{~d})$ | 226 | 462 | 10 | 0.79 |
| $5.8(\mathrm{e})$ | 99 | 130 | 15 | 0.94 |
| $5.8(\mathrm{f})$ | 92 | 157 | 5 | 1.03 |
| $5.8(\mathrm{~g})$ | 137 | 286 | 1 | 1.38 |
| $5.8(\mathrm{~h})$ | 716 | 3237 | 8 | 2.16 |
| $5.8(\mathrm{i})$ | 50 | 129 | 4 | 8.56 |


Table 5.3: Results from random sampling approach for each test object in Fig. 5.8 with


| Fig. | \# focus cells | \# links | \# cc | time (s) |
| :---: | :---: | :---: | :---: | :---: |
| $5.8(\mathrm{a})$ | 22 | 24 | 3 | 0.36 |
| $5.8(\mathrm{~b})$ | 177 | 384 | 1 | 0.56 |
| $5.8(\mathrm{c})$ | 311 | 612 | 5 | 1.22 |
| $5.8(\mathrm{~d})$ | 338 | 688 | 4 | 1.45 |
| $5.8(\mathrm{e})$ | 158 | 250 | 11 | 1.56 |
| $5.8(\mathrm{f})$ | 413 | 917 | 12 | 1.69 |
| $5.8(\mathrm{~g})$ | 235 | 520 | 11 | 2.03 |
| $5.8(\mathrm{~h})$ | 1150 | 5013 | 2 | 2.98 |
| $5.8(\mathrm{i})$ | 236 | 817 | 3 | 9.58 |

Table 5.4: Results from random sampling approach for each test object in Fig. 5.8 with 10,000 sampling points

| Fig. | \# focus cells | \# links | \# cc | time (s) |
| :---: | :---: | :---: | :---: | :---: |
| $5.8(\mathrm{a})$ | 22 | 24 | 3 | 0.67 |
| $5.8(\mathrm{~b})$ | 177 | 384 | 1 | 1.06 |
| $5.8(\mathrm{c})$ | 495 | 1307 | 1 | 2.3 |
| $5.8(\mathrm{~d})$ | 493 | 1146 | 9 | 2.39 |
| $5.8(\mathrm{e})$ | 196 | 303 | 14 | 2.55 |
| $5.8(\mathrm{f})$ | 429 | 948 | 15 | 2.52 |
| $5.8(\mathrm{~g})$ | 482 | 1166 | 16 | 3.25 |
| $5.8(\mathrm{~h})$ | 1826 | 9276 | 4 | 4.97 |
| $5.8(\mathrm{l})$ | 360 | 1436 | 4 | 11.28 |

Table 5.5: Results from random sampling approach for each test object in Fig. 5.8 with 20,000 sampling points



Figure 5.9: Shaded test objects with the number of faces $=$ (a) 14 , (b) 24 , (c) 34 , (d) 36 , (e) 38 , (f) $40,(\mathrm{~g}) 42,(\mathrm{~h}) 47$ and (i) $67 \% \mathrm{~N}$,
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Figure 5.10: A regrasp sequence generated from a switching graph of the object in Fig. 5.8(b)


Figure 5.11: A regrasp sequence generated from a switching graph of the object in Fig. 5.8(f)


Figure 5.12: A regrasp sequence generated from a switching graph of the object in Fig. 5.8(g)

## CHAPTER VI

# REGRASP PLANNING FOR A TRIANGULAR-MESH OBJECT 

### 6.1 Introduction

As we have described in the previous chapters, regrasp planning can be formulated as a graph search problem where vertices of the graph represent force closure grasps while an edge connects two grasps that can be changed between each other by simple movement. To construct such graph, it is required to compute all force closure grasps and calculate all possible simple movements. This approach works well when the object is of low complexity, e.g. polyhedron with small number of facets. However, this is not the case for most real world objects, especially when the information of the object is acquired by sensor rather than being nicely modeled by human.

To achieve complete automation, it is vital for the robot to be able to perform sensing by itself. Acquisition of object spatial structure is usually done via range sensing devices such as a laser range finder or stereoscopic cameras. The data obtained through this method usually involve thousands of surface points. This poses a very challenging issue in grasp planning because of the combinatorial explosion of the search space. Given a thousand contact points, the number of all possible 4-finger grasps reach $10^{12}$, beyond the address space of ah ordinary computer. Considering alp possible grasps would take too much time. To provide a trade-off between accuracy and computational simplicity, Goldfeder et al. (2007) applied superquadric fitting to parameterize object shapes from the point-cloud input. A grasp planning is performed in the hieratchy of superquadrics from the coarsest to finer approximations. In (Huebner et al., 2008), the minimum volume bounding box approach is used to fit input data by primitive box shapes. The result bounding boxes and data points are iteratively split to yield better box approximations. A grasp planner exploits the approximations as clues to synthesize grasps on arbitrary objects.

While the grasp planning problem for discrete contact points just recently began to receive more attention, the regrasp planning problem in the same setting remains mostly
unexplored. Most existing works in grasp planning for point data approximate the model of the object using only spatial information from the input points. Although this approach may be sufficient for computing a single grasp, it offers no clues on how a regrasp sequence can be obtained. The main contribution of this paper is to present a novel method for organizing the input contact points to facilitate the regrasp planning process. Our underlying idea is to partition the input points based on their wrenches. Contact points that can exert similar wrenches are grouped together. For each group, a representative is selected. Every set of representatives that can form a force closure grasp is then computed and referred to as a representative grasp. Our idea is motivated by a typical regrasping scenario when a supporting finger need to be placed on the object before some finger in a force closure grasp can be lifted off. Obviously, if the supporting finger can exert wrenches similar to those by the finger to be lifted off, it is likely that the object will still remain in force closure after the finger swap. The most important product of the proposed clustering strategy is the roadmap structure that leads to significant reduction of the search space. This structure is a graph that captures how representative grasps can switch among one another via finger swapping. Since each representative grasp roughly describes a different way wrenches can be aligned to form a force closure grasp, the roadmap somewhat approximates the global relationship that describes how force closure grasps can be switched among one another. Of course, an arbitrary force closure grasp may not be a member of the roadmap. Therefore, to utilize the roadmap for regrasp planing from an arbitrary initial grasp to a target grasp, we need regrasp sequences that bring the initial and the target grasps to some grasps in the roadmap. We will present methods for computing such sequences based on the clustering information. Preliminary experimental results show that most regrasp planning problems can be solved within a few seconds or a few minutes by our approach yhereas exhaustíe search fakes about day or longer.

### 6.2 Regrasp Planning on Discrete Point Set

In thịs chapter, we assume that the model of the input object is described by triangular meshes. This will result in a polyhedron with a large number of triangular facets. Each facet is usually very small relative to the entire object. We use the centroid of each facet as a possible contact point. This approach is also adopted in (Roa and Suarez, 2008). Since we consider discrete contact points, finger rolling and finger sliding which require continuous motion at a contact are not permitted. Only finger switching is considered in the planning.

### 6.2.1 Overview

The first step of regrasp planning is to compute a roadmap of all possible grasping configurations. Since we consider 4 -finger grasps, a grasping configuration consists of four contact points. A grasping configuration that satisfies force closure induces a vertex in the roadmap and the configuration is stored in this vertex. An edge joining two vertices exists when two associated grasping configurations can switch to each other. This work assumes five fingers for regrasping. Four fingers are used to securely grasp the object. The remaining finger is used for finger switching. This means that two grasping configurations that have one distinct contact point can perform finger switching which implies that there exists an edge joining the two vertices corresponding to these two grasping configurations.

There are some drawbacks associated with this traditional approach. Suppose there are $N$ contact points to consider. The possible grasping configurations are as many as $N^{4}$. For each grasping configuration, there can be as many as $4 N$ other grasping configurations that can be reached directly by finger switching. Consequently, size of a roadmap constructed from a large number of contact points could easily become larger than the memory space of an ordinary computer:

To overcome these limitations, we propose to cluster the input contact points into groups. Instead of using all contact points, one contact point is picked from each group to be a representative for constructing the representative-leyel roadmap. The number of groups is a user-defined yariable which indicates trade off between completeness and resource used in the computation. Of course, the representative-level roadmap does not cover grasping configurations consisting of some contact points that are not representatives. A local planner is required to compute a path from such grasping configurations to a grasp in the representative-level roadmap.

### 6.2.2 Spectral clustering forcontact point Set 9 ยी

Before constructing a representative-level roadmap, we apply spectral clustering algorithm to partition the input contact points into meaningful clusters. In spectral clustering, users are free to define how a cluster is meaningful according to their task at hand. However, the definition of meaningful clusters from existing works, mostly in the field of computer graphics, are not related to our regrasp planning problem. Our proposed idea is to define meaningful clusters from similarity of wrenches by means of grasping. Recall the finger switching operation: the remaining finger is placed on the object then one
finger is lifted to change grasping configuration. To maintain force closure, a reasonable heuristic is to ensure that the chosen contact point for the remaining finger and the contact point of the finger to be lifted can produce similar wrenches.

Spectral clustering takes a contact point set as input to compute an affinity matrix which embeds similarities of every pair of contact points. The matrix is solved for eigenvectors corresponding to the $k$ largest eigenvalues. The eigenvectors are then used to determine the clustering of contact points.

### 6.2.2.1 Affinity Matrix

Affinity matrix contains information that reflects how contact points are grouped according to their applicable forces and torques. Each pair of contact points is measured for pairwise distance. The pairwise distances of all pairs form a matrix that encodes similarity between contact points. An affinity matrix is symmetric and denoted by $A \in$ $\mathbb{R}^{N \times N}$, where $0 \leq a_{i j} \leq 1$ for all contact points $i$ and $j$. Element $a_{i j}$ encodes the likelihood that contact points $i$ and $j$ can be clustered into the same group. Let $\boldsymbol{f}_{i}, \boldsymbol{r}_{i}$ be a unit force perpendicular to the object'ssurface and the position of $i$ th contact point w.r.t. a reference point $\boldsymbol{o}$. The associated torque is $\boldsymbol{t}_{i=}=\left(\boldsymbol{r}_{i}-\boldsymbol{o}\right) \times \boldsymbol{f}_{i}$. The wrench generated by $\boldsymbol{f}_{i}$ at this contact point $i$ is therefore $w_{i}=\left(\boldsymbol{f}_{i}, \boldsymbol{t}_{i}\right)$. When friction is assumed, the friction cone at contact point $i$ is-approximated using an $m$-sided pyramid bounded by $\boldsymbol{f}_{i 1}, \ldots, \boldsymbol{f}_{\text {im }}$. The associated wrench cone is defined by $\boldsymbol{w}_{i 1}, ., \boldsymbol{w}_{i m}$ and called primitive wrenches.

Since a force closure test in the wrench space considers only the directions of wrenches, the distancelfunction is fommuater based on measuring the angle between two wrenches from two distinct contact points, which can be calculated from their inner product. However, the torque component of a wrench depends on the choice of the origin assumed in the torque calculation. We therefore use che centroid of the object as the reference origin. Since any vector $\left(\boldsymbol{r}_{i}-\boldsymbol{o}\right)$ is a constant vector, the toque component of the associated wrench is not affected by any rigid transformation applied to the object, i.e., independent from the object's pose.

The proposed pairwise distance between two contact points $i$ and $j$ considers the difference between wrenches that the two contact points can exert. Roughly speaking, we compare the geometries of the two wrench cones. Instead of integrating all differences between all pairs of wrenches from the two cones, an approximation is taken by
comparing only the boundaries of the linearized wrench cones, i.e., angles between the primitive wrenches from the two wrench cones are measured. Each primitive wrench of $i$ is compared with a primitive wrench of $j$. Obviously, there are many ways to match pairs of primitive wrenches for comparison. We have to select one correspondence that is appropriate for the distance function. Since the linearization of a friction cone is in either a clockwise or counterclockwise order, the result primitive wrenches are arranged in the same order and a reasonable correspondence of the primitive wrenches has to preserve this order. The starting index for a wrench cone in the comparison is however not necessary the first index obtained from the linearization. The indices of the primitive wrenches of a contact point can all be shifted by an integer $x$ while preserving the order. Without loss of generality, we apply the shifting $x$ for the primitive wrenches of the contact point $j$. The angles between $\boldsymbol{w}_{i 1}, \ldots, w_{i m}$ and $\boldsymbol{w}_{j(1+x \bmod m)}, \ldots, \boldsymbol{w}_{j(m+x \bmod m)}$ are measured pair by pair in order (Fig. 6.1). The summation of these angles defines our geometrical difference between these two wrench cones. However, this value is varied by changing $x$. We imitate the principal of the shortest distance between two bodies in the Euclidean space: by varying $x$, the minimal summation of angles is used as the pairwise distance.

The difference between two wrench cones is measured as follows
where $0 \leq x \leq m-1$ and $k+x \in \mathrm{Z}_{m}$. Since value of $N \mathcal{F}(i, j)$ depends on the number of pyramid's sides, the distance function is normalized as $\bar{d}(i, j)=M(i, j) / m$.


Figure 6.1: Transformation distance: An example of cones in 3D where the numbers show the order of comparison (a) $x=0$ (b) $x=2$

The Gaussian similarity function is applied to encode pairwise measures into the affinity matrix. It is formed by an exponential function as

$$
a(i, j)=e^{-d(i, j) / 2 \sigma^{2}} .
$$

Clearly, $0 \leq a_{i j} \leq 1$, and contact points of which their pairwise distance is smaller have larger affinities between them. The issue of choosing $\sigma$ is neglected. We simply choose $\sigma$ as the average of all measures, i.e., $\sigma=\frac{1}{N^{2}} \sum_{1 \leq i, j \leq N} d(i, j)$.

### 6.2.2.2 Spectral Clustering Algorithm

The spectral clustering algorithm in (Ng et al., 2001) is applied. The eigenvectors of the affinity matrix are used in clustering of contact points. The spectral clustering algorithm from ( Ng et al., 2001) is as follows.
i. Compute the affinity matrix $A$.
ii. Define $D$ to be the diagonal matrix whose $(i, j)$-element is the sum of $A$ 's $i$-th row, and construct the matrix $L=D^{-1 / 2} A D^{-1 / 2}$
iii. Compute the eigenvectors $\boldsymbol{v}_{1}, 2 v_{k}$ of $L$ associated with the $k$ largest eigenvalues.
iv. Construct the matrix $V=\left[v_{1} v_{2} \ldots v_{k}\right] \in \mathbb{R}^{N \times k}$ by stacking the eigenvectors in columns.
v. Form the matrix $U$ from $V$ by normalizing the row sums to have unit length, that is $u_{i j}=v_{i j} /\left(\sum_{k} v_{i j}^{2}\right)^{1 / 2}$
vi. Extracting each row of $\mathbb{Z}$ as a point in $\mathbb{R}^{k} k$, cluster them into clusters $K_{1}, \ldots, K_{k}$ by performing $k$-means algorithm
vii. Assign the original contact point $p_{i}$ to cluster $K_{j i}$ if and only if row $i$ of the matrix $U$ is assigned to cluster $K$. 610 NM / J/E 61 c

After running the clustering algorithm, we need to construct some structures for further uses in regrasp planning. Let the input contact points be stored in a table denoted by $T_{O}$. From the above clustering algorithm, Euclidean distances in the affinity matrix are used to partition the input contact points. We then apply the same distance measurement for the successor procedures instead of the pairwise distance measurement proposed in Section 6.2.2.1. The contact point associated with the row vector of $U$ that is closest to the center of $K_{j}$ is chosen to be the representative of the cluster $K_{j}$. We construct a
matrix $E$ to store Euclidean distances between all row vectors of $U$ and the centers of all clusters. A matrix $F$ contains Euclidean distances among all row vectors. A table $T_{R}$ is constructed to store all representatives.

### 6.2.3 Constructing Representative-Level Roadmap

We are now ready to compute a roadmap for the representatives. All vertices are constructed by checking force closure grasp for every four representatives in $T_{R}$. We call such grasping configurations representative grasping configurations. Each representative grasping configuration satisfying force closure is assigned to a vertex. The number of vertices in a switching graph is equal to the number of grasps found in force closure checking. In this chapter, we apply the algorithm of (Niparnan and Sudsang, 2007) for fast filtering grasps that do not satisfy the necessary condition. Grasps that pass the filter are then verified for force closure by applying the algorithm of (Zhu and Wang, 2003a). An edge joining two vertices of which corresponding representative grasping configurations can switch to each other can be easily computed by checking the number of common contact points between the two corresponding configurations. Since 4-finger force closure grasps are considered, two representative grasping configurations can switch to each other when they share three common contact points. The computed representative-level roadmap is denoted by $R$.

### 6.2.4 Planning Regrasp Sequence

The regrasp sequence planning process is splitted into two level search: in representative-level roadmap and in local roadmap. In the previous section, the construction of representative-level roadmap has been aescribed. A regrasp sequence acquired from the representative-level roadmap contains only configurations consisting of contact points in $T_{R_{0}}$ which is a subset of of the original contact point set $\hat{T}_{O_{0}}$ This means that traversal in the representative-leyebroadmap does not cover grasping configurations that consist of some contact points in $T_{O} \backslash T_{R}$. Therefore, for arbitrary initial and goal grasps, the regrasp planner has to find regrasp sequences that link both grasps to some grasps in the representative-level roadmap.

An intuitive way is to find a path from the initial grasp or the goal grasp to their representative grasp, i.e., the grasp that consists of the representatives of all contact points forming the initial grasp or the goal grasp. The planner performs Algorithm 1 which exploits a heuristic of similarity in a cluster to determine a vertex in the representative-level
roadmap that the initial grasp or the goal grasp should be switched to. Let $g$ be the initial grasping configuration or the goal grasping configuration that consists of contact points $p_{a}, p_{b}, p_{c}$ and $p_{d}$. Let us denote by $p_{a^{\prime}}, p_{b^{\prime}}, p_{c^{\prime}}$ and $p_{d^{\prime}}$ the representatives of the clusters that respectively contain $p_{a}, p_{b}, p_{c}$ and $p_{d}$. Also denote by $g^{\prime}$ the representative grasping configuration consisting of $p_{a^{\prime}}, p_{b^{\prime}}, p_{c^{\prime}}$ and $p_{d^{\prime}}$. If $g^{\prime}$ does not achieve force closure, i.e. the vertex defining $g^{\prime}$ is not in the representative-level roadmap $R$, the planner then performs Algorithm 2. Otherwise, a regrasp sequence from $g$ to $g^{\prime}$ is planned as follows.

For each contact point $p_{i^{\prime}}$ of $g^{\prime}(i=a, \ldots, d)$, all contact points in $T_{O}$ that are in the same cluster of $p_{i^{\prime}}$ are considered. We exploit nearness among $p_{i}, p_{i^{\prime}}$ and contact points in the cluster to limit search space in local planning. The distance $F_{i i^{\prime}}$ between $p_{i}$ and $p_{i^{\prime}}$ is queried from $F$. A contact point $j$ in the cluster that induces $F_{i j} \leq F_{i i^{\prime}}$ and $F_{i^{\prime} j} \leq F_{i i^{\prime}}$ is copied to a set $S_{i}$. We then compute all possible 4 -finger force closure grasps such that the first, second, third and forth contact points are picked from $S_{a^{\prime}}, S_{b^{\prime}}, S_{c^{\prime}}$ and $S_{d^{\prime}}$, respectively. A local roadmap is then constructed such that each of its vertices represents each force closure grasp mentioned above, and each of its edges joins two vertices representing two grasping configurations with three common contact points (finger switching is possible). With a local roadmap, any graph search can be used to retrieve a path from the vertex representing $g^{\prime}$ to the vertex representing $g$. If no such path can be found, the planner invokes Algorithm 2.

```
Algorithm 1
    Determine \(p_{a^{\prime}}, p_{b^{\prime}}, p_{c^{\prime}}, p_{d^{\prime}}\) and \(g^{\prime}\)
    if \(g^{\prime} \notin R\) then
        Algorithm 2
    else
```



```
        if path \(=\operatorname{FindPath}\left(L, g, g^{\prime}\right)\) then
```



```
            Algorithm 2
        end if
    end if
```

Algorithm 2 again exploits the information of clusters. It is invoked when $g^{\prime}$ does not achieve force closure or Algorithm 1 fails to find a regrasp sequence from $g$ to $g^{\prime}$. The underlying idea of this algorithm is to find another appropriate representative grasping configuration, which the given grasping configuration will change to, that satisfies force closure and has one different contact point from $g^{\prime}$. Since the new representative grasping
configuration does not consist of all representatives of the given grasping configuration, to apply the same local planning strategy, we have to relocate one contact point of the given grasping configuration from its cluster to the cluster of the different representative. A local planning, is then performed among one changed cluster and three unchanged clusters, which guarantees that $g$ and the new representative grasping configuration are force closure. However, this method perturbs the local properties of the changed clusters. To minimize the effect of this transfer and to maximize the use of local property, this algorithm aims to transfer one contact point in $g$ to its second nearest cluster. The procedure FindNearestCluster begins with finding vertices in $R$ of which the representative grasping configuration $f^{\prime}$ has one distinct representative from $g^{\prime}$. Let $p_{x^{\prime}}$ and $p_{y^{\prime}}$ be the distinct representative of $g^{\prime}$ and $f^{\prime}$. The associated contact point of $p_{x^{\prime}}$ is denoted by $p_{x}$. We query the matrix $E$ for the distance between $p_{x}$ and the center of cluster $K_{y^{\prime}}$ of $p_{y^{\prime}}$. All representative grasping configurations in $R$ having one distinct representative from $g^{\prime}$ are used to query the distances. The pair that induces the shortest distance between them is selected for locality reason. Now we redefine some notations to understand the pseudocode. Let the selected contact point be $p_{x}$, its cluster be $K_{x^{\prime}}$, its second nearest cluster be $K_{y^{\prime}}$ and the representative grasping configuration possessing the cluster $K_{y^{\prime}}$ be $f^{\prime}$. This procedure returns the variable $X$ which consists of $p_{x}^{\prime}, K_{x^{\prime}}, K_{y^{\prime}}$ and $f^{\prime}$. If $X$ is determined, we then temporarily add $p_{x}$ into $K_{y^{\prime}}$. Let $f^{\prime}$ consist of $p_{q}, p_{r}, p_{s}, p_{t}$. We perform a local roadmap construction as applied in Algorithm 1 and find a path between $g$ and $f^{\prime}$ which both are members of the local roadmap.

```
Algorithm 2
    Determine \(p_{a^{\prime}}, p_{b^{\prime}}, p_{c^{\prime}}, p_{d^{\prime}}\)
    \(X=\) FindNearestCluster \(\left(p_{a^{\prime}}, p_{b^{\prime}}, p_{c^{\prime}}, p_{d^{\prime}}\right)\)
```



```
    else
```



```
        \(L=\) ConstructRoadmap \(\left(S_{q}, S_{r}, S_{s}, S_{t}\right)\)
        if path \(=\operatorname{FindPath}\left(L, g, f^{\prime}\right)\) then
            Remove \(p_{x}\) from \(K_{y^{\prime}}\)
            return path
        else
            Remove \(p_{x}\) from \(K_{y^{\prime}}\)
            Algorithm 3
        end if
    end if
```

If finding a path from $g$ to $f^{\prime}$ still does not achieve, Algorithm 3 is applied by updat-
ing the representative-level roadmap. The contact points $p_{a}, p_{b}, p_{c}, p_{d}$ are now considered as representatives. Let $T_{G}$ be a set of the contact points $\left\{p_{a}, p_{b}, p_{c}, p_{d}\right\}$. All grasping configurations partially consisting of some contact points in $T_{G}$ are verified for force closure condition and reported as new vertices in $R$. New edges are computed among the new vertices and between the new vertices and the recent vertices of $R$ to complete updating $R$. Clearly, $g$ is associated with a vertex in $R$. Therefore, a path from $g$ to any grasp in $R$ can be computed by a graph search.

```
Algorithm 3
    \(T_{G}=\left\{p_{a}, p_{b}, p_{c}, p_{d}\right\}\)
    \(T_{A}=T_{R} \cup T_{G}\)
    \(L=\) ConstructRoadmap \(\left(T_{A}, T_{A}, T_{A}, T_{G}\right)\)
    Update \(R\) by adding \(L\) and linking \(L\) to \(R\)
```

In conclusion, the overall algorthm firstly clusters the input contact points. Then a representative-level roadmap $R$ is constructed from the representatives. To query a regrasp sequence from an initial grasping configuration $g$ to a goal grasping configuration $h$, they have to be linked with $R$ by using Algorithm 1 and 2 . These algorithms find a path between $g$ to a vertex in $R$ and so on for $h$. If the algorithms fail to report a path, Algorithm 3 is performed by adding $g$ or $\hbar$ into $R$. Finally, a graph search is then applied to find a path connecting two grasps in $R$ :

### 6.3 Experiments and Results

The test objects are shown in Fig. 6.2. They are simplified and modeled with about 500 and 1000 triangular meshes. The half angle of friction cones is $10^{\circ}$. All objects are clustered into 30,50 and 70 groups for regrasp planning, All run times are measured on a PC with a 2.4 GHz CPU.Examples of regrasping sequences are presented in Fig. 6.3 and 6.4 .

## 

Table 6.1-6.6 show the result from the construction of representative-level roadmaps. The result presents for each test object the number of force closure grasp vertices of the resulting representative-level roadmap, time spent in the construction and the number of connected components of the roadmap. The numbers of vertices of roadmaps depend heavily on the numbers of groups. Another factor is the object's shape. The objects in Fig. 6.2(a) and (f) result in more vertices than the others due to their sphere-like shapes which generally yield more force closure grasps. Note that the number of vertices is much smaller than the total number of force closure grasps that can be formed by the input contact points (up to millions for each test object). Small number of connected components


Figure 6.2: Test objects
indicates high probability to have a path joining any two vertices in the roadmap.

The tables also present the result from querying regrasping sequences. We randomly pick 30 pairs of force closure grasps to serve as the initial and target grasps for each query. Although the number of connected components of the representative-level roadmaps are quite large for some objects, successful regrasping sequences can be found for most pairs of grasps. This implies that the majority of grasps lie in the same connected component. The success rates tend to increase when the numbers of groups are increased as we can see from the situations when the numbers of groups are changed from 30 to 50. Minimum, maximum and average querying times are also shown in the tables. The numbers of vertices and the numbers of meshes affect computational times used to find a path connecting tyo grasps. The formereffects when Algorithm 2, 3 and representativelevel planner are executed whereas the later effects when all local planners are executed. From out experiments, minimum times are spent when both initial ând target grasps can connect to representative-level roadmaps by Algorithm|1. Maximum times mostly occur when Algorithm 3 is provoked. However, when the number of groups is quite low such as 30 groups of 1,000 triangles, the average number of members in a group is greater than the number of groups so that computing a local roadmap by Algorithm 1 and 2 takes more computational time than provoking Algorithm 3. As discussed above, our approach provides trade off between completeness and resource used in the computation. From the results, the numbers of vertices and the success rates depend on the numbers of groups. Less number of groups provides faster computational times but variations of grasps and success rates decrease. This is reasonable for an ordinary personal computer to be used
in the regrasp planning problem.

For more insight of the local planners, the results of local planning are shown in Table 6.7-6.12. For each setting, we sample 10,000 force closure grasps. For Algorithm 1 , each sampled grasp is verified whether the associated representatives form a force closure grasp. The numbers of force closure grasps found are shown in percent. For Algorithm 2, the procedure FindNearestCluster is executed for each sampled grasp. A grasp passes the verification if the variable $X$ is determined. Then 30 grasps are randomly picked from the sampled grasps that pass the verification for each algorithm. Each grasp is planned for a regrasping sequence that joins it to the representative-level roadmap. The results list the numbers of grasps (out of 30 ) for which such sequence are found. To measure the efficiency of Algorithm 3, 30 sampled grasps that do not pass the verifications of Algorithm 1 and 2 are randomly picked. We then perform Algorithm 3 for each of them and verify whether it connects with part of the representative-level roadmap that exists before the update by Algorithm 3

The results show the low passing rate of the verification by Algorithm 1 for some objects. Most grasps that pass the verification however can be connected to the representative-level roadmap. Algorithm 2 appears to be more effective than Algorithm 1. The passing rates for the verification of Algorithm 2 are significantly higher than those of Algorithm 1, (with slightly fewer regrasping sequences found on average). However, Algorithm 1 is still needed because of its considerably higher verification speed. By varying the numbers of groups, in most cases, the results show that the execution rates of Algorithm 1 and 2 increase and the numbers of achievements of path connection also tend to increase when the number of group is increased. Although applying Algorithm 3 can connect most grasps to the representative-leyeldoadmap, it takes much longer to update the representative-level roadmap than to run both Algorithms 1 and 2 (the computational timestare not shown here). However, computationaftime of Algorithm 3 will decreâse when the number of groups is decreased because the number of vertices of the representative-level roadmap decreases and updating the representative-level roadmap takes less computational time.

### 6.4 Summary

We have proposed a new approach to solve the regrasp planning problem. Existing methods typically solve the problem only for a complete solution. However, using such approach on real world data such as highly complex contact points is next to impossible.

Table 6.1: Result of 500 mesh objects clustered into 30 clusters

| Fig. | \#Vert | \#CC | time(s) | \#Con | Search time(s) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | max | avg |  |
| (a) | 2156 | 1 | 3.04 | 30 | 0.21 | 3.46 | 0.94 |
| (b) | 1101 | 1 | 1.60 | 30 | 0.14 | 3.27 | 1.28 |
| (c) | 386 | 7 | 0.66 | 28 | 0.16 | 2.06 | 0.94 |
| (d) | 341 | 13 | 0.61 | 26 | 0.12 | 2.98 | 1.01 |
| (e) | 374 | 14 | 0.65 | 27 | 0.15 | 1.82 | 0.76 |
| (f) | 2071 | 1 | 2.84 | 30 | 0.31 | 7.16 | 1.80 |

Table 6.2: Result of 500 mesh objects clustered into 50 clusters

| Fig. | \#Vert | \#CC | fine(s) | \#Con | Search time(s) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | min | max | avg |  |  |  |  |
| (a) | 15928 | 1 | 22.67 | 30 | 1.62 | 19.92 | 2.47 |
| (b) | 7752 | 2 | 10.89 | 30 | 0.79 | 17.32 | 3.12 |
| (c) | 2970 | 12 | 4.98 | 30 | 0.32 | 7.42 | 1.82 |
| (d) | 2281 | 12 | 4.25 | 29 | 0.23 | 6.16 | 1.92 |
| (e) | 2479 | 31 | 4.39 | 28 | 0.24 | 7.77 | 2.69 |
| (f) | 10993 | 2 | 15.54 | 30 | 1.13 | 15.85 | 3.25 |

This is due to combinatorial explosion of the search space. Our approach provides trade off between completeness and the resource used in the computation. It clusters the input using spectral clustering. The representatives from all clusters are used to constrain possible search space. The underlying idea is similar to that of the classical motion planning problem. We construct a partial solution, called a representative-level roadmap. This allows the original problem to be divided into three parts: planning regrasp sequence from the starting grasp to the roadmap, planning regrasp sequence in the roadmap and, finally, planningregrasp sequence from the roadmap to the target grasp. Since the set of representatives contains much fewer contact points, solving the problem on the roadmap is much less complex. Nevertheless, this is achieved at the cost of completeness.

Table 6.3: Result of 500 mesh objects clustered into 70 clusters

| Fig. | \#Vert | \#CC | time(s) | \#Con | Search time(s) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\min$ | $\max$ | avg |  |
| (a) | 69898 | 1 | 100.55 | 30 | 10.88 | 76.42 | 13.42 |
| (b) | 30434 | 1 | 44.58 | 30 | 4.02 | 23.48 | 4.84 |
| (c) | 8562 | 9 | 16.28 | 30 | 0.67 | 10.06 | 4.07 |
| (d) | 10322 | 10 | 19.03 | 30 | 0.73 | 22.41 | 3.79 |
| (e) | 7683 | 23 | 14.87 | 30 | 0.45 | 15.29 | 4.20 |
| (f) | 51675 | 3 | 73.17 | 30 | 8.49 | 160.31 | 14.02 |



Table 6.4: Result of 1000 mesh objects clustered into 30 clusters

| Fig. | \#Vert |  | time(s) | \#Con | Search time(s) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | min | max | avg |
| (a) | 2813 | 1 | -3.91 | 130 | 1.17 | 19.50 | 7.26 |
| (b) | 754 | 1 | 6,4.13 | 29 | 0.89 | 25.13 | 7.34 |
| (c) | 846 | 2 | 1.29 | 30 | 0.16 | 11.45 | 3.33 |
| (d) | 321 | 14 | -0.59 | 24 | 0.42 | 6.49 | 2.68 |
| (e) | 278 | 12 | 0.51 | 28 | 0.20 | 7.45 | 1.78 |
| (f) | 1137 | 3 | 1.66 | 30 | 1.15 | 29.11 | 7.67 |

ศูนย์วิทยทรัพยากร
Table-6.5: Result of 1000 mesh objects,clustered into 50 clusters

| Fig. | \#Vert | \#CC | time(s) | \#Con | Search time(s) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | min | max | avg |  |
| (a) | 17056 | 1 | 24.25 | 30 | 2.19 | 42.75 | 10.56 |
| (b) | 6249 | 1 | 9.02 | 30 | 0.85 | 11.95 | 3.28 |
| (c) | 3747 | 7 | 6.02 | 30 | 0.40 | 6.01 | 2.36 |
| (d) | 1969 | 11 | 3.75 | 29 | 0.20 | 7.40 | 2.29 |
| (e) | 3770 | 12 | 6.09 | 30 | 0.43 | 9.67 | 2.79 |
| (f) | 14580 | 2 | 20.37 | 30 | 2.04 | 21.25 | 5.65 |

Table 6.6: Result of 1000 mesh objects clustered into 70 clusters

| Fig. | \#Vert | \#CC | time(s) | \#Con | Search time(s) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | max | avg |  |
| (a) | 79444 | 1 | 110.41 | 30 | 15.82 | 18.16 | 16.83 |
| (b) | 25064 | 2 | 36.04 | 30 | 3.62 | 28.40 | 7.37 |
| (c) | 9288 | 19 | 17.08 | 30 | 0.89 | 12.99 | 4.19 |
| (d) | 11352 | 11 | 20.19 | 30 | 1.01 | 23.53 | 5.29 |
| (e) | 8258 | 23 | 15.33 | 29 | 0.76 | 10.12 | 4.28 |
| (f) | 46386 | 3 | 64.47 | 30 | 7.88 | 164.11 | 22.22 |

Table 6.7: Result of local planning of 500 mesh objects clustered into 30 clusters

| Fig. | Algorithm 1 |  |  | Algorithm 2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  | \%run | \#conneet | Orun | \#connect | \#connect |
| (a) | 24.58 | 30 | 87.75 | 29 | 30 |
| (b) | 25.94 | 29.64 | 81.23 | 30 | 30 |
| (c) | 8.90 | 22 | 72.47 | 24 | 29 |
| (d) | 7.57 | 26 | 70.49 | 26 | 29 |
| (e) | 6.06 | 25 | 63.01 | 23 | 28 |
| (f) | 37.88 | 30 | 84.77 | 30 | 30 |

## ศูนย์วิทยทรัพยากร

Table 6.8: Result of local planning of 500 meshobjectsclustered into 50 clusters

| Fig. | Algorithm 1 |  | Algorithm 2 |  | Algorithm 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | \%run | \#connect | \%run | \#connect | \#connect |
| (a) | 30.21 | 30 | 93.24 | 30 | 30 |
| (b) | 34.88 | 28 | 87.45 | 29 | 30 |
| (c) | 15.24 | 27 | 84.69 | 24 | 29 |
| (d) | 9.62 | 28 | 81.14 | 24 | 30 |
| (e) | 9.62 | 27 | 79.12 | 21 | 29 |
| (f) | 32.32 | 30 | 90.33 | 30 | 30 |

Table 6.9: Result of local planning of 500 mesh objects clustered into 70 clusters

| Fig. | Algorithm 1 |  | Algorithm 2 |  | Algorithm 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | \%run | \#connect | \%run | \#connect | \#connect |
| (a) | 40.59 | 30 | 95.08 | 28 | 30 |
| (b) | 47.41 | 29 | 92.49 | 24 | 30 |
| (c) | 14.65 | 27 | 89.13 | 20 | 30 |
| (d) | 14.90 | 26 | 91.72 | 23 | 30 |
| (e) | 10.25 | 27 | 87.35 | 19 | 30 |
| (f) | 47.54 | 30 | 93.64 | 30 | 30 |

Table 6.10: Result of local planning of 1000 mesh objects clustered into 30 clusters

| Fig. | Algorithm 1 |  |  | Algorithm 2 |  | Algorithm 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \%run | \#conneet | Orun | \#connect | \#connect |  |
| (a) | 30.28 | 30 | 86.91 | 30 | 30 |  |
| (b) | 24.49 | 30.6 | 80.42 | 28 | 30 |  |
| (c) | 15.92 | 26 | 79.84 | 24 | 29 |  |
| (d) | 6.46 | 28 | 68.67 | 28 | 30 |  |
| (e) | 4.01 | 25 | 60.50 | 27 | 29 |  |
| (f) | 25.27 | 30 | 83.20 | 30 | 30 |  |

## ศูนย์วิทยทรัพยากร

Table 6,11 Resultof local planning of 1000 mesh objects clustered into 50 clusters

| Fig. | Algorithm 1 |  | Algorithm 2 |  | Algorithm 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | \%run | \#connect | \%run | \#connect | \#connect |
| (a) | 30.01 | 30 | 92.79 | 30 | 30 |
| (b) | 38.01 | 30 | 89.28 | 30 | 30 |
| (c) | 17.18 | 25 | 84.08 | 22 | 30 |
| (d) | 9.05 | 28 | 78.80 | 30 | 30 |
| (e) | 10.59 | 27 | 85.08 | 27 | 30 |
| (f) | 43.17 | 30 | 92.03 | 29 | 30 |

Table 6.12: Result of local planning of 1000 mesh objects clustered into 70 clusters

| Fig. | Algorithm 1 |  | Algorithm 2 |  | Algorithm 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | \%run | \#connect | \%run | \#connect | \#connect |
| (a) | 38.39 | 30 | 95.07 | 30 | 30 |
| (b) | 40.72 | 29 | 91.80 | 28 | 30 |
| (c) | 12.89 | 28 | 89.44 | 23 | 30 |
| (d) | 16.06 | 28 | 90.74 | 27 | 30 |
| (e) | 9.23 | 27 | 86.34 | 28 | 30 |
| (f) | 49.28 | 29 | 93.77 | 30 | 30 |


(d)
(e)
(f)


Figure 6.3: A regrasping sequence for the object in Fig. 6.2(b) with 500 triangles clustered into 50 groups

(m)

Figure 6.4: A regrasping sequence for the object in Fig. 6.2(d) with 1000 triangles clustered into 30 groups

## CHAPTER VII

## CONCLUSION

### 7.1 Dissertation Summary

In this work, we consider the problem of regrasp planning on an object that is described by a polygon, polyhedron or a set of discrete contact points. Given an object, our algorithm constructs a graph structure that stores sets of force-closure grasps and captures abilities of changing grasping configurations among these grasp sets using basic operations which are finger switching and finger aligning.

For a polygon, our algorithm computes a switching graph to store sets of forceclosure grasps. A node in the graph centains a set of 2 -finger grasps, concurrent grasps or parallel grasps for couple or triple of polygonal edges. In the same node, a finger aligning can be performed withoutlosing contacts on the grasped edges. A finger switching is performed to change grasping configuration between two different sets of grasped edges. This operation directly involves with an edge of the switching graph. We apply a necessary and sufficient condition for 2 -finger force-closure grasp to compute a 2 -finger grasp node. However, in the case of 3-finger grasps, a necessary and sufficient condition is non-linear. We simplifies the condition into two grasping types : concurrent grasps and parallel grasps of which constraints are linear. Further, representations of all grasping types are in 2D and 3D spấces, we can apply dinear algebra and computational geometry theory to compute the complete switehing graph. N ? $\}$

For a polygon consisting of a large number of edges, we propose an algorithm to solve the problem of finger switching by three fingers. A nodetin aswitching graph contain a connected set of 2 -finger grasps. This allows finger aligning across edges of a polygon and also reduces computational cost of a switching graph construction. By applying the principal of $L_{\infty}$ Voronoi diagram, we can locally optimize finger switching based on independent contact region criterion.

For the 3D case, for each four faces of a polyhedron, we consider only concurrent grasps which can be represented by a set of points in spatial. Out algorithm applies the same principal of the polygon case. A node of the switching graph contains a set of
concurrent grasps for four grasped faces. An edge linking two nodes when there exist two grasps from the distinct nodes that change to each other using a finger switching. However, computing a complete switching graph may take much running time. We propose a random approach to compute partial solution of a switching graph. The obtained switching graph is constructed in lazy fashion, i.e., actual force-closure grasp sets are not computed when the switching graph is being constructed. The results show that the random approach drastically decreases running time but it can almost capture the topology of the complete switching graph.

For the discrete contact point set case, we propose a heuristic approach to solve the regrasp planning problem. Since the input is discrete, only the finger switching is considered. Our algorithm exploits similarities among contact points to group them into disjoint clusters. This principal is induced from the finger switching. If we want to change one contact point in a grasping configuration, contact points that produce similar wrenches are appropriate for switching. Therefore, contact points producing similar wrenches are grouped into the same cluster. A representative contact point is chosen for each cluster. A graph structure called representative-level roadmap is construted by considering 4-finger force-closure grasps whose configurations consist of representative contact points to decrease search space for regrasp planning. Clearly this roadmap does not cover all contact points. Given arbitrary initial and target grasping configurations, a local planner is also proposed to find paths from these grasping configurations to the representative-level roadmap. In our experiments, the results show that our approach can mostly find a regrasp sequence between two arbitrary grasping configurations in a few seconds whereas constructing the complete roadmap and planning a regrasp sequence over it seem to be not possible using an ordinary PC, 9 なQNE?

### 7.2 Further Improvement and Extension

In this section we list some future improvement and extension that could be done to this work.

1. Condition improvement: All force-closure conditions applied for regrasp planning of a polygon and a polyhedron are sufficient conditions. To plan in the complete search space, necessary and sufficient conditions could be taken place. A new planner is needed to handle with non-linear constraints. Appropriate grasping representations are also required to describe a set of force-closure grasps. However, it is quite complex to compute the exact geometry of a grasp set. A node of a switch-
ing graph may contain a set of constraints instead. An edge may contain a set of constraints for finger switchings. We can apply non-linear optimization to prove the existence of a solution of non-linear constraints. we are also interested in addition of the other two types of 4 -finger force closure grasps (i.e., pencil and regulus grasps) to our regrasp planning.
2. Optimized regrasp sequence: A regrasp sequence obtained from our algorithm is guaranteed for force-closure but it is not considered for its quality or qualities of grasps in the sequence. Quality measure metrics for a grasp can be exploited such as independent contact region, Q-distance, etc. There are many ways to determine a quality of a regrasp sequence such as integrating qualities of all grasps in the sequence or optimizing bound of qualities of all grasps in the sequence.
3. Random approaeh improvement and application: The random approach in this work uses the ordinary random function in $\mathrm{C}++$ programming language. There are many probabilistic approaches in motion planning such as PRM and RRT that could be improve convergence of the switching graph construction. We can also apply the random approach to plan a regrasp sequence over pre-computed sets of force-closure grasps and finger swifching in a switching graph. For example, in the case of a polyhedron, sample points in a focus cell for finger aligning and sample points in the intersection of two focus cell that have one distinct grasped face for finger switching operations.
4. Local planning improvement: For the problem of regrap planning for discrete contact points, we can speed up the local planner by exploiting the properties of the spectral clustering algorithm. In the elustering procedure, the measurement of a contact point is converted into Euclidean space and $L-2$ distance is used to cluster contact points. Since $L-2$ distance is metric distance function, we can apply the existence nearest neighbor search algorithms to impreve the determination of sets $S_{i}$. 9
5. Including hand constraints: With pre-computed sets of force-closure grasp at hand, we can plan a regrasp sequence in these sets including kinematic and dynamic constraints of a hand without verifying for force-closure anymore. Recently, probabilistic approaches are reasonable when these constraints are included.

### 7.3 Discussion

An autonomous robot that accomplishes a required task with minimum supervision is a goal yearned by most researchers. A similar goal is also set for the dexterous manipulation problem. It is the uttermost goal of this dissertation to, at least, provide a stepping stone to that problem.

Recently, robot hands are widely applied to many tasks instead of human because they work with more decision and endurance. As we can see in many industries, robot hands are programmed to assembly cars or tiny circuit boards. However, the ability of the robot hands are much less comparing with a human hand. To control a robot hand, a planner has to consider many constraints : task, grasping stability, kinematic constraints and dynamic of the hand. Kinematic/focuses on a robot hands' geometry, an object's geometry, configurations and limitations that allow us to derive relations among joints and fingertips' positions and also relations between the hand and the object. Many works in kinematics often assume that a robot hand is perfectly controlled neglecting hand dynamic. Actually, forces at fingertips are exerted via movements or rotations of joints in a robot hand which requires analysis of hand dynamic. The remaining procedure is to control forces and torques of joints for precision of fingertip positioning and forces exerted at the fingertips. Although hand kinematic and dynamic are necessary for analysis of the dexterous manipulation, it also requires higher level planner that provides a manipulation sequence satisfying geasping constraints. Recently, there are a few works that attack the problem of planning a sequence of finger repositioning which our work focuses on. Our planner provides a sequence of finger repositioning that all grasps in the sequence satisfy force-closure. For a given object, our approach/constructs a graph structure that contains a set of force-closure grasps in a nope and an edge is associạted with the finger switching operation. We apply this graph structure as a framework for the regrasp planning problem. Since the graph contains sets of force-closure grasps, a planner is alowed to include other constraint\$such as kinematic or dynamic of an arbitrary hand for a regrasp sequence that all grasps satisfying these additional constraints also maintain force-closure.

The main advantage of the switching graph is that it explicitly contains sets of force-closure and sets of finger switchings. Note that the traditional necessary and sufficient conditions for computing a set of force-closure grasp on given edges are non-linear. Therefore, the set of force-closure grasps is implicitly represented by non-linear constraints which are complex to transform them into geometries. The advantage of our approach is strongly based on the simplifications of force-closure conditions. In 2D, we
classify grasps into three types which are the 2-finger grasp, the concurrent grasp and the parallel grasp. For given grasped edges, the conditions of all grasping types can be formulated into linear constraints. A set of 2-finger grasps and a set of concurrent grasps are represented by a set of points in the plane. In contrast, a set of parallel grasps consists of polytopes in the 3D parameter space. Finger switchings between grasps in distinct two sets are computed using existing boolean operation of polygons in the plane. Although our approach simplifies the force-closure conditions into sufficient conditions, but we can solve the problem efficiently using linear algebra and computational geometry in 2D. The results evidences that the proposed approach covers a large number of force-closure grasp sets which adequate for the regrasp planning of a polygon.

For a polyhedron, we focus on concurrent grasps which are natural for 3D grasping, i.e., exerted forces intersect at a point. A set of points in spatial is used to represent a concurrent grasp set. Although the condition of concurrent grasps is just a sufficient condition, but it reduces the dimension of the representation from 8D ( 2 parameters for a contact point) into 3D. This condition allows us to apply the existing geometric computation library which is ACIS library to our implementation. Moreover, based on the representation of concurrent grasps in 3D, the regrasp planning problem can be efficiently solved using a probabilistic approach in low dimensions.

Our last problem is the regrasp planning for discrete contact points. Discrete contact points suit more to the data acquisition sensors, such as a laser range scanner or a stereoscopic camera which are widely available. Discrete contact point model also calls forth the need to handle input of a large number of contacts. Though it is possible to approximate the scanned data with one polynomial, this approach suffers from the high cost of curve fitting and the accuracy problem from Runge phenomenal. Spline fitting, arguably, reduces the effect of both problems but the result is still a large number of polynomials. In fact, when the resolution of the scan is large enough, spline fitting results in similar representation of discrete contact points. We realize that the use of the discrete contact point model is necessary for complete automation. Evidently, this problem is included as one objective of this dissertation.

Using discrete contact points result in an enormous number of contact points of which all force closure grasps and finger switchings must be computed. The number of the solutions can be as high as $O\left(N^{4}\right)$ and $O\left(N^{5}\right)$. It is precisely this problem that our work tries to cope with. Instead of planning in the whole search space, we apply a two-level scheme approach to plan in much smaller search space. We show that, at least,
the pre-computed representative-level roadmap contains partial solutions; it is possible to solve a regrasp planning problem using our proposed local planner in much lesser time than complete approach and there are many possible improvement that could be done.

Another advantage of our framework is generality of the structure which does not specifically depend on a task or a robot hand. The switching graph can be considered as a middle level in manipulation planning. Given an initial grasp and a goal grasp from a task planner, the switching graph provides sets of force-closure grasps and finger switchings that involve changing of grasps between the two grasps. These sets and their relations are then transferred to lower levels to compute feasible trajectories of a hand constrained on the grasp sets and the finger switching sets. More practically, the switching graph can be applied to other planner. Computed grasp sets serve explicit wrench closure sets for the approach in (Jr et al., 2004). Also, finger switching sets can be applied to search for transitions of contacts. For the recent approach in (Saut et al., 2007), the switching graph provides the explicit grasp subspaces from which a PRM planner can sample grasp sequences without verifying all generated grasps for the force-closure condition. Another advantage is globalization of the switehing graph. Once we compute a switching graph that contains all force-closure grasps, for an object, the switching graph then allows a planner to globally search for sets of force-closure grasps and finger switchings.

The author strongly believe that, with the proposed algorithms and the proposed approaches, we could see many interesting, or the ultimate, solution to the dexterous manipulation problem in the near future.
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[^0]:    ${ }^{1} \mathrm{~A}$ relative interior of a set is the interior relative to the affine hull of the set. Intuitively speaking, a relative interior are all points not on the relative edge of the set, e.g., A relative interior of a line segment is the segment minus its endpoints, regardless of the dimension where the line is situated.

[^1]:    ${ }^{2}$ In practice, a magnitude of a wrench is limited by the realization of the contact, e.g., the actuator of finger, the size of motor, etc. This detail is unrelated to the contact position and hence is neglected.

[^2]:    ${ }^{1}$ A set of vectors positively spans $\mathbb{R}^{n}$ if any vector in $\mathbb{R}^{n}$ can be written as a positive linear combination of the set.

[^3]:    ${ }^{2}$ by not using Proposition 3.2, some grasps may be missing as mentioned in Section 3.2 but this will allow simple characterization of independent contact regions which is an important foundation of the switching graph

[^4]:    ${ }^{3}$ an inverted friction cone w.r.t an edge is a friction cone projecting toward the edge with its axis parallel to the normal of the edge

[^5]:    ${ }^{1} \mathbf{Z}_{n}$ is a group of non-negative integers less than $n$. Addition and subtraction are computed modulo $n$.

[^6]:    ${ }^{1} \mathrm{~A}$ set of vectors positively spans some space when any vector in the space can be written as a linear combination of the vectors in the set with positive coefficients

[^7]:    ${ }^{2}$ a rectangle with its sides parallel to the axes

