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Chapter 1 
Introduction 

 

1.1 Background and significance of the research problem 

Multimedia communications has experienced rapid growth and commercial 

success in the last decade. Many multimedia applications such as, digital television 

broadcasting, video streaming, video conferencing and video-on-demand require 

video coding schemes that can provide an acceptable quality of service to the end 

users. However, the bandwidth of channel is limited, video source is usually encoded 

with low-bit-rate video compression standards. Practical video coding standards are 

usually “lossy” coding, that is, some of the data in the original sequence are lost 

during the encoding process. Lossy video coding technique uses transform coding, 

and motion compensated prediction, quantization, zig-zag scan, variable length 

coding (VLC), as the building blocks diagram of typical video encoder is shown in 

Fig 1. The general method of block-based transform coding such as discrete cosine 

transform (DCT) and integer transform, involves the subdivision of the original image 

into smaller blocks of size NN × , typically  88×   pixels . For intra coding, the 

transform are applied to the image itself, for nonintra coding, only residual images 

obtained by performing a motion compensated prediction and the transform is applied 

to these residuals. These coefficients are then quantized and entropy coded.  

For the source coding, efficient rate control strategy is employed to obtain the 

best picture quality subject to the bit rate constraint. In the coding process, the mean 

bit rate of the coded data is proportional to the decoded video quality. As in a block-

based hybrid video coding, quality loss occurs during the quantization process. A 

large quantization step size leads to poorer visual video quality when decoded 

sequence. But a large quantization step size produces a more highly compressed 

coded video data. So that, the quantization step size is the one of the important key 

parameters that can be adjusted to control the bit rate of the encoded video sequence. 

For fixed bit rate channel, encoded video data must be transmitted across the channel 

at a constant bit rate. This creates a problem since video data encoded using any of the 
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standards has an inherently highly variable bit rate depend on the complexity of each 

frame.  

 

 
 

Figure 1.1 Block diagram of a video encoder 

 

To provide effective and reliable video communication, rate control plays a 

key role to assign suitable number of bits to each video frame and to ensure the 

generation of constant bit rate stream into channel.  Due to its importance, rate control 

algorithms have always been challenging research issues.  Several rate control 

schemes in various international video coding standards such as Reference Model 8 

(RM8) for H.261 [40], Simulation model 3 (SM3) for MPEG-1 [42], Test Model 5 

(TM5) [1-3] for MPEG-2 , Test Model Near Term 8 (TMN8) [4-6] for H.263, 

Verification model 8 (VM-8) [7-11] for MPEG-4 and Joint Model (JM) for 

H.264/MPEG-4 Part 10 [12-15] have been proposed. These video coding standards 

employ efficient compression techniques to remove the spatial and temporal 

redundancy within and between frames. Due to the limited storage size or 

communication bandwidth, quantization step size is introduced to compress the bit 

rate of the video signal such that the size or bandwidth constraints can be met 

properly. Generally, the rate control part is an informative part in video coding 
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standards. Standard body leaves the flexibility for designers to develop the suitable 

scheme for specific applications.  

In real time video transmission, delay is very critical because frames of video 

must be presented to the viewer at a constant interval. Real-time coded video cannot 

tolerate large variations in end-to-end delay, because frames of video cannot be 

displayed at the decoder beyond the time limit. In video coding process, the 

instantaneous bit-rate after compression may be very different from the channel bit-

rate. In order to map the instantaneous video bit-rate with constant bit rate (CBR) 

channel, data produced by a video encoder is buffered before transmission. This has 

been done to smooth out the variations in data rate. This means that the quality of the 

decoded sequence varies depending on the output bit rate of the encoder. This 

variation in quality can be particularly obvious at low transmission bit rates. While 

matching the desired bit rate, smooth video quality and low delay constraint are the 

factors rate control needs to consider. 

To develop efficient rate-control algorithm, it requires knowledge of 

information theory, in particular, Rate-Distortion theory [16].  The basic problem in 

rate-distortion theory can be stated as follows: given a source distribution and a 

distortion measure, find the minimum expected distortion achievable at a particular 

rate. Equivalently, find the minimum rate description required to achieve a particular 

distortion.  In conventional rate distortion theory, the bit rate is usually understood as 

the number of bits per data sample to be stored or transmitted. In general, the notion 

of distortion is defined as the variance of the difference between input and output 

signals, i.e., the mean squared error (MSE).  

The functions that relate the rate and distortion are found as the solution of the 

following minimization problem, as shown in eq.(1), 

                   ( ) ( ) MAXRQHQD ≤ tosubject,argmin                       (1.1) 

,where ( )QD  and ( )QH  are defined the distortion and the entropy functions-, i.e., rate 

function due to the quantization ( )Q , respectively. MAXR  denotes the maximum bit 

rate. Thus, if using uniform quantizer, one should be able to find rate and distortion of 
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any quantization step size and input signal distribution of transform coefficients input 

signal. 

In addition to R-D modeling, the knowledge of the statistical behavior in term of 

distribution of the transform coefficients is important to the design of the encoder. 

This implies that we can find rate model and distortion model based on input 

statistical distribution. From there, the rate model is proposed to find optimal or sub-

optimal choice of quantization parameter which is directly related to distribution. 

Later on, without losing generality, we will use DCT as an example of block-based 

transform coding, as it is widely used in standard video coding. For DCT, the 

transform coefficients are categorized into DC and AC coefficients. Since DC 

coefficient represents the average of energy of the signal, its values are uniformly 

distributed. However, the characteristics of the rest of AC coefficients are varied 

according to the nature of each pixel in a particular block. Several studies on the 

statistical probability distribution then focus on the distribution of AC-coefficients 

have been studied. Among several, Laplacian distribution [17-22] is widely used in 

practice with different rate models for each video coding standard, for example, 

TMN8 rate model in H.263 [6] and quadratic model in H.264 [23]. Cubic spline 

model [24] in MPEG-2 has shown more accurate estimation rate characteristics of 

video sequence, but it requires very high computational complexity. Recently the 

work in [25] presented the observation that Cauchy distribution provides more 

accurate estimate of the statistical distribution of DCT coefficients in typical video 

sequence than that of Laplacian distribution and also proposed frame bit allocation 

using Cauchy rate models for H.264 encoder.  However the algorithm in [25] did not 

applicable for low bit rate and low delay applications. Moreover, the rate and 

distortion characteristics are considered separately.  The parameters of the rate model 

are updated based on the previously encoded frame and a constant factor with the 

assumption that the distortion is constant regardless of the frames.  In this connection, 

our work is based on the assumption that AC coefficients follow a Cauchy 

distribution.  

In this dissertation, three main contributions in video coding research have been 

proposed: Cauchy based rate-distortion model, Cauchy based rate control for low bit-

rate H.264 video coding, and Cauchy based rate control for low bit-rate H.264 video 

coding under low-delay constraint.  Firstly, as already mentioned, we investigate 
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several mathematical models for rate-distortion in video coding.  Based on the 

simulation results, we found that Cauchy distribution is better fit the AC coefficients 

distribution of video sequences.  Thus, we model rate and distortion model based on 

Cauchy density function. The Lagrange Multiplier technique is used to find the rate 

and distortion model subject to get the target bit rate constraint resulting in the 

optimum choice of quantization step sizes. We then propose a new rate control that 

applies Cauchy rate-distortion optimization model for low bit-rate H.264 video 

coding.  Simulation results indicate our proposed rate control improves video quality 

with the same computational time compared to H.264 JM 8.6 reference software.  In 

real time video communication, low delay constraint is a considerable factor we need 

to consider in the rate control otherwise the video quality degradation in terms of 

frames skipped would happen.    In this dissertation, we also propose a new rate 

control that works in the low-delay constraint scenario.   Simulation results indicate 

our proposed rate control improves video quality especially in terms of the reduction 

in the number of frames skipped with the same computational time compared to 

H.264 JM 8.6 reference software. 

 

1.2 Literature review 

In this section, we review some recent researches of model based rate 

distortion functions and some recent advanced rate control techniques in video 

coding. 

To achieve the best video quality, rate-distortion theory [16] is the 

theoretical foundation of rate control. It is originated from Shannon's paper [27],[28] 

and forms a basic foundation part of information theory [29] and lossy source coding 

[30-32]. A lossy source coding scheme, such as video coding, concentrates on the 

tradeoff between the distortion and bit rate, so called rate –distortion function. The 

basic principle is that decreasing distortion implies increasing rate, i.e., increasing 

source quality and vice visa. In rate distortion theory, the rate distortion function is 

defined as the optimization of a rate–distortion function to find the optimal quantizer 

in a lower bound of the source rate at a given distortion level. In general, the 

optimization techniques can be implemented using two approaches, Lagrange 

optimization [26],[33] and dynamic programming technique [34]-[37] are two popular 
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techniques to find the optimal or nearly optimal bit-allocation for each video frame. 

One difficulty is that the optimization scheme requires a huge amount of 

computations especially for dynamic programming. Then in our work, we proposed to 

use Lagrange optimization to optimally allocate available bits for each video frame to 

best represent pictures in rate control because of the application of our work is 

proposed for real time vide coding with low complexity and low delay constraints. 

Another type of approach to find optimal quantizer for rate-control is through 

mathematical modeling. Formula is derived from optimization based on the input 

statistical distribution such as DCT coefficient probability distribution and the rate 

and distortion models. In the earliest studies, the AC coefficients of the DCT were 

conjectured to have Gaussian distributions [38],[39]. Later, several other distribution 

models were reported, including generalized Gaussian and Laplacian distributions 

[17]-[22]. Other studies modeled the DCT coefficients using more complex 

probability density functions. In [19], Muller used a generalized Gaussian function 

that includes Gaussian and Laplacian probability density function as special cases. 

Eude et al. reported that the DCT coefficients could be modeled by proper linear 

combination of a number of Laplacian and Gaussian probability density function [20]. 

Comparing their models with Laplacian, Gaussian and Cauchy probability density 

function,  they claimed that the distribution of DCT coefficients follow neither 

Cauchy nor Laplacian only but were most accurately modeled as a mixture of 

Gaussian. Although a generalized Gaussian density can model the statistics of the 

DCT coefficients more accurately, it is not widely used in practice because it is 

difficult to analyze mathematically. In [25],  N.Kamaci and Y.Altunbasak collected the 

actual distributions of DCT coefficients in image and video data and found that those 

distributions differ significantly from the Laplacian distribution in most cases. In their 

findings, the actual distributions of DCT coefficients are resemblance to Cauchy 

distribution, and thus Cauchy distribution should provide more accurate estimate of 

the rate and distortion than that of Laplacian distribution. 

In video coding research, mathematical expressions of rate - distortion 

characteristics have been developed for various video coding standards. Ding et al. 

[45] proposed a generic rate-quantizer model according to the changes in picture 

activity and feedback-based bit allocation. In [46], a source model is derived from the 
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classical rate-distortion (R-D) theory to describe the relationships between the rate, 

distortion and quantization parameters whilst in [47] an adaptive model - driven bit 

allocation method based on a parametric rate - distortion model was proposed which 

incorporated a region classification scheme. Ribas-Corbera et al. [6] presented a 

logarithmic model for bit rate and distortion by using Lagrange optimization to 

minimize the distortion subject to the bit rate constraint. A spline method was 

reported in [24] and a quadratic rate-quantization model was proposed in [23], 

respectively. Cheng et al. [48] studied the linear relationship between the activity 

measure and bit rate and derived an empirical first-order bits model. He. et al. 

[49],[50] proposed a linear ρ -domain R-D model and the corresponding rate 

distortion analysis framework, where ρ  is measured by the percentage of zeros of the 

DCT coefficients. 

Most of rate control algorithms adopted in video coding standards are 

designed for both CBR and variable bit rate (VBR) applications. In each of video 

coding standards, rate control schemes were developed for the different simulation 

models and were implemented in the reference software. The name of the reference 

software in each standard is different. Examples include RM8 for H.261 [40], SM3 

for MPEG-1 [42], TM5 for MPEG-2 [2], TMN8 for H.263 [5], VM8 for MPEG-4 [7] 

and JM for H.264/MPEG-4 part 10 [13].  H.261 is the first video coding standard 

intended for ISDN video conferencing application. The H.261 rate control 

implemented in RM8 simply monitors the buffer status to adjust the quantization step 

size. The quantization step size, q, is calculated as a linear function of the buffer level 

as in eq.(1.1), 

                                            2
200

2 +⎥
⎦

⎤
⎢
⎣

⎡
×

=
p

Bq                                            (1.1) 

, where p  is the multiplier used in specifying the bits rates, B  is the buffer level.  

The MPEG-1 standard [42] is a multimedia standard focused on storage of 

multimedia compression contents. The MPEG-1 rate control implemented in SM 3 

allocates the total number of bits among the various types of pictures. In MPEG-1, the 

adaptive quantization algorithm [43] is proposed. Each macroblock (MB) is classified 
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using class ( )crcl , , i.e., the coding difficulty. The quantization step size in each class, 

( )crQ , , with overall minimum step size, lowQ , is assigned according to the eq.(1.2),  

                                  ( ) ( )crclQQcrQ low ,, ×∆+=                                       (1.2) 

, where cr,  is denoted the row and column coordinates of macroblock, respectively 

and Q∆ is typically 1 or 2. 

MPEG-2 [2] is a continuation standard after the adoption of MPEG-1. MPEG-

2 was designed to use in the high quality bit rates application such as broadcasted 

digital television and compression video contents stored in high capacity storage 

media as namely Digital Video Disc (DVD). The TM5 rate control algorithm [1] for 

MPEG-2 is described as follows. The quantization parameter for each ith MB ( )iQ  is 

defined as in eq.(1.3),  

                                                   ⎟
⎠
⎞

⎜
⎝
⎛ ×

=
r

FQ i
i

31                                            (1.3) 

, where 
f
Rr ×= 2 , R  and f  denote the bit rate and the frame rate respectively, and 

iF   is the fullness of the appropriate virtual buffer. 

H.263 is the first video coding standard the supports lower bit rate than earlier 

H.261 standard. The TMN8 rate control algorithm [5] is designed for H.263 video 

coding. The quantization parameter ( )QP  is adapted to achieve the target bit rate. It is 

based on the logarithmic R-Q model [6] as in eq.(1.4),  
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, where Q  is defined the quantization step size and σ  is defined as the standard 

deviation of each MB, respectively. Logarithmic R-Q model was derived from the 

entropy of a Laplacian distributed random variable with variance 2σ . 
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The later standard, MPEG-4 [7], is proposed to support object based coding 

and currently is the standard of streaming video in the internet. In MPEG-4, a scene is 

viewed as a composition of several video objects (VO's)  with intrinsic properties 

such as shape, motion, and texture. MPEG-4 adopted a scalable rate control (SRC) 

scheme [9] in the Verification Model (VM10) [10]. To compute the quantization 

parameter, the quadratic rate-quantizer (R-Q) model [23],[44] as in eq.(1.5), 

                                             2
21

Q
SX

Q
SXR ×
+

×
=                                        (1.5) 

, where 21, XX denotes the model parameter, and S  is the coding complexity which 

is denoted by mean absolute difference (MAD) between input and output signals.  

Most recently, ITU-T and ISO/IEC developed the newest video coding 

standard, H.264/MPEG-4 Part 10 or Advanced Video Coding (AVC) standard [12]. It 

employs some different features such as 44×  integer transform, the adaptive 

deblocking filter and intra-frame prediction are new tools of H.264. The JM rate 

control algorithm for H.264/AVC is used to compute the quantization step size by the 

quadratic rate-distortion model [12] as in eq.(1.6), 

                                               h
Q

X
Q

aR −
×

+
×

= 2
21 σσ                                (1.6) 

, where h  is the number of header and motion vectors, 1a  and 2a  are model 

parameters, and σ  is the predicted MAD of the current picture i  which is predicted 

by a linear model according to the actual MAD of the previous picture 1−i . 

Another important aspect of rate control algorithm is the ability to cope with 

low delay constraint.  In real time video transmission, real time coded video cannot 

tolerate large variations in end-to-end delay. Therefore, a small buffer is used to 

reduces the delay and avoid the buffer overflow but in rate control video coding 

standard, when the encoder buffer higher number of bits than speculated, frame will 

be skipped. In additional, the visual quality is degraded and more fluctuated. Based on 

this problem, the earliest research has been developed efficient rate-control algorithm 

for the application of real time video transmission in each video coding standard, such 

as, Pan Feng and Z.G.Li [51] proposed new algorithm include an adaptive threshold 
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technique to adaptive target bit allocations.  Song et al. [52] considered the optimal 

frame skipping based on spatial and temporal tradeoff in a rate-distortion sense. 

Jiang.et.al [53],[54] proposed  a PSNR-based frame complexity estimation to 

improve H.264 video coding rate control. The aim is to allocate bits more accurately, 

especially for frames with scene changes and high motion.  

1.3      Objectives 

          To develop new rate control algorithm using Cauchy rate-distortion model for 

low bit-rate H.264 video coding under normal and low delay constraints for real time 

video communication applications.   

1.4 Scope 

1) Propose rate-distortion (R-D) model based on Cauchy probability density 

function and optimize R-D model to find optimum choice of quantization 

parameter in video coding. 

2) Propose new rate control scheme that applies Cauchy rate-distortion 

optimization model for low bit-rate H.264 video coding. 

3) Propose new rate control scheme that applies Cauchy rate-distortion 

optimization model for low bit-rate H.264 video coding under low-delay 

constraint. 

4) Evaluate and compare the performance of the proposed algorithm with the 

H.264 JM8.6 rate control in several standard  test video sequences at 

different target bit rates between 16-256 kbps with delay time of 100-400 

ms. 

 

1.5     Research procedure 

1) Study previous research papers relevant to the research works of the 

dissertation. 

2) Investigate, develop and design new rate control incorporate Cauchy R-D 

optimization model. 

3) Implement proposed methods in to H.264 reference software. 

4) Test the proposed techniques. 
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5) Collect and analyze computational results obtained from simulation 

programs. 

6) Summarize the major findings as we found in step 5, compare and 

conclude the performance of the proposed techniques in all concerned 

aspects. 

7) Check whether the conclusions meet all the objectives of the research 

work of the dissertation. 

8) Write the dissertation international conference papers and international 

journal paper. 

 

 

1.4 Expected prospects 

1) Acquire a basic knowledge of video coding. 

2) H.264 video coding software implementation of proposed Cauchy based 

rate control. 

3) Publications in international conference proceedings, and international 

journal.  



 
 
 

Chapter 2 
 

Background 

2.1 Background on video coding standards 

The continuous development of video coding technology has resulted in series 

of international standards for image and video coding. Each of these standards 

supports a particular application of video coding such as video conferencing or digital 

television. Two standard bodies, the International Standardization Organization and 

International Electrotechnical Commission (ISO)/IEC and the International 

Telecommunications Union-Telecommunication Standardization Sector (ITU-T), 

have developed series of standards that have shaped the development of the visual 

communications industry. Each standard describes a method of representation for 

compressed video. The developers of each standard have attempted to incorporate the 

best developments in video coding technology, i.e., coding efficiency, codec 

complexity, functionalities, etc. Fig.2.1 show the progress of the video coding 

standards development. 

 

 

Figure 2.1 Progression of the ITU-T Recommendations and ISO/IEC standards. 

 As shown in Fig.2.1, we will describe the development of video coding 

technology of two international standards for video coding. The ITU-T has 
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concentrated on standards to support real-time, two-way video communications and 

they are responsible for the following standards; 

H.261 (1990) : Video telephony over constant bit rate channels and primary 

aimed at ISDN channels. It was designed for data rates which are multiples of 

64Kbit/s, and is sometimes called p x 64Kbit/s (p is in the range 1-30). 

H.263 (1995) : Video telephony over circuit and packet switched networks. It 

was designed for low bit rate communication, early drafts specified data rates less 

than 64 kbps. 

H.263+ (1998), H.263++(2001) : Extensions to H.263 to support a wider range 

of transmission scenarios and improved compression performance. 

In parallel with the ITU’s activities, the ISO/IEC has issued standards to 

support storage and distribution applications. The two relevant groups are JPEG (Joint 

Photographic Expert Group) and MPEG (Moving Picture Experts Group) and have 

issued, 

MPEG-1 (1993) : Compression of video and audio for storage and real time 

play back on CD-ROM at a bit rate 1.5 Mbps. 

MPEG-4 (1998) : Video and audio compression and transport for multimedia 

support a wide range of bit rates from 28-1024 kbps. 

JPEG-2000 : JPEG 2000 was developed to provide a more efficient successor 

to the original JPEG. It uses the Discrete Wavelet Transform (DWT) as its basic 

coding method. 

As shown in Fig.2.1, Joint standards committee of ITU-T and ISO/IEC was 

jointly development in picture and video coding for following standards; 

JPEG (1992) : It aims to support a wide variety of applications for 

compression of still images. It can code full color images, achieving an average 

compression ratio of 15:1 for subjectively transparent quality. 

MPEG-2/H.262 (1995) : Compression and transmission of video and audio for 

storage and broadcast applications at bit rates 3-10 Mbps. 

H.264 (2002) : H.264/MPEG-4 Part 10 or AVC contains a number of new 

features that allow it to compress video much more effectively than older standards. 
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Average bit rate reduction of 50% given fixed fidelity compared to any other 

standard. 

The concept of standardized video coding schemes are based on hybrid video 

coding. Fig.1.1 shows generalized block diagram of a hybrid video encoder. In 

general, each pixels in a input video signal consists of three components : R (Red), G 

(Green), B (Blue).  To compress video signals, RGB videos are usually converted into 

another color model called YCbCr where Y is luminance component which represents 

the brightness information, Cr and Cb denote chrominance red and chrominance blue 

representing the color information. The reason behind this conversion is because 

human visual system (HVS) is most sensitive to Y component. So Y component are 

encoded with full resolution. But HVS is less sensitive to Cb and Cr components, so 

we subsample Cb and Cr components. This process is called chrominance 

subsampling. By doing this, we can reduce data without affecting perceived visual 

quality.  In general video coding standard, the chrominance subsampling is 4:2:0, i.e., 

keeping 4 pixels of Y component and 1 pixel of Cb and Cr. Three different picture 

types are supported in video coding standard which are I-frame, P-frame and B-frame. 

For I-frame is being coded by intra-frame coding method, i.e., similar to the image 

compression method like JPEG. When encoding I-frame, we only reduce the spatial 

redundancy in the picture without referencing other pictures. For P-frame and B-

frame, the method of inter-frame coding is utilized, i.e., the coding requires the 

reference to the previous and/or future frames. For encoding process, the input image 

is divided into macroblocks (MB) of Y, Cr and Cb. Therefore, a MB consists of one 

block of 16x16 pixels for the luminance component and two blocks of 8x8 pixels for 

the color components. These MBs are coded in intra-frame coding or inter-frame 

coding. In Inter-frame coding, a MB is predicted using motion compensation. 

For motion compensated prediction a displacement vector is estimated and 

transmitted for each block (motion data) that refers to the corresponding position of 

its image signal in an already transmitted reference image stored in memory. In intra 

mode, the standards set the prediction signal to zero such that the image can be coded 

without reference to previously sent information. The prediction error, which is the 

difference between the original and the predicted block is transformed, quantized and 

entropy coded. In order to reconstruct the same image on the decoder side, the 
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quantized coefficients are inverses transformed and added to the prediction signal. 

The result is the reconstructed MB that is also available at the decoder side. These 

MB is stored in a memory. In order to achieve high compression ratio and coding 

efficiency, video coding standard uses hybrid coding techniques to reduce both spatial 

redundancy and temporal redundancy. These techniques in hybrid video coding are 

described as follows. 

2.1.1  Transform domain coding 

Transform coding has been studied extensively during the last two decades 

and has become a prominent compression method for still image and video coding. 

The purpose of Transform coding is to transform the picture content from pixel 

domain representation to frequency domain representation and compact the energy, 

that is, most of the energy in the transformed data should be concentrated into small 

number of coefficients. To this aim the input images are split into disjoint blocks of 

pixels (i.e., size NN ×  pixels). The transform can be represented as a matrix 

operation using an NN ×  Transform matrix A  to obtain the NN ×   transform 

coefficients, c , that is called the forward transform ( TAbAc =  ). TA  denotes the 

transpose of the transformation matrix A . The transformation is reversible, since the 

original NN ×   block of pixels b  can reconstructed using a linear and separable 

inverses transformation, i.e., cAAb T= . 

DCT has chosen to be a transform method for still image and video coding 

standards due to their energy compaction performance and the availability of fast 

DCT algorithms suitable for real time implementations. For 88×  block of pixels are 

forward transformed into frequency domain to generate the 88×  DCT coefficients. If 

we define ( ) 70,70,, ≤≤≤≤ nmnmf , as pixels-values, the 2-D of 88×  DCT 

coefficients  ( ) 70,70,, ≤≤≤≤ vuvuF , can be computed by eq.(2.1) 
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⎠
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where, ( ) ( ) ,2/1, =vCuC  for ,0, =vu  and ( ) ( ) ,1, =vCuC  otherwise.            
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In DCT, coefficient in location (0,0) is called DC coefficient and the other 

values are called AC coefficients. In general, we use large quantization step in 

quantizing AC coefficients, and use small quantization step to quantize DC coefficient 

so as to preserve the important frequency components that are vital to human visual 

perception.      

                      

2.1.2  Quantization 

 The transformation of the pixels does not actually yield any compression. As 

we discussed above, a block of 64 pixels is transformed into 64 coefficients. The 

energy in both the pixel and the transform domains are equal, hence no compression 

is achieved. However transformation causes the significant part of the image energy 

to be concentrated at the lower frequency components with the majority of the 

coefficients having little energy. Quantization is the only lossy compression while 

Variable Length Coding (VLC) is the lossless compression, i.e., statistical method 

compression of the DCT coefficients lead to bit rate reduction. Moreover as human 

eye are less sensitive to picture distortions at higher frequencies, one can apply even 

coarser quantization at these frequencies to give greater compression. A coarser 

quantization step sizes force more coefficients to zero and as a result more 

compression is gained with poorer video quality. On the other hand, a finer 

quantization step size results in a higher bit-rate or lower compression ratio with 

better video quality.  

 

Figure 2.2 A typical quantizer 
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 The typical quantizer used in video coding standards is shown in Fig.2.2. 

Quantization usually is the only operation that cases information loss in the encoding. 

The quantization step-size is usually determined by the rate control scheme, which is 

discussed in the Section 2.1.5. After quantization, the quantized DCT coefficients are 

zig-zag scanned. After zig-zag scan, variable length coding (VLC) is applied, which is 

discussed in the section 2.1.3. 

 

2.1.3  Variable length coding  

       For further bit rate reduction using lossless statistical method, the quantized 

DCT coefficients and the motion vectors are entropy coded which, DC-coefficient and 

63 AC-coefficients are coded separately. We can reduce the average number of bits 

per coefficients or symbol if the coefficients having lower probability are assigned 

longer code words, whereas coefficients having higher probability are assigned 

shorter code words. This method is called variable length coded (VLC) or entropy 

coding. The length of the codes should vary inversely with the probability of 

occurrences of the various symbols in VLC. The bit rate required to code these 

symbols is defined as the logarithm of probability, p . Hence the entropy of symbols 

which is the minimum average bits required to code the symbol can be calculated as,  

                                                       ( ) ∑
=

−=
n

i
ii ppxH

1
2log                                        (2.2) 

 There are two types of VLC which are employed in the video coding 

standards, the Huffman coding and Arithmetic coding. The Huffman coding is a 

practical VLC code, but its compression can never reach as low as the entropy due to 

the constraint that the assigned symbols must have an integral number of bits. 

However the Arithmetic coding provides a practical alternative to Huffman coding 

that can more closely approach theoretical maximum compression ratios. An 

arithmetic encoder converts a sequence of data symbols into a single fractional 

number and can approach the optimal fractional number of bits required to represent 

each symbol. 
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 The concept of entropy coding can be combined with a run-length coding 

procedure to achieve further data reduction. This method is useful if consecutive 

pixels along a scan line are highly correlated. With run-length coding one codeword is 

allocated to a pair of input values (run, length),i.e., the number (run) of consecutive 

pixels along a scan line with equal values (length) can be encoded by transmitting 

only one codeword. 

2.1.4  Motion estimation and Motion compensated prediction 

   Motion compensated prediction is a powerful tool to reduce temporal 

redundancies between frames and is thus used extensively in video coding standards 

(i.e., H.261, H.263, MPEG-1, MPEG-2 and H.264) as a prediction technique for 

temporal coding. The concept of motion compensation is based on the estimation of 

motion between video frames, i.e., if all elements in video scene are approximately 

spatially displaced, the motion between frames can be described approximately by a 

limited number of motion parameters (i.e., estimated motion vectors). The best 

prediction of an actual pixel is given by a motion compensated prediction pixel from a 

previous frame. Usually both prediction error and motion vectors are transmitted to 

the receiver. To this aim image are usually separated into disjoint blocks of pixels 

(i.e., 8x8 pixels , 16x16 pixels) and only one motion vector is estimated and coded for 

each of these blocks as in Fig.2.3 

 

Figure 2.3 Block matching approach for motion compensation 
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In typical block matching, a frame is divided into blocks of NM × pixels or, 

more usually, square blocks of  2N  pixels. Then, for a maximum motion 

displacement of w  pixels per frame, the current block of pixels is matched against a 

corresponding block at the same coordinates but in the previous frame, within the 

square window of width, wN 2+ . That is called search range. Various distortion 

measures such as, mean squared error (MSE) and mean absolute error (MAE) can be 

used in the matching criterion by subtracting each pixel in a block with its motion 

shift counterpart in the reference block of the previous frame which, the two distortion 

must be minimized. As shown in Fig.2.3, one motion vector (mv) is estimated for 

each block in the actual frame N to be coded. The motion vector points to a reference 

block of same size in a previously coded frame N-1.  

 

2.1.5  Rate control 

            The bit rate resulting from the DCT-based coding algorithm fluctuates 

according to the nature of each video frame. Variations in the speed of moving 

objects, their size and texture are the main cause for bit rate variation. The objective 

of rate control algorithm is to assign suitable number of bits to each frame subject to 

bit rate constraint. In case of constant bit rate channel, rate control will try to adjust to 

achieve constant bit rate of each frame. A transmission buffer is usually needed to 

smooth out the bit rate fluctuations and to fit the channel rate.  To prevent the buffer 

from overflow or underflow, and achieve good video quality, a rate control scheme is 

applied to adjust the quantization step-sizes. Since different quantization step-sizes 

are used for coding video frames, the PSNR for each frame will vary. On the other 

hand, if we using a fixed quantization step-sizes results in relatively constant video 

quality but variable bit rate as shown in Fig.2.4 

These examples show that a variable coded bit rate can be adapted to a 

constant bit rate delivery medium using encoder and decoder buffers. However, this 

adaptation comes at a cost of buffer storage space and delay and the wider the bit rate 

variation, the lager the buffer size and decoding delay. It is usually necessary to 

implement a feedback mechanism to control the encoder output bit rate in order to 

prevent the buffer from overflow or underflow. 
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              (a) Variable bit rate (VBR)                       (b) Constant bit rate (CBR)                   

Figure 2.4  Variable bit rate versus constant bit rate channels. 

 Rate control involves the adjustment of several encoding parameters in order 

to maintain a target output bit rate. A common approach of rate control in video 

coding is used to determine the suitable quantization step-sizes for each frame or each 

macroblock (MB) in a frame to achieve the best visual video quality in order to 

maintain a target bit rate. How to determine the suitable rate control scheme is not 

specified in the video coding standards. However, the rate control algorithm has a 

large impact on the resultant visual video quality. A better rate control algorithm 

which gives suitable quantization step-sizes for coding MB can produce much better 

video quality. Currently, rate control is still an achieve research area. 

 

2.1.6  Test model for video standards 

Video coding standards only specify those parts that are necessary for 

interworking between the video encoders and video decoders from different vendors. 

All the standard video coding algorithms use motion compensated prediction to 

reduce the temporal redundancy by predicting the macroblock in the current frame 

from the reference frame. Many parts that do not affect the interworking between the 
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video encoder and the video decoder (e.g. how to compute the DCT coefficients, how 

to perform motion estimation, coding mode decision, rate-control, etc.) are left 

opened to each codec developer.  

Since many parts of the standards are left opened, to demonstrate the typical 

video quality achievable, every video coding standard has developed a reference 

implementation called reference models or test models. For example, the commonly 

used reference models are SM3 for MPEG-1, TM5 for MPEG-2, TMN8 for H.263 

and JM for H.264, that is the latest in test model of video coding standards. In the test 

models, specific coding-mode selection, motion estimation, and rate-control algorithm 

are all specified. These reference models often represent the state-of-the-art 

algorithms which can produce best video quality with reasonable implementation 

complexity. The test model is then used as the reference for performance comparison 

with new proposed coding methods. 

 

2.2 H.264/MPEG-4 Part 10 ( Advance video coding) standard 

H.264 is a new video coding standard recommendation of ITU-T also known as 

International Standard or MPEG-4 part 10 Advanced Video Coding of ISO/IEC. That 

is the latest in a sequence of the video coding standards H.261 (1990) [40], MPEG-1 

(1993) [42], MPEG-2 (1994) [3], H.263 (1995,1997) [4] and MPEG-4 (1998) [8]. 

These previous standards reflect the technological progress in video compression and 

the adaptation of video coding to different applications and network. The application 

from video telephony (H.261) to consumer video on CD (MPEG-1) and broadcast of 

standard definition or high definition TV (MPEG-2). H.264 is a standard for high 

quality encoding that is resilient to poor network conditions, yet high quality enough 

to serve as a basis for HDTV and HD-DVD encoding. H.264 providing enhanced 

video compression performance in view of interactive applications like video 

telephony requiring a low latency system and non-interactive applications like 

storage, broadcast and streaming of standard definition TV where focus is on high 

coding efficiency.      
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Figure 2.5 Generalized block diagram of a hybrid video encoder with motion 

compensation: The adaptive deblocking filter and intra-frame prediction                  

are two new tools of H.264. 

As shown in Fig.2.5 with respect to the simple block diagram of a hybrid 

video encoder, H.264/AVC introduces the following changes. 

- To reduce the blocking artifacts an adaptive deblocking filter is used in the 

prediction loop. The deblocked MB is stored in the memory and can be used 

to predict future MBs. 

- In the previous standards, the memory contains only one video frame. But   

H.264/AVC allows storing multiple video frames in the memory. 

- H.264/AVC a prediction schemes is also used in intra mode that uses the 

image signal of already transmitted MBs of the same image in order to 

predict the block mode.                  

- Discrete cosine transform (DCT) used in former standards is replaced by an 

integer transform with basically the same properties as a 4x4 DCT in H.264. 
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In H.264/AVC, the macroblocks are processed in so called slices whereas a 

slice is usually a group of macroblocks processed in raster scan order, as shown in 

Fig.2.6. 

 

 

Figure 2.6 Partitioning of an image into several slices. 

Five difference slice type are supported in H.264 which are I-slices, P-slices, 

B-slices, SI-slice and SB-slices. In I-slices, all macroblocks are encoded in Intra 

mode. In P-slices, all macroblocks are predicted using a motion compensated 

prediction with one reference frame and in a B-slice with two reference frames. SI-

slices and SB-slices are specific slices that are used for an efficient switching between 

two different bitstreams. 

For the coding of interlaced video, H.264 supports two different coding mode. 

The first one is called “frame-mode” and the second one is called “field-mode”. In the 

field-mode, two fields of a frame are encoded separately. These two different coding 

modes can be selected for each image or even for each macroblock. The choice of the 

frame mode is efficient for regions that are not moving. In non-moving regions there 

are strong statistical dependencies between adjacent lines even through these lines 

belong to different fields. These dependencies can be exploited in the frame mode. In 

the case of moving regions the statistical dependencies between adjacent lines are 

much smaller. It is more efficient to apply the field mode and code the two fields 

separately.  
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H.264 supports coding and decoding of 4:2:0 progressive or interlaced video 

and the default sampling format for 4:2:0 progressive frames is shown in Fig.2.7. In 

the default sampling format, chrominance (CB and Cr) samples are aligned 

horizontally with every 2nd luminance sample and are located vertically between two 

luminance samples. An interlaced frame consists of two fields separated in time and 

with the default sampling format shown in Fig.2.8. 

In the next sections, we discuss the detail of each coding component of H.264 

which are Intra prediction, motion compensated prediction, transform and 

quantization, entropy coding, the adaptive deblocking filter and the Flexible 

Macroblock Ordering (FMO). 

 

Figure 2.7 4:2:0 sampling patterns (progressive) 

 

Figure 2.8 4:2:0 samples to top and bottom fields 
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2.2.1  Intra Prediction 

The intra prediction means that samples of macroblock are predicted by using 

only information of already coded macroblocks of the same image. Two different 

types of intra prediction are used in H.264 for the prediction of the luminance 

component Y and one intra prediction for chrominance component, Cb and Cr. 

The first one for luminance component is called INTRA_4x4 and the second 

one is called INTRA_16x16. For INTRA_4x4 type, the macroblock which is of the 

size 16 by 16 pixels (16x16) is divided into sixteen 4x4 subblocks and a prediction for 

each 4x4 subblock of the luminance signal is applied individually. Nine different 

prediction modes are supported. One mode is called DC-prediction mode, whereas all 

samples of current 4x4 subblock are predicted by the mean of all samples neighboring 

to the left and to the top of current block and which have been already reconstructed 

at the encoder and at the decoder side, as shown in Fig.2.9 and Fig.2.10 

 

 

 
 

Figure 2.9 Labeling of prediction samples 4x4 
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Figure 2.10 Nine possible intra prediction modes for the intra prediction type 

INTRA_4x4 
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The samples above and to the left (labeled A-M in Fig.2.9) have previously 

been encoded and reconstructed and are therefore available at the encoder and 

decoder to form a prediction reference. The samples, a, b, c,...,p of the prediction 

block P  (Fig.2.9) are calculated based on the samples A-M. In addition to DC-

prediction mode, eight modes designed for specific prediction of each direction are 

support. All possible direction are shown in Fig. 2.10  

For INTRA_16x16, only one prediction mode is applied for whole 

macroblock. Four different prediction modes are supported for the type 

INTRA_16x16 as shown in Fig.2.11: Vertical prediction, horizontal prediction, DC-

prediction and plane-prediction. Plane-prediction uses linear function between the 

neighboring samples. This mode works very well for coding very smooth areas of a 

picture. The mode of operation of those modes is the same as the one of the 4x4 

prediction modes. The difference is that they are applied for the whole macroblock 

instead of for a 4x4 subblock. The efficiency of this mode is high if the signal is very 

smooth within the macroblock. 

 

 

 

Figure 2.11 Four possible intra prediction modes for the intra prediction type 

INTRA_16x16 
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Intra prediction for chrominance blocks support only one mode. A 8x8 

chrominance macroblock consists of four 4x4 blocks A, B, C, D as shown in the Fig. 

2.12. S0, S1, S2 and S3 are the sum of four neighboring samples.  

 

 
Figure 2.12 Intra prediction for chrominance macroblock 

 

There are four prediction cases depending upon whether S0, S1, S2 or S3. For 

example,  
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2.2.2  Motion Compensation Prediction  

In addition to the intra macroblock coding types, various predictive or motion 

compensated coding types are specific partitioning P-slices macroblocks. For motion 

compensation prediction, P-types macroblocks are predicted from the image signal of 

already transmitted reference images. In H.264, each macroblock can be divided into 

smaller partitions with luminance block sizes of 16x16, 16x8, 8x16, and 8x8 pixels 

are supported. In case of 8x8 sub-macroblock is further divided into partitions with 

block sizes of 8x4, 4x8 or 4x4. The partitions of a macroblock and sub-macroblock 

are shown in Fig.2.13. 
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Figure 2.13 Partitioning of a macroblock and a sub-macroblock for motion 

compensated prediction. 

In former standards such as MPEG-4 or H.263, only blocks of the size 16x16 

and 8x8 are supported. A displacement vector is estimated and transmitted for each 

block, refers to the corresponding position of its image signal in an already coded 

reference image. In former MPEG standards this reference image is the most recent 

previous image. In H.264 it is possible to refer to several preceding images. For this 

purpose, an additional picture reference parameter has to be transmitted together with 

the motion vector. This technique is denoted as motion-compensated prediction with 

multiple reference frames. The motion vector supports multipicture motion-

compensated prediction. That is more than one prior coded picture can be used as 

reference for motion-compensated prediction. Fig.2.14 illustrates the concept. 

Multiframe motion compensated requires prediction both the encoder and 

decoder have to store the reference pictures used for Inter-picture prediction in a 

multiple picture buffer. The decoder replicates the multiple reference frames after of 

the encoder, according to the reference picture buffering type and any memory 

management control operations that are specified in the bitstream. Unless the size of 

the multi-picture buffer is set to one picture, the index at which the reference picture 

buffer has to be signaled. The reference index parameter is transmitted for each 

motion compensated 16x16, 16x8, 8x16 or 8x8 luma block. 
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Figure 2.14 Motion-compensated prediction with multiple reference frames. In 

addition to the motion vector, also an image reference parameter t∆ is transmitted. 

The accuracy of motion compensation is a quarter of a sample distance 

(quarter-pel or ¼ pel). In cases where the motion vector points to an integer-sample 

position, the prediction signals are the corresponding samples of the reference frame, 

otherwise they are obtain by using interpolation at the sub-sample positions. The 

prediction values at half-sample positions are obtained by applying a one-dimensional 

6-tap (Finite Impulse Response (FIR) filter). Prediction values at quarter-sample 

positions are generated by averaging samples at the integer-sample and half-sample 

positions. The H.264 generally allows unrestricted motion vectors, i.e., motion vectors 

can point outside the image area. In this case, the reference frame is extended beyond 

the image boundaries by repeating the edge pixels before interpolation. The motion 

vector components are differentially coded using either median or directional 

prediction from neighboring blocks. No motion vector component prediction takes 

place across slice boundaries. 

For B-picture in the classical concept, B-pictures are pictures that are encoded 

using both past and future pictures as references. The prediction is obtained by linear 

combination of forward and backward prediction signals. B-picture utilize a similar 

macroblock portioning to P-pictures. Beside the P_16x16, P_16x8, P_8x16, P_8x8, 

and the intra coding types, bi-predictive prediction and another type of prediction 
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called direct prediction, are provided. The motion vector coding is similar to that of P 

slices with the appropriate modifications because neighboring blocks may be coded 

using different prediction modes.  

2.2.3 Transform and quantization 

Previous standards such as MPEG-1, MPEG-2, and H.263 made use of the 8x8 

Discrete transform (DCT) as the basic transform. Instead of the DCT, different integer 

transforms in mainly 4x4, in special cases 2x2. This smaller block size of 4x4 instead 

of 8x8 enables the encoder to better adapt the prediction error coding to the 

boundaries of moving objects, to match the transform block size with smallest block 

size of the motion compensation, and to generally better the transform to the local 

prediction error signal. Three different types of transforms are used. The first type is 

applied to all samples of all prediction error blocks of the luminance component Y 

and also for all blocks of both chrominance components Cb and Cr regardless of 

whether motion compensated prediction or intra prediction was used. The size of the 

transform is 4x4. Its transform matrix 1H  is shown in Fig.2.15. 
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Figure 2.15 Matrices 1H , 2H  and 3H  of three different transforms applied in H.264 

If the macroblock is predicted using the type INTRA_16x16, the second 

transform, a Hadamard transform with matrix 2H  as in Fig. 2.15 , is applied in 

addition to the first one. It transforms all 16-DC coefficients of the already 

transformed blocks of the luminance signal. The size of this transform is also 4x4. 

The transform is also a Hadamard transform but of size 2x2. It is used for the 

transform of the 4-DC coefficients of each chrominance component. Its matrix 3H  is 

shown in Fig.2.15. 
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The transmission order of all coefficients is shown in Fig.2.16. If the 

macroblock is predicted using the intra prediction type INTRA_16x16 the block with 

the label “-1” is transmitted first. This block contains the DC coefficients of all blocks 

of the luminance component. Afterwards all blocks labeled “0”- “25” are transmitted 

whereas blocks “0”-“15” consist of all AC coefficients of blocks of the luminance 

component. Finally, blocks “16” and “17” consist of the DC coefficients and blocks 

“18”-“25” the AC coefficients of the chrominance components. 

 

Figure 2.16 Transmission orders of all coefficients of a macroblock 

For the quantization of transform coefficients, H.264 uses scalar quantization. 

The mechanisms of the forward and inverse quantizers are complicated by the needs 

to avoid division or floating point arithmetic and in corporate the post and pre scaling 

matrices. The basic forward quantizer operation as follow; 

                                           ( )stepijij QYroundZ /=                                            (2.4) 

where, ijY  is a coefficient of the transform describe above, stepQ  is a quantizer step 

size and ijZ  is a quantized coefficient.  
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 A total of 52 value of stepQ  are supported by the standard and these are 

indexed by a quantization parameter (QP). The values of stepQ  corresponding to each 

QP are shown in Fig.2.17. Note that stepQ  doubles in size for every increment of 6 in 

QP, stepQ  increases by 12.5% for each increment of 1 in QP. The wide range of 

quantization step sizes makes it possible for an encoder to accurately and flexibly 

control the trade off between bit rate and quality. After quantization, the quantized 

transform coefficients of block are generally scanned in zigzag scan and transmitted 

using entropy coding methods. 

 

Figure 2.17  Quantization step sizes in H.264/AVC codec 

 

2.2.4  Entropy Coding 

   In H.264, two methods of entropy coding are supported. A low-complexity 

technique based on switched sets of variable length codes (VLC) is called Context 

Adaptive VLC (CAVLC). In this scheme, VLC tables for various syntax elements are 

switched depending on already-transmitted syntax elements. Since the VLC tables are 

well designed to match the corresponding conditioned statistics, the entropy coding 

performance is improved in comparison to schemes using just a single VLC table. The 

efficiency of entropy coding can be improved if the computationally more demanding 

algorithm of context-based adaptive binary arithmetic coding (CABAC) is used. On 

the other hand, the use of arithmetic coding allows the assignment of non-integer 

number of bits to each symbol of an alphabet, which extremely beneficial for symbol 

probabilities much greater than 0.5. On the other hand, the use of adaptive codes 

permits adaptation to non-stationary symbol statistics. Another important property of 

CABAC is its context modeling. The statistics of already-coded syntax elements are 
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used to estimate the conditional probabilities. These conditional probabilities are used 

for switching several estimated probability models. Both methods (CAVLC and 

CABAC) represent major improvements in term of coding efficiency compared to the 

techniques of statistical coding traditionally used in prior video coding standards. 

2.2.5  Deblocking Filter 

One particular characteristic of block-based video coding is visible block 

structures. Block edges are typically reconstructed with less accuracy than interior 

pixels and “blocking” is generally considered to be one of the most visible artifacts 

with the present compression methods. For this reason H.264 defines an adaptive in-

loop deblocking filter, where the strength of filtering is controlled by the values of 

several syntax elements. The blockiness is reduced without much affecting the 

sharpness of the content. Consequently, the subjective quality is significantly 

improved. At the same time the filter reduces bit-rate with typically 5-10 % while 

producing the same objective quality as the non-filtered video as shown in Fig.2.18. 

 

Figure 2.18 Performance of deblocking filter for highly compressed pictures. (a) 

Without the deblocking filter  (b) with deblocking filter 

The filtered image is used for motion compensated prediction of future frames 

and this can improve compression performance because the filtered image is often a 

more faithful reproduction of the original frame than a blocky unfiltered image. The 
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default operation of the filter is as follows; it is possible for the encoder to alter the 

filter strength or to disable the filter. 

Filtering is applied to vertical or horizontal edges of 44×  blocks in a 

macroblock (except for edges on slice boundaries), in the following order. 

-  Filter 4 vertical boundaries of the luma component in order e, f and d in 

Fig.2.19. 

-  Filter 4 horizontal boundaries of the luma component in order e, f, g and h in 

Fig.219. 

-  Filter 2 vertical boundaries of each chrominance component (i, j) 

-  Filter 2 horizontal boundaries of each chrominance component (k, l) 

Each filtering operation affects up to three samples on either side of the 

boundary. Fig.2.20 shows four samples on either sides of a vertical or horizontal 

boundary in adjacent blocks p and q (p0, p1, p2, p3 and q0, q1, q2, q3). 

 

Figure 2.19 Edge filtering order in a macroblock 
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Figure 2.20 Samples adjacent to vertical and horizontal boundaries 

2.2.6  Flexible Macroblock ordering (FMO) 

In H.264, Flexible Macroblock ordering (FMO) modifies the way how 

pictures are partitioned into slices and macroblocks by utilizing the concept of slice 

groups. Each slice group is a set of macroblocks defined by a macroblock to slice 

group map, which is specified by the content of the picture parameter set and some 

information from slice headers. The macroblock to slice group map consists of a slice 

group identification number for each macroblock in the picture, specifying which 

slice group the associated macroblock belongs to. Each slice group can be partitioned 

into one or more slices, such that a slice is a sequence of macroblocks within the same 

slice group that is processed in the order of a raster scan within the set of macroblocks 

of a particular slice group.  

In order to provide efficient methods for concealment in error-prone channel 

applications, each slice group is transmitted separately. If a slice group is lost, the 

samples in spatially neighbouring macroblocks that belong to other correctly received 

slice groups can be used for efficient error concealment. The allowed patterns range 

from rectangular patterns to regular scattered patterns, such as chess boards, or to 

completely random scatter patterns. An example is shown in Fig.2.21. 
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Figure 2.21 Difference type of FMO 

2.2.7 Profiles and Levels of H.264 

   H.264 has been developed to address a large range of applications that support 

various bit rates, resolutions, qualities, and services. However, different applications 

typically have different requirements both in term of functionalities, e.g., error 

resilience, compression efficiency and delay, as well as complexity. 
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To address the large range of applications considered by H.264, three profiles 

have been defined as shown in Fig.2.22. 

-  Baseline Profile : This profile supports all features in H.264 except the 

following tools : B slices, weighted prediction, CABAC, filed (interlaced) coding and 

macroblock adaptive switching between frame and field coding, SP and SI slices data 

partitioning. This profile typically target applications with low complexity and low 

delay requirements. 

-  Main Profile : Supports together with the baseline profile a core set of tools 

as in Fig.2.22. The main profile is almost a supset of the baseline profile, however, the 

main profile does not support the FMO. The additional tools provided by main profile 

are B-slices, weighted prediction, CABAC, filed (interlaced) coding and macroblock 

adaptive switching between frame and field coding. This profile typically allows the 

best quality at the cost of higher complexity and delay. 

- Extended Profile : This profile is a superset of the baseline profile supporting 

all tools in the specification with the exception of CABAC. The SP/SI slices and slice 

data partitioning tools are only included in this profile. 

Figure 2.22 shows the relationship between the three Profiles and the coding 

tools supported by the standard. It is clear from this figure that the baseline profile is a 

subset of the extended profile, but not of the main profile. Performance limits for 

CODECs are defined by a set of Levels, each placing limits on parameters such as 

sample processing, rate, picture size, coded bit rate and memory requirements. 

 

Figure 2.22 H.264/AVC profiles and corresponding tools. 
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2.3   Rate - distortion theory 

2.3.1 Background of rate-distortion theory 

Rate-distortion theory is an integral part of information theory. It addresses the 

problem of determining the minimal amount of entropy or information (R) that should 

be transmitted over a channel, so that the source (input signal) can be approximately 

reconstructed at the receiver (output signal) without exceeding a given distortion (D).  

Rate-distortion theory gives theoretical bounds for how much compression can 

be achieved using lossy data compression methods. Many of the existing audio, 

speech, image, and video compression techniques have transforms, quantization, and 

bit-rate allocation procedures that design on the general shape of rate-distortion 

functions. Rate distortion theory was founded by Claude Shannon in his foundational 

work on information theory [27-28]. 

In rate-distortion theory, the rate is usually understood as the number of bits 

per data sample to be stored or transmitted. The notion of distortion is a subject of on-

going discussion. In the most simple case (which is actually used in most cases), the 

distortion is defined as the variance of the difference between input and output signal 

(i.e., the mean squared error of the difference). However, since we know that most 

lossy compression techniques operate on data that will be perceived by humans (listen 

to music, watch pictures and video) the distortion measure preferably should include 

some aspects of human perception.  

Consider the block diagram model of a transmission system depicted in 

Fig.2.23. We have stated that the function of a transmission system is to convey 

information from the source to the user. The user usually does not require a perfect 

reproduction of the source output but rather will settle for a sufficiently accurate 

approximation. In order to determine quantitatively whether or not the performance of 

a transmission system is satisfactory, it is necessary to assign function relationship 

between coder, decoder, bit rate and distortion that the system may make. 
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Figure 2.23 Transmission system 

 

 In this regard, Shannon [27] has shown that one can associate with most 

channels of interest a number of C , called the capacity of the channel, which has the 

significance that information can be sent through the channel with arbitrarily low 

probability of error at any rate less than C. Function R(D) , called the rate-distortion 

function, which has the following significance. A transmission system can be 

designed that achieves fidelity D if and only if the capacity of the channel that 

connects the source to the user exceeds R(D). It should be clear that R(D) is the 

effective rate at which the source produces information subject to the constraint that 

the user can tolerate an average distortion of D. The rate at which a source produces 

information subject to requirement of perfect reproduction is called the entropy of the 

source. It follows that the rate distortion function is a generalization of the concept of 

entropy. As D increases, R(D) decreases monotonically and usually reaches to zero at 

some finite value of distortion. A typical rate distortion function is sketched in Fig. 

2.24. 

 

Figure 2.24. Rate - Distortion curve 
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2.3.2  Rate-distortion functions 

The functions that relate the rate and distortion are found as the solution of the 

following minimization problem. 

                                
( )

( ) *

|
tosubject;min

|

DDXYI QQxyQ XY

≤           ( 2.5 ) 

,where  ( )xyQ XY ||  is the conditional probability density function (PDF) of the 

transmission channel output (compressed signal : Y ) for a given input (original signal 

: X ) and ( )XYIQ ;  is the mutual information between Y and X defines as shown in eq. 

(2.6). 

                                               ( ) ( ) ( )XYHYHXYIQ |; −=                                       (2.6) 

, where ( )YH  and ( )XYH |  are entropy if the output signal Y and the conditional 

entropy of the output signal given the input signal as in eqs.(2.7)-(2.8). 
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                          ( ) ( ) ( ) ( )( )∫ ∫
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= dxdyxyQxPxyQXYH XYXXY |log|| |2|                     (2.8) 

The problem can also be formulated as distortion-rate function, where we find 

the supremum over achievable distortions for given rate constraint. The relevant 

expression is shown in eq.(2.9). 

                           
( )

( )[ ] ( ) RXYIXYDE QQxyQ XY

≤;tosubject;min
||

                         (2.9) 

The two formulations lead to functions which are the inverse  function of each other. 

The mutual information can be understood as a measure for prior uncertainty 

the receiver has about the sender’s signal  ( ( )YH ), diminished by the uncertainty that 

is left after receiving information about the sender’s signal ( ( )XYH | ). The decrease 

in uncertainty is due to the communicated amount of information, which is ( )XYIQ ; . 
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In the definition of the rate-distortion function, QD and *D  are the distortion between 

X and Y for a given ( )xyQ XY ||  and the prescribed maximum distortion, respectively. 

When we use the mean squared error as distortion measure, we have the formula as in 

eq.(2.10). 
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                          (2.10) 

The above equation show, that calculating a rate distortion function requires 

the description of the input X in term of the PDF ( ( )XPX ), and then aims at finding 

the conditional PDF ( ( )xyQ XY || ) that minimize rate for a given distortion ( *D ).  

For example, if we assume that ( )XPX  is Gaussian with variance 2σ , and if 

we assume that successive samples of the signal X  are independent, the analytical 

expression for the rate-distortion function can be stated as shown in eq.(2.11). 

                               ( ) ( )
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2
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σσ D
DR x                           (2.11) 

From the background given above, it is clear that we can find rate model and 

distortion model based on input statistical distribution. The functions that relate to the 

rate and distortion are found as the solution of the minimization problem. From there, 

the rate-distortion model is proposed to find optimal or sub-optimal choice of 

quantization parameter. This dissertation has a main objective to propose a new rate–

distortion model based on input statistical distribution of test video sequences. We 

will discuss in the next chapter. 
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2.4 H.264 Rate control 

In H.264 rate control, a quantization parameter is determined by using linear 

and quadratic rate – distortion models. The rate control in H.264 [15] is composed 

Group of picture (GOP) layer, frame layer and basic unit layer. The basic unit in H.264 

video coding is defined as a group of contiguous macroblock in a frame ,i.e., basic unit 

can be a macroblock, a slice or a frame.  

- GOP layer rate control : GOP rate control calculates the total bits for the 

rest pictures in this GOP and the initial quantization parameter of I-frame and of the 

first P-frame. When encoded the current frame, rate control will compute the 

occupancy of encoder buffer by using fluid traffic model as shown in eq. (2.12). The 

initial buffer fullness is set to zero. The gopN  denotes the total number of GOP, 

jin , denotes the jth frame in the ith GOP, )( , jic nB  denotes the occupancy of encoder 

buffer, )( , jinA  denotes number of bits generated by the jth frame in the ith GOP, rF  

denotes the target frame rate and ( )jinu ,  denotes the available channel bandwidth.            

                                                                          

               ))
),(
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−− −+=                  (2.12) 

For the first GOP, ( )11QP  is predefined based on the available channel 

bandwidth as in [15]. 

- Frame layer rate control : This layer rate control composes of 2 stages. 

(1) Pre-encoding stage : The objective of this stage is to determination of a 

target bit and compute a quantization parameter for each P frame consists of two steps. 

Step 1: Budget allocation among pictures. The bit allocation is implemented by 

predefining a target buffer level, )( 1, +jinTbl , for each P picture, as shown in eq. 

(2.13), where Np is the number of P frames in GOP. 
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The target bit rate, ),( jinf , for the jth P frame in the ith GOP is scaled based 

on the target buffer level, current buffer level, frame rate, and channel bandwidth. It is 

given in eq. (2.14), 
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,where γ is a constant weighting factor. Further adjustment by a weighted combination 

of the average number of remaining bits for each frame is given, as shown in eq. 

(2.15), 
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=                (2.15) 

,where )( , jinf  is the total number of remaining bits left to encode the jth frame 

onwards in the ith GOP, and β  is a constant weighting factor.  

Step 2  : Compute the quantization parameter. The MAD of the current 

frame, fMAD , is predicted by a linear model using the actual MAD of the previous 

frame, 1−fMAD , as in eq.(2.16).    

                                            211 * aMADaMAD ff += −                                               (2.16) 

, where 1a  and 2a  are two coefficients. The initial value of 1a  and 2a  are set to 1 and 

0, respectively. They are updated by a linear regression method similar to that MPEG-

4 after coding each picture or each basic unit. The quantization step size corresponding 

to the target bits is then computed by using the following quadratic model as in 

eq.(2.17). 

                          ( ) ( )jih
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f
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Q
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bnf ,221, −×+×=                         (2.17) 

, where ( )jih nm ,  is the total number of header bits and motion vector bits, 1b  and 2b  

are two coefficients.  
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 To maintain the smoothness of visual quality among successive frames, the 

quantization parameter  ( )jinQP ,  is adjusted by following eq.(2.18). 

                   ( ) ( ) ( ) ( )}},2max{,2min{ ,1,1,, jijijiji nQPnQPnQPnQP −+= −−              (2.18) 

 - Basic unit layer rate control : Suppose that a frame is composed of mbpicN  

MBs. A basic unit is defined to be a group of continuous MBs, and consists of 

mbunitN  MBs, where mbunitN  is a fraction of mbpicN . If mbunitN  equals to 

mbpicN , it would be a frame layer rate control. The total number of basic units in a 

frame, unitN , is computed by eq.(2.19). 

                                                            
mbunit

mbpic
unit N

N
N =                                        (2.19) 

 If the basic unit is not selected as a frame, an additional basic unit layer rate 

control for the stored picture should be added. Same as the frame layer rate control, the 

quantization parameter for I-frame and first P-frame are the same for all basic unit int 

the same frame. It is computed the similar way as that a frame layer. The basic unit 

layer rate control selects the values of quantization parameters of all basic unit in a 

frame, so that the sum of generated bits is close to the frame target, )( , jinf . The 

following is a step by step description of this method. 

 Step 1 : Predict the MAD of current basic unit ( )lMADcb in the current frame 

by eq.(2.16) using the actual MAD of the co-located basic unit in previous frame. 

 Step 2 : Compute the number of texture bits ( )jil nf ,  for the thl  basic unit. 

Step 2.1 : Compute the target bits for the thl  basic unit as in eq.(2.20). 
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, where ( )jirb nf ,  denote the number of remaining bits for the current frame and its 

initial value is set to ),( jinf . 
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 Step 2.2 : Compute the average number of header bits generated by all coded 

basic units as in eq.(2.21). 
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, where lhdrm ,ˆ  is the actual number of header bits generated by the thl  basic unit in the 

current frame. 1,hdrm  is the estimation from all basic units in the previous frame. 

 Step 2.3 : Compute the number of texture bits , ltR , , for the thl basic unit as in 

eq.(2.22). 

                                                            hdrjillt mnfR −= )( ,,                                              (2.22) 

 Step 3 : Compute the quantization step size for the thl basic unit by using the 

quadratic rate-distortion model as in eq.(2.17). To quantization parameter is bounded 

by eq.(2.23) in order to smoothness of visual quality. 

                                             }}~,6,51min{,6,1max{ cbapfapfcb QQQQ +−=                         (2.23) 

Note that the detail information of H.264 rate control can be found in [15]. Rate 

control process of H.264 can be shown in Fig.2.25. 

 

2.5 Objective quality measurement 

Because of the problems of subjective measurement, developers of digital video 

systems rely on objective measures of visual quality. The most widely used objective 

measure is peak signal to noise ratio (PSNR), calculated using eq.(2.24). PSNR is 

measured on a logarithmic scale and based on the mean squared error (MSE) between 

an original and an impaired image or video frame, relative to ( )212 −n , the square of 

the highest possible signal value in the image. 

                               ( )
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Figure 2.25  Block diagram of rate control process for H.264 



 
 
 

Chapter 3 
 

An improved rate-distortion optimization model based on  
Cauchy density function for H.264 video coding 

 

 In this chapter, background on analyzing DCT coefficients and rate-distortion 

model based Cauchy distribution are introduced. As stated in the background and 

significance of the research problem in chapter 1, efficient rate control strategy is 

employed to obtain the best picture quality subject to bit rate constraint. To develop 

efficient rate-control algorithm, it requires knowledge of information theory, in 

particular, Rate-Distortion theory [16]. This theory addresses the problem of 

determining the minimal amount of entropy (or information) R that should be 

transmitted over a channel. It originates from Shannon's paper [27-28] and forms a 

basic foundation part of information theory [16] and lossy source coding [30-32].  

   From the background given in section 2.3, it is clear that the knowledge of 

the statistical behavior in term of distribution of the transform coefficients is 

important to the design the rate-distortion model. This implies that, we can find rate 

model and distortion model based on input statistical distribution. From there, the rate 

model is proposed to find optimal or sub-optimal choice of quantization parameter. 

Later on, without losing generality, we will use DCT as an example of block-based 

transform coding, as it is widely used in standard video coding. For DCT, the 

transform coefficients are categorized into DC and AC coefficients. Since DC 

coefficient represents an average of energy in the signal, its values are uniformly 

distributed. Several studies on the statistical probability distribution then focus on the 

distribution of AC-coefficients.  

  In earlier studies, the AC coefficients were conjectured to have Gaussian 

distributions [38-39]. Later, several other distribution models were reported, including 

generalized Gaussian and Laplacian distributions [17-22]. Other studies modeled the 

statistical distributions of DCT coefficients using more complex probability density 

functions such as Gaussian Mixture Models (GMM). In [19], Muller used a 

generalized Gaussian function that includes Gaussian and Laplacian probability 

density functions as special cases. Eude et al. reported that the statistics of the DCT 
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coefficients can be modeled as a linear combination of a number of Laplacian and 

Gaussian probability density functions [20]. Comparing their models with Laplacian, 

Gaussian and Cauchy probability density functions, they claimed that the distribution 

of DCT coefficients follow neither a Cauchy nor a Laplacian distribution only but can 

be accurately modeled as a mixture of Gaussian distributions. Although a generalized 

Gaussian density function can model the statistics of the DCT coefficients more 

accurately, it is not widely used in practice because it is mathematically difficult to 

analyze. Cubic spline models [24] in MPEG-2 have shown to be more accurate in 

estimating the rate characteristics of video sequence, but it is computationally 

complex.  Nevertheless, previous works on the rate control of video coding standards 

are based on the assumption that AC coefficients follow a Laplacian distribution. 

Recently the work in [25],  N.Kamaci and Y.Altunbasak observed that in most cases 

Cauchy distributions provide more accurate estimates of the statistical distribution of 

DCT coefficients in typical video sequences compared to that of Laplacian 

distributions. Then in the next section we will study the video input source statistics in 

term of the actual distributions of DCT coefficients of Cauchy distribution compared 

with the Laplacian distribution. 

 

3.1 Analysis of DCT-coefficients by curve fitting 

In this section, we experimented the two curve fitting types to find a curve 

which matches a series of the AC coefficient data points in different video input 

source. Based on the observation of [25] that Cauchy distribution provides more 

accurate estimates of the statistical distribution of DCT coefficient than the Laplacian  

distributions. Therefore, in our research, Cauchy curve fitting and Laplacian curve 

fitting are used in DCT-coefficient analysis. In DCT-coefficient analysis, we are plots 

the histogram of 88×  DCT-coefficients block. Fig.3.1 shows a typical plot of the 

histograms of the DCT Coefficients. The upper left most of coefficient is called the 

DC coefficient while the rest are AC coefficients. The scaling of the histogram is kept 

the same for all AC coefficients in this plot. Fig.3.1 shows a typical plot of the 

histograms of the DCT coefficients. Curve fitting is used to find a curve which 

matches a series of data points or probability density functions of DCT-coefficients. 
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In this problem, we consider the two curve fitting types, i.e., Laplacian distribution 

and Cauchy distribution to find a curve which matches a series of the AC coefficient 

data points. The distributions of Laplacian and Cauchy distributions are described as 

follows. 

 

Figure 3.1 Probability density functions of each 8x8 DCT-coefficients [18] 

 - Laplacian probability density function 

  The general formula for the Laplacian probability density function, ( )xp , 

with parameter λ and b can be defined as shown in eq.(3.1), 

                                 ( ) Rx
b

x
b

xp ∈
⎭
⎬
⎫

⎩
⎨
⎧ −
−= ,exp

2
1 λ

                                  (3.1) 

,where λ  is location parameter, specifying the location of the peak of the distribution 

and  b  is scale parameter. If b is large, then the distribution will be more spread out, 

if b  is small then it will be more concentrated. Variance of Laplacian probability 

density function can be written in term of 22b . 

  The Laplacian probability density function has an exponential form, leading to 

the property that the tail of the density decays very fast. Fig.3.2 shows the plot of the 

Laplacian probability density function in different values of b  and λ .  
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Figure 3.2 Laplacian probability Density Function at different b  and λ  

- Cauchy probability density function 

   The general formula for the Cauchy probability density function can be 

written as shown in eq.(3.2), 
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, where 0x  is the location parameter, specifying the location of the peak of the 

distribution, and µ  is the scale parameter which specifies the width of probability 

density function. A special case where 00 =x and 1=µ  is called a standard Cauchy 

distribution. The equation for a standard Cauchy distribution can be simplified as 

shown in eq.(3.3). 

                                             ( ) ⎥⎦
⎤

⎢⎣
⎡

+
=

1
111,0; 2x

xp
π                                               (3.3) 

Fig.3.3 shows the plot of the Cauchy probability density function in different values 

of 0x  and µ .  
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Figure 3.3 Cauchy probability density function at different values of 0x  and µ  

Based on 88×  DCT-coefficients block, we consider the probability density 

functions of 88×  DCT-coefficients block only AC coefficients. Fig.3.4 shows the 

plot of the histogram of 88×  DCT coefficients block size. The image used here is the 

Akiyo test video sequence. The red line denotes Cauchy probability density curve 

fitting while the blue line is the Laplacian probability density curve fitting.  

 

Figure 3.4 Histogram of DCT coefficients of Akiyo sequence 
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It can be shown that, the Lapalcian distribution has an exponential form, 

leading to the property that the tail of the density decays very quickly. Furthermore, 

we have verified that Cauchy distribution is better fit to the signals than Laplacian 

distribution. To find the error plot between video input data points with Cauchy curve 

fitting and Laplacian curve fitting, the error curve fitting is used in our experiment. 

 Table 3.1 shows the error curve fitting between AC coefficients data points of 

different fourteen video input sources.  In this table, the percentages in error reduction 

is the percentage reduction of Cauchy curve fitting compared to the Laplacian curve 

fitting. Error curve fitting can be calculated by eq.(3.4) 

                                                                                                                                                                 

                                          ∑
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ˆ
fittingcurveError                                      (3.4) 

, where ix  is the histogram of AC coefficients distribution, ix̂  is the PDF of curve 

fitting and N  is the number of the histogram bin. 

 It can be shown that Cauchy distribution is nearly fitted with the histogram of 

88×  DCT coefficients block size all types of the video input source rather than the 

Laplacian distribution. Correspondingly, we then investigate rate model and distortion 

model based on Cauchy density function to find the solution of R-D optimization 

model that will be applied to H.264 video coding as later described in the next 

sections. 
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Table 3.1: Comparison of the error curve fitting between Cauchy and Laplacian curve 
fitting, with the histogram of  DCT  coefficients. 

 

 

 

3.2 Background of rate and distortion model based on Cauchy 

density function 

          In this section, background of rate-distortion model based on Cauchy 

distribution is introduced. As previously mentioned, knowledge of  AC coefficients 

probability density function is particularly important in the design of rate control for 

video coding. To solve the problem of bit allocation and quantization parameter 

selection requires the knowledge of the rate-distortion model as a function of the 

encoder parameters and the video input source statistics. As stated above, we found 

that most of the AC coefficients are distributed more closer to Cauchy than Laplacian 

% error curve fitting Sequence Description 
Cauchy Laplacian 

% Error 
Reduction 

Akiyo Still camera on human subject 
with synthetic background  5.3 % 15.6 %  10.3 % 

Missam Still camera on slow human 
head moving  12.3 % 21.0 % 8.7 % 

Claire Still camera on fast human head 
and shoulder moving  12.1 % 20.4 % 8.3 % 

News Still camera on slow moving 
scene change 4.2 % 14.7 % 10.5 % 

Suzie Still camera on medium human 
moving  5.8 % 13.5 % 7.7 % 

Silent Still camera on slow hand 
moving  3.6 % 9.8 %  6.2 % 

Trevor Fast human moving with 
background change 2.5 % 7.2 %  4.7 % 

Salesman Still camera on medium human 
head and hand moving  4.9 % 13.6 % 8.7 % 

Container Still camera with slow object 
moving  3.5 % 10.5 % 7.0 % 

Coastguard Medium camera with medium 
object motion  4.8 % 12.2 % 7.4 % 

Foreman Fast camera and content motion 
with pan at the end  2.3 % 11.3 % 9.0 % 

Carphone Fast camera and content motion 
with landscape passing  3.6 % 8.5 % 4.9 % 

Mobile Fast object moving with 
background change 6.2 % 12.8 % 6.6 % 

Walk Fast object moving with 
landscape passing 3.9 % 13.4 %  9.5 % 
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distribution. Therefore, in our study, we focus on the study of adopting Cauchy 

probability density function to find the rate-distortion model for the applications of 

rate control. 

3.2.1 Cauchy based rate model  

As we discussed in chapter 2, after transformation of the pixels, quantization is 

performed independently on each transformed coefficients then the result is entropy 

coded. In order to find rate model, we consider use uniform quantization of transform 

coefficients with optimal bit allocation. We have also assumed perfect entropy coding 

is possible for transform coefficients. As in section 3.1, transform coefficients of 

video input source are assumed to be modeled more accurately as Cauchy distribution 

with scale parameter of µ . Thus, if using uniform quantizer, one should be able to 

find rate and distortion of any quantization step size and input signal distribution of 

DCT coefficients input signal as in [55]. For example, the simplest quantizer divides 

the transform coefficients by quantization step size ( )Q  and rounds to the nearest 

integer ( )i . Reconstructed points ( )ix̂  are at the midpoints of each quantization range, 

that is, iQxi =ˆ  for all integers i . 

 The Cauchy probability density function ( )µ;0;xp with location parameter 

00 =x  is given by eq.(3.5). 
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, and the probability distribution that a sample will be quantized to iQxi =ˆ  is simply 

the probability iP  that the sample is between ( )2/1−iQ  and ( )2/1+iQ . This is given 

by eq.(3.6). 
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If the perfect entropy coding is used, the resulting entropy rate ( )QH  to encode the 

quantized coefficient is given by eq.(3.7). 

                                                  ( ) ∑
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 A closed form expression for the rate as a function of the quantization step 

size ( )Q  for the Cauchy distribution is given by eq.(3.8). 
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 Eq.(3.8) give a parametric description of the lowest rate possible using an 

entropy coded uniform quantizer. Note that, eq. (3.8) can be used to approximate the 

entropy function of quantization step size in term of linear equation function, as 

shown in eq.(3.9) [25]. 

               ( ) α−== aQQHR                         (3.9) 

, where  a and α  are Cauchy rate model parameters. Their values need to be 

estimated and depend on the value of µ . 

 The examples of the entropy plot of each video sequence compared with the 

approximate entropy function in eq.(3.9) are shown in Fig.3.5–3.8. As shown in the 

figure, we plot the entropy of Akiyo sequence, Foreman, Carphone and Tempete 

sequences (P-frame) with the approximate entropy function at different quantization 

step sizes. It can be shown that the approximation of entropy function is very close to 

an accurate estimate. 
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Figure.3.5 Entropy of Akiyo sequence versus approximated entropy functions at 

different quantization step sizes (Q) 

 

 

Figure.3.6 Entropy of Foreman sequence versus approximated entropy functions at 

different quantization step sizes (Q) 
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Figure.3.7 Entropy of Carphone sequence versus approximated entropy functions at 

different quantization step sizes (Q) 

 

Figure.3.8 Entropy of Tempete sequence versus approximated entropy functions at 

different quantization step sizes (Q) 
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3.2.2 Cauchy based distortion model  

             If considering each quantization range separately, it is therefore possible to 

compute the expected distortion as a function of Q . For the midpoint reconstruction, 

iQxi =ˆ , the expected distortion ( )QD  for given any distribution is shown in 

eq.(3.10),  
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The closed form of expected distortion in eq.(3.10) can be shown as in eq.(3.11). 
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Eq.(3.11) shows a parametric description of the distortion using an entropy coded 

uniform quantizer. Note that, eq.(3.11) can be used to approximate the distortion 

function of quantization step size in term of linear equation function, as shown in 

eq.(3.12) [25],  

                  ( ) βbQQD =                                   (3.12) 

, where  b and β  are Cauchy distortion model parameters. Their values need to be 

estimated and depend on the value of µ . 

As shown in Fig.3.9, we plot the distortion of Akiyo sequence (P-frame) and 

the approximated distortion in eq.(3.12) at different quantization step sizes. It can be 

shown that the approximation of distortion function is also close to an accurate 

estimate. 



                                                                                  
                                                                               

 

60

Akiyo sequence (Nonintra frame)

0

20

40

60

80

100

120

140

160

180

0 20 40 60 80 100 120
Quantization step size

D
ist

or
ito

n

Actual Distoriton
Distortion model

 

Figure.3.9 Distortion of Akiyo sequence versus approximated distortion functions at 

different Quantization step sizes (Q) 

3.3 Proposed generalized Cauchy R-D optimization model using 

Lagrange multiplier technique 

            Based on the finding from the previous section, it is confirmed that the actual 

distributions of the DCT coefficients in video applications is better fit Cauchy 

distribution than Laplacian distribution. In our research, we propose a new rate-

distortion optimization model base on Cauchy probability density function and 

optimize to find the optimum choice of quantization step size in video coding by 

using Lagrange multiplier technique.  

 In this section, we derive an expression for the quantization step sizes that 

minimize distortion subject to bit rate constraint. From eq.(3.9) , the expected number 

of bits for each basic unit thl  in a frame is defined, as shown in eq.(3.13), 

                                                         llll HQCaR l += −α                                        (3.13) 
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, where C is the number of pixel in each basic unit, lH is the actual number of header 

bits generated by each basic unit in the current frame, lR  is the number of target bits, 

and lQ  is the quantization step size for each basic unit. 

  The distortion measure, D , for encoding every basic unit in each frame is 

defined by eq.(3.14), 

                                  ∑
=

=
unit

l

N

l
ll

unit
Qb

N
D

1

1 β                                  (3.14) 

, where unitN  is number of basic unit in each frame. 

 An expression for the quantization step sizes **
2

*
1 ,...,,

unitNQQQ  that minimizes 

the distortion subject to the constraint that the total number of bits, i.e., the sum of the 

total number of bits of every basic unit in each frame must be equal to ( )jRMAX  , is 

shown in eqs.(3.15)-(3.16),                               
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, where  ( )jRMAX  is defined as the target bit budget in each frame.  

 By using Lagrange multiplier technique, the expression for the optimum 

choice of quantization step size , can be formulated and the expression of the cost 

function ( )***
2

*
1 ,,...,, λ

unitNQQQJ  can be shown in eq.(3.17). 
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Assume that the number of header bits in each basic unit are equal, i.e., HHl = , 

eq.(3.17) can be rewritten as shown in eq.(3.18). 
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 The minimum values of eq.(3.18) can be solved by using partial derivatives, 

i.e., 0* =
∂
∂

lQ
J  and 0* =

∂
∂
λ
J  as in eq.(3.19).    
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Let  0* =∂
∂

lQ
J   from eq. (3.19). 
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From eq.(3.20) , we take logarithmic function on both sides of this equation as shown 

in eq.(3.21), 
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 Case 2 :        Find  0* =
∂
∂
λ
J   from eq. (3.18) ,  
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Replace eq.(3.22)  in   eq. (3.23). 
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  Replace eq.(3.25) in eq.(3.22), we can get the optimized quantization step 

sizes, as shown in eq.(3.26). 
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, where la  , lα  and  lb  , lβ  are model parameters of the basic unit lth, respectively. 

 

3.4 Proposed a linear prediction rate and distortion model 

parameter by using linear regression analysis 

             In this section, we relate the expression from eqs.(3.9) and  (3.12) in term of 

linear equation to find the Cauchy rate-distortion model parameters ( lja _ , lj _α  and  

ljb _ , lj _β ) in eq. (3.9) and (3.12) by using statistical linear regression analysis [56].  

3.4.1   The linear regression model 

 A regression model is an application of the linear model where populations of 

the response variable are identified with numeric values of one or more quantitative 

variables that are called factor or independent variables. A regression model specifies 

that the mean of the independent variable y is related to the independent variable x . It 

means that, linear regression analyzes the relationship between two variables, x and 

y . For each subject or experimental unit, both x  and y  are known and we want to 

find the best straight line through the data. In some situations, the slope and/or 

intercept have a scientific meaning, as shown in Fig.3.10, the plot of linear regression 

line. 
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Figure 3.10 Plot of regression line 

, where given two points (x1, y1) and (x2, y2), the difference between x from one to the 

other is 12 xxx −=∆ , while the difference between y is 12 yyy −=∆ .  

 In other cases, we use the linear regression line as a standard curve to find the 

new values of x  from y , or y  from x . In general, the goal of linear regression is to 

find the line that best predicts y  from x . 

 The simplest regression model is the simple linear regression model, which is 

defined as in eq.(3.27). 

                                                          εββ ++= xy 10                                            (3.27) 

, where y  is the dependent variable and x  is the independent variable. 0β , the 

intercept point, is the value of the mean of the dependent variable when x  is zero. 1β , 

the slope, is the change in the mean of the dependent variable associated with a unit 

change in x . ε  is the statistical portion or random part of the model. 

 This model is called a linear model that consists of a deterministic or 

functional relationship among the variables part and a statistical part. The statistical 

portion of the model is the random error component. The deterministic portion of the 

model, x10 ββ + , specifies that for any value of the independent variable, x , or 

response variable, y , is described by the straight line  function ( )x10 ββ + .  
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 The random part of the model explains the variability of the responses about 

the mean. We assume that this term, i.e., the error terms, have a zero mean and a 

constant variance, 2σ . A regression analysis is a set of procedures, based on a sample 

of n  ordered pairs, ( ) niyx ii ,...,2,1,, = , for estimating and making inferences on the 

parameters, 0β  and 1β . These estimates can then be used to estimate the mean values 

of the dependent variable for specified values of x . It can be seen that the data from 

these samples is used to construct the estimates of the coefficients which are used in 

the following eq.(3.28) for estimating the mean of y . 

                                                    xxy 10| ˆˆˆ ββµ +=                                                  (3.28) 

, where xy|µ̂  is the estimate of the mean of the dependent variable, y , for any 

specified value of  x .  We can find those values of 0β̂  and 1̂β  that minimize the sum 

of squared deviation, as shown in eq.(3.29). 

                                   ( ) ( )210
2

| ˆˆˆ ∑∑ +−=−= xyySS xy ββµ                            (3.29) 

 The values of the coefficients that minimize the sum of squared deviations for 

any particular set of sample data are given by the solutions of the following equations, 

which are called the normal equations, as shown in eq.(3.30). 

                                              

∑ ∑∑
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=+
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2
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ˆˆ

ββ

ββ
                                      (3.30) 

This solutions are obtained through the solution explain in [56]. 

 The solution for two linear equations which have two unknown variables is 

obtained and thus provides the estimators of these parameters, as shown in eqs.(3.31)-

(3.32). 



                                                                                  
                                                                               

 

68

                                              

( )( )

( )
∑ ∑

∑∑∑

−

−
=

n
x

x

n
yx

xy

2
2

1̂β                                         (3.31) 

                                                          xy 10 ˆˆ ββ −=                                                 (3.32)  

The estimator of 1β can also be written, as shown in eq.(3.33). 
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From eq.(3.33), it is the sum of cross products of the deviations of observed 

values from the means of x  and y divided by the sum of squared deviations of the x  

values. For practical uses, the term, ( )2∑ − xx , denote the corrected sums of squares 

and can be alternately expressed by xxS , as shown in eq.(3.34). The 

term, ( )( )yyxx −−∑ , denotes the corrected cross products, and can be alternately 

expressed by xyS , as shown in eq.(3.35).  

                             ( )
( )

∑ ∑∑ −=−=
n
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xxxSxx

2
22                              (3.34) 

                                     ( )( ) ∑ ∑∑∑ −=−−=
n

y
xxyyyxxSxy                      (3.35) 

The corrected sum of squares of the dependent variable, , is shown in eq.(3.36). 
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 Using the notation as in the aboved equations, we can express 1̂β in term of 

xxS  and xyS , as shown in eq.(3.37). The example of plot of the data points and 

estimated line can be shown in Fig.3.11 and shows how the regression line fits the 

data. 

                                                          
xx

xy
S
S

=1̂β                                                       (3.37) 

  

Figure 3.11 Plot of data and regression line                       

3.4.2    Cauchy rate model parameter 

Based on knowledge of linear regression in the previous section. In this 

section we  proposed to use linear regression analysis to find Cauchy rate distortion 

optimization model parameters. The encoder collects the bit rate and quantization step 

size for each type of picture at the end of encoding each basic unit. Then, the Cauchy 
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rate model parameters lja _  , lj _α  can be found. From eq.(3.9) , we use logarithmic 

linear function, as shown in eq.(3.38) 

 

                               ( )( ) ( ) ( )( ), _ _ ,ln ln lnl i j j l j l l i jR n a Q nα= −                             (3.38) 

 

  In our  research, we use linear regression analysis that models the relationship 

between two variables by fitting a linear equation to the observed data. We use the 

formula below to find the Cauchy rate model parameters, as shown in eqs.(3.39)-

(3.40), 
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, where kR  and kQ denote the actual number of bits used for coding and quantization 

step size in the previously encoded basic unit k to basic unit l-1, respectively.  

 

3.4.3    Cauchy distortion model parameter 

To derive distortion model parameter, we take logarithmic of linear function 

from eq.(3.12) and use on the term of distortion of mean square error in each basic 

unit as shown in eq.(3.41), 

 

                                            ( )( ) ( ) ( )( ), _ _ ,ln ln lnl i j j l j l l i jMSE n b Q nβ= +                   (3.41) 

 

 ,where   ( )jil nMSE ,  is mean square error of the basic unit l th in each frame. 
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 As in Cauchy rate model parameters, we use linear regression analysis [56] to 

update the model parameters after we encoded in each basic unit as in eqs. (3.42)-

(3.43), 
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, where kMSE  denotes the actual mean square error for the previous coded basic unit 

k to basic unit l-1. 

 

 



 
 
 

Chapter 4 
 

An improved rate control based on Cauchy rate-distortion  
optimization model for low bit-rate H.264 video coding 

Based on knowledges stated in the previous chapters, we proposed rate-

distortion optimization model based on Cauchy probability density function where the 

optimum choice of quantization step size would be achieved. In this chapter, we 

applied Cauchy rate-distortion optimization model to an application of rate control. 

Accordingly, we proposed new rate control for H.264 video coding.  

 Our proposed rate control scheme with Cauchy rate-distortion optimization 

model composes of three layers: Group of picture layer (GOP layer) rate control, 

frame layer rate control and basic unit layer rate control.  

 - In GOP layer rate control, the computation of the total number of bits in each 

GOP and the remaining number of bits for all noncoded P-frame are proposed. 

 - In frame layer rate control, the objective of this stage is to determine the 

number of target bits budget for each P-frame.  

 - In basic unit layer rate control, we proposed the computation of the 

quantization step size of current basic unit based on Cauchy rate-distortion 

optimization model and basic unit complexity in term of residual variance. The 

computed quantization parameter (QP) is then adjusted to prevent the fluctuation of 

PSNR.  

 
4.1 GOP layer rate control 

 First, the first I-frame and the first P-frame of the GOP are coded by initialQP . 

initialQP  is based on the available channel bandwidth as in H.264 rate control [15] by 

eq. (4.1).  
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bpp  is defined as the average number of bits per pixel in a video frame can be 

computed by eq. (4.2),  

                                                        
( )

pixelr

ji
NF
nu

bpp
×

= ,                                             (4.2) 

, where pixelN  is the number of pixel in a picture. 15.01 =l , 45.02 =l  and 9.03 =l  

are recommended for QCIF/CIF and 6.01 =l , 4.12 =l  and 4.23 =l  are recommended 

for the picture size larger than CIF. 

 The total number of bits allocated for the GOP is computed as, shown in 

eq.(4.3). The remaining bits, ( )jir nT , , for all noncoded P-frame are updated after the 

( )thj 1−   frame is encoded as in eq.(4.4), 
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, where  ( )jinu ,  is the target channel bandwidth, rF  is the frame rate , GOPN  is the 

number of frames in each GOP and ( )jinb ,  is the actual number of bits  generated  by  

each   thj  frame. 

 

4.2 Frame layer rate control 

The objective of this stage is to determine the number of target bits budget 

before coding of the current thj  frame. The algorithm computes the target bits for 
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each P-frame, ( )jinf , , according to the number of bits used in the previous P-frame, 

target channel bandwidth and frame rate, as explained in the following steps. 

Step 1 : The number of bits used in the previous P-frame is used to compute 

the target bits, ( )jinf ,ˆ , as shown in eq.(4.5).                                                  

                                                  ( )
cGOP

jir
ji NN

nT
nf

−
=

)(ˆ ,
,                                               (4.5) 

, where cN  is the total number of already coded frame. 

Step 2 : The target bits budget before coding of the current j th frame, ( )jinf ,  

can be computed by eq.(4.6),                          

                                 ( ) ( ) ( )
r

ji
jiji F

nu
nfnf ,

,, )1(ˆ ×−+×= ζζ                             (4.6) 

, where ζ  is constant value. Note that ζ  is empirically set to be 0.6 in our 

simulations. 

 

4.3 Basic unit layer rate control 

In basic unit layer, the suitable quantization step sizes are obtained using 

Cauchy R-D optimization model as, described in Section 3. The quantization 

parameter is further adjusted to keep bit rate under the given constraints, and to 

prevent the fluctuation of the quality. Model parameters are updated after encoding 

each basic unit.  The layer is divided into pre-encoding and post-encoding stages.  

1) Pre-encoding stage 

In this stage, we compute the quantization step size of current basic unit in 

three cases. 

 Case 1 : For the first basic unit in current frame, quantization parameter is 

obtained, as shown in eq. (4.7),  
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                                                 ( ) ( )1,1 −= jAvgQPjQP ii                                      (4.7) 

,  where ( )jQP i,1  is the quantization parameter of the first basic unit and  

( )1−jAvgQPi  is the average of quantization parameter for all basic unit in previous 

frame. 

Case 2 : When the number of remaining bits, ( )jir nT , , is lower than zero, 
quantization parameter is obtained as shown in eq. (4.8).    

                                                 ( ) ( ) 2,1, += − jQPjQP ilil                                         (4.8) 

    Case 3 :  The quantization step sizes of current basic unit is computed by 

Cauchy R-D optimization model using the formula in eq.(3.24), where  lja _  , lj _α  

and  ljb _  , lj _β  are model parameters of the basic unit lth of frame j, respectively. 

The algorithms are according to the following steps. 

 Step 1 : To get a better target bits estimation for each frame, we need to 

consider the complexity factor of each basic unit,  ( )lj,γ . It is defined in eq.(4.9), 

                                              ( ) ( )
( )1Re_
,Re

,
var

var
−

=
jsAve
ljs

ljγ                                       (4.9) 

, where ( )ljs ,Re var  is the residual variance of  basic unit thl  and ( )1Re_ var −jsAve  

is the average of residual variance of all basic unit in the  previous frame ( )thj 1− . In 

order to achieve the suitable target bits estimation for each P-frame, the frame target , 

( )jfv  is thus adjusted, as shown in eq.(4.10), 

                                       ( ) ( ) ( )
( ) ( )⎩

⎨
⎧

>×
≤

=
1,1.1

1,

,

,
, ljifnf

ljifnf
nf

ji

ji
jiv γ

γ
                            (4.10) 

 Step 2 : Compute the quantization step size ( )ilQ ,  of the current basic unit by 

using the parameters, lja _  , lj _α  and  ljb _  , lj _β , ( )jRMAX  of the basic unit lth 

of frame j.  
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 To avoid the fluctuation of the quality, the quantization parameter of each 

basic unit are bounded by a lower and upper bounds, as shown in  eq.(4.11),                                         

                                        
{ }
{ }6,

6,

,,

,,

+=

−=

Distilil

Distilil

QPQPMINQP

QPQPMAXQP
                                (4.11) 

,where DistQP  is computed based on the average distortion in previous coded frames, 

( )jDave , as shown in eq.(4.12), 

                                                  
( ) lj

lj

ave
DistStep b

jD
QP _

1

_
_

β

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=                           (4.12) 

, where DistStepQP _  is the quantization step sizes of DistQP . 

2) Post-encoding stage  

After encoding each basic unit, only Cauchy rate and distortion model 

parameters, lja _  , lj _α  and  ljb _  , lj _β , are updated by linear regression analysis 

in eqs. (3.36)-(3.37) and eqs.(3.39)-(3.40), as shown in Chapter 3, to find the optimal 

quantization step size of each basic unit.  

 

4.4 Simulation results 

For our simulation, we compare the performance between our proposed a rate 

control scheme using Cauchy rate-distortion optimization model with H.264 JM 8.6 

rate control in terms of the average PSNR, PSNR standard deviation, bit rate used, 

and processing time. The parameters of video coding and tested video sequences are 

set as follows.  

1) We encoded seven video sequences covering every aspects of 

characteristics, as shown in Fig.4.1 :  

- Carphone sequence which has fast camera and content motion with 

landscape passing. 

- Foreman sequence which has fast camera and content motion with pan 

at the end. 
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- Silent sequence which has still camera on slow hand moving, News 

sequence with still camera on slow moving scene change. 

- Akiyo sequence which has still camera on human subject with 

synthetic background. 

- Claire sequence which has still camera on fast human head and 

shoulder moving. 

-  Missam_ Suzie which has the scene change with connecting of two 

video sequence (Miss America and Suzie). 

 

   

                (a)                                            (b)                                           (c) 

  
     (d)                                            (e)                                           (f) 

 

                                                                   (g) 

Figure 4.1  Test video sequence uses in simulation : (a) Carphone sequence, (b) 

Foreman sequence, (c) Silent sequence, (d) News sequence, (e) Akiyo sequence  and 

(f) Claire sequence  (g) Missam_ Suzie 
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2) Input video sequences are in the QCIF format with a resolution of 176x144 

pixels. 

3) Structure of encoded video sequence consists of only one I-frame and the 

other are P-frames.  

4) The target bit rate is varied from 16-256 kbps. The frame rate is set at 10 

fps.  

5) H.264 reference software version JM 8.6 with main profile is used in the 

simulation for performance comparison purpose. The parameters of 

simulation can be shown in Table 4.1. 

Table 4.1 Parameters of simulation H.264 software version JM 8.6 with main profile 

MV resolution 1/4 pel 

Hadamard On 

RD optimization Off 

Search Range (pixels) ± 16 

Reference frames 1 

Restrict Search Range (pixels) 2 

Symbol mode UVLC 

GOP structure IPPP 

 

Table 4.2 shows the average PSNR, standard deviation of PSNR, processing 

times and PSNR gain between H.264 JM 8.6 rate control and our proposed scheme at 

bit rate of 16-256 kbps. On average, the proposed scheme can achieve average PSNR 

improvement up to 0.45 dB, 0.42 dB, 0.40 dB, 0.34 dB and 0.36 dB for 16, 32,64,128 

and 256 kbps, respectively compared to H.264 JM 8.6. On average, our proposed 

scheme can encode video with more uniform quality, as can be seen from lower 

standard deviation of PSNR compared to JM 8.6. In term of bit rate used, our 

proposed scheme which is based on Cauchy model can achieve more accurate bit rate, 

i.e., closer to target bit rate, than that of JM 8.6. Our proposed scheme also achieves 

lower processing time on average compared to JM 8.6.  Figures 4.2 - 4.8 shows the 

average PSNR in each frame of Akiyo, Carphone, Claire, Foreman, News, Silent and 

Missam_Suzie sequence at 16 -256 kbps as target bit rates, respectively. In Fig.4.9 



 
 
 

79

(a)- (g), show the average PSNR versus bit rate in each frame for our proposed and 

JM8.6 rate control of seven video sequences (Akiyo, Carphone, Claire, Foreman, 

News, Silent and Missam_Suzie sequence). 

Figure 4.10, shown the subjective quality of rate control for Miss_Suz 

sequence of our proposed compared with the JM 8.6 rate control. In Fig.4.11, shown 

the subjective quality of rate control for News sequence of our proposed compared 

with the JM 8.6 rate control. From these results, it can be seen that our proposed 

scheme has better performance than the rate control algorithm in JM 8.6 both in terms 

of objective quality and the subjective quality. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 
 

80

Simulation results of Akiyo sequence    

 Number of frames to be encoded is 100. The simulation results as shown in 

Fig.4.2 (a) - (e), showed that the average PSNR at 16-256 kbps. From the 

experimental result, it can be seen that the proposed scheme can achieve average 

PSNR improvement up to 0.63 dB with smoother video quality than that of H.264 JM 

8.6 rate control. 

 

  

(a) Simulation results at 16 kbps 

 

 

 

(b) Simulation results at 32 kbps 
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(c) Simulation results at 64 kbps 

 

(d) Simulation results at 128 kbps 

 

(e) Simulation results at 256 kbps 

Figure 4.2 PSNR versus frame for our proposed and JM8.6 rate control                      
of Akiyo sequence 
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Simulation results of Carphone sequence    

 Number of frames to be encoded is 127. The simulation results as shown in 

Fig.4.3 (a) - (e), showed that the average PSNR at 16-256 kbps. From the 

experimental result, it can be seen that the proposed scheme can achieve average 

PSNR improvement up to 0.54 dB with smoother video quality than that of H.264 JM 

8.6 rate control. 

 

  

(a) Simulation results at 16 kbps 

 

 

 

(b) Simulation results at 32 kbps 
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(c) Simulation results at 64 kbps 

 

(d) Simulation results at 128 kbps 

 

(e) Simulation results at 256 kbps 

Figure 4.3 PSNR versus frame for our proposed and JM8.6 rate control  
of Carphone sequence 
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Simulation results of Claire sequence    

 Number of frames to be encoded is 164. The simulation results as shown in 

Fig.4.4 (a) - (e), showed that the average PSNR at 16-256 kbps. From the 

experimental result, it can be seen that the proposed scheme can achieve average 

PSNR improvement up to 0.45 dB with smoother video quality than that of H.264 JM 

8.6 rate control. 

 

  

(a) Simulation results at 16 kbps 

 

 

(b) Simulation results at 32 kbps 
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(c) Simulation results at 64 kbps 

 

(d) Simulation results at 128 kbps 

 

(e) Simulation results at 256 kbps 

 

Figure 4.4 PSNR versus frame for our proposed and JM8.6 rate control 
of Claire sequence 
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Simulation results of Foreman sequence    

 Number of frames to be encoded is 133. The simulation results as shown in 

Fig.4.5 (a) - (e), showed that the average PSNR at 16-256 kbps. From the 

experimental result, it can be seen that the proposed scheme can achieve average 

PSNR improvement up to 0.53 dB with smoother video quality than that of H.264 JM 

8.6 rate control. 

 

  

(a) Simulation results at 16 kbps 

 

 

 

(b) Simulation results at 32 kbps 
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(c) Simulation results at 64 kbps 

 

(d) Simulation results at 128 kbps 

 

(e) Simulation results at 256 kbps 

 

Figure 4.5 PSNR versus frame for our proposed and JM8.6 rate control  
of  Foreman sequence 
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Simulation results of News sequence    

 Number of frames to be encoded is 100. The simulation results as shown in 

Fig.4.6 (a) - (e), showed that the average PSNR at 16-256 kbps. From the 

experimental result, it can be seen that the proposed scheme can achieve average 

PSNR improvement up to 0.69 dB with smoother video quality than that of H.264 JM 

8.6 rate control. 

 

  

(a) Simulation results at 16 kbps 

 

 

 

(b) Simulation results at 32 kbps 



 
 
 

89

 

(c) Simulation results at 64 kbps 

 

(d) Simulation results at 128 kbps 

 

(e) Simulation results at 256 kbps 

 

Figure 4.6 PSNR versus frame for our proposed and JM8.6 rate control  
of  News sequence 
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Simulation results of Silent sequence    

 Number of frames to be encoded is 100. The simulation results as shown in 

Fig.4.7 (a) - (e), showed that the average PSNR at 16-256 kbps. From the 

experimental result, it can be seen that the proposed scheme can achieve average 

PSNR improvement up to 0.48 dB with smoother video quality than that of H.264 JM 

8.6 rate control. 

 

  

(a) Simulation results at 16 kbps 

 

 

 

(b) Simulation results at 32 kbps 
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(c) Simulation results at 64 kbps 

 

(d) Simulation results at 128 kbps 

 

(e) Simulation results at 256 kbps 

 

Figure 4.7 PSNR versus frame for our proposed and JM8.6 rate control  
of  Silent sequence 
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Simulation results of Missam_Suzie sequence    

 Number of frames to be encoded is 100. The simulation results as shown in 

Fig.4.8 (a) - (e), showed that the average PSNR at 16-256 kbps. From the 

experimental result, it can be seen that the proposed scheme can achieve average 

PSNR improvement up to 0.37 dB with smoother video quality than that of H.264 JM 

8.6 rate control. 

 

  

(a) Simulation results at 16 kbps 

 

 
(b) Simulation results at 32 kbps 
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(c) Simulation results at 64 kbps 

 

(d) Simulation results at 128 kbps 

 

(e) Simulation results at 256 kbps 

 

Figure 4.8 PSNR versus frame for our proposed and JM8.6 rate control  
of  Missam_Suzie sequence 
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(a) Average PSNR versus bit rate in each frame for Akiyo sequence 

 
(b) Average PSNR versus bit rate in each frame for Carphone sequence 

 
(c) Average PSNR versus bit rate in each frame for Claire sequence 

 
(d) Average PSNR versus bit rate in each frame for Foreman sequence 
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(e) Average PSNR versus bit rate in each frame for News sequence 

 
(f) Average PSNR versus bit rate in each frame for Silent sequence 

 
(g) Average PSNR versus bit rate in each frame for Missam_Suzie sequence 

 
Figure.4.9 PSNR versus bit rate in each frame for our proposed and JM8.6  

rate control of seven video sequence. 
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                              (a1)                                                                   (a2) 

 

   
                    (b1)                       (b2) 

Figure 4.10 Decoded frame of rate control algorithm for Missam_Suzie sequence of 
our proposed compared with the H.264 JM 8.6 rate control.  

(a1) 62 th frame of the proposed (PSNR=  34.56 dB) of 16 kbps 

(a2) 62 th frame of the JM 8.6 (PSNR= 30.55 dB) of 16 kbps  

(b1) 71 th frame of the proposed (PSNR= 32.90  dB) of 32 kbps  

(b2) 71 th frame of the JM 8.6 (PSNR=  28.86 dB) of 32 kbps 
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                          (a1)                                                                   (a2) 

 

   

                           (b1)                                 (b2) 

 

Figure 4.11 Decoded frame of rate control algorithm for News sequence of our 

proposed compared with the H.264 JM 8.6 rate control at 16 kbps. 

(a1) 50 th frame of the proposed (PSNR= 38.67  dB) 

(a2) 50 th frame of the JM 8.6 (PSNR=  37.67 dB) 

(b1) 63 th frame of the proposed (PSNR=  39.91 dB) 

(b2) 63 th frame of the JM 8.6 (PSNR=  38.92 dB) 
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Table 4.2 Performance of proposed scheme compared with H.264 JM8.6 rate control at 16, 32 and 64 kbps as target bit rate 
 

Average PSNR (dB) PSNR Std. Processing Times (ms) Bit Rate (kbps) Bit rate Sequence 
JM 8.6 Proposed JM8.6 Proposed JM8.6 Proposed JM8.6 Proposed 

PSNR Gain
(dB)  

Akiyo 39.40 40.03 1.12 1.26 233.25 224.83 16.08 16.10 +0.63 
Claire 38.36 38.76 0.95 0.92 222.15 223.88 16.08 16.07 +0.40 
Silent 30.45 30.93 0.71 0.75 223.59 224.02 16.07 16.18 +0.48 
News 30.41 30.90 0.87 0.90 219.43 212.81 16.07 16.03 +0.49 

Carphone 29.27 29.62 2.73 2.42 232.34 235.41 16.02 16.13 +0.35 
Foreman 27.68 28.21 2.24 2.06 229.94 230.07 16.11 16.07 +0.53 

16 kbps 
 

Miss_Suz 35.17 35.37 3.67 3.40 272.06 230.34 15.99 16.15 +0.20 
Akiyo 41.71 42.02 0.81 0.77 233.88 212.77 31.98 32.06 +0.31 
Claire 41.96 42.27 0.98 0.80 215.52 215.50 31.92 31.97 +0.31 
Silent 34.50 34.85 1.30 1.25 213.88 212.19 32.08 32.05 +0.35 
News 34.97 35.66 1.39 1.37 212.75 213.90 32.39 32.12 +0.69 

Carphone 32.24 32.69 3.10 2.98 219.49 220.15 32.32 32.11 +0.45 
Foreman 31.04 31.48 2.29 2.18 225.80 226.10 32.07 32.03 +0.44 

32 kbps 
 

Miss_Suz 38.23 38.54 3.81 3.56 255.56 248.26 31.95 32.23 +0.31 
Akiyo 45.22 45.50 1.33 1.37 231.79 211.99 63.87 64.11 +0.28 
Claire 45.48 45.85 0.95 0.89 219.53 220.08 63.85 64.05 +0.37 
Silent 37.74 38.05 0.98 0.87 219.01 218.95 63.98 64.10 +0.31 
News 38.68 39.13 0.73 0.72 215.22 215.43 64.31 64.23 +0.45 

Carphone 35.56 36.10 3.01 3.04 223.25 223.81 64.98 64.12 +0.54 
Foreman 34.32 34.80 1.71 1.62 227.60 227.69 63.98 64.08 +0.48 

64 kbps 
 

Miss_Suz 41.02 41.39 3.28 3.16 232.85 230.14 63.63 64.19 +0.37 
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Table 4.3 Performance of proposed scheme compared with H.264 JM8.6 rate control at 128 and 256 as  target bitrate 
 

Average PSNR (dB) PSNR Std. Processing Times (ms) Bit Rate (kbps) Bit rate Sequence 
JM 8.6 Proposed JM8.6 Proposed JM8.6 Proposed JM8.6 Proposed 

PSNR Gain
(dB)  

Akiyo 48.89 49.24 1.22 1.21 231.24 212.45 127.91 127.86 +0.35 
Claire 48.60 48.96 0.99 0.81 221.19 221.30 127.32 127.88 +0.36 
Silent 42.26 42.55 1.05 0.88 219.68 220.06 127.58 128.03 +0.29 
News 43.52 43.83 0.77 0.50 218.94 217.16 128.14 128.19 +0.31 

Carphone 39.29 39.73 3.10 3.28 221.20 220.48 127.96 128.06 +0.44 
Foreman 37.55 37.84 1.69 1.50 227.96 227.52 127.98 128.03 +0.29 

128 kbps 

Miss_Suz 43.70 44.01 2.72 2.48 234.97 232.62 127.59 128.05 ++0.31 
Akiyo 53.37 53.87 1.09 1.12 239.29 207.69 256.16 256.08 +0.50 
Claire 51.09 51.54 0.90 0.77 221.76 221.54 254.93 255.27 +0.45 
Silent 47.73 48.05 1.27 1.23 212.14 212.15 255.37 256.04 +0.32 
News 48.80 49.16 0.87 0.64 219.55 218.34 256.71 256.33 +0.36 

Carphone 43.44 43.64 2.91 2.75 226.18 226.47 255.93 256.06 +0.22 
Foreman 41.33 41.64 1.96 1.73 226.34 226.73 254.28 255.37 +0.31 

256 kbps 

Miss_Suz 46.53 46.89 2.16 1.93 236.72 235.41 253.25 256.69 +0.36 
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4.5 Summary 

In this Chapter, we investigate and analyze the use of Cauchy distribution as a 

model to estimate the rate and distortion characteristics for video coding on the 

application of rate control.  Based on Cauchy R-D optimization model, we derive an 

expression for optimal quantization step size and a linear prediction rate and distortion 

model parameters as shown in Chapter 3.  We then propose a rate control scheme 

using Cauchy R-D optimization model.  The consideration of bit allocation involves 

the number of bits used in previous frame, the complexity of basic unit in term of 

residual variance of each basic unit.  The simulation results show that our proposed 

scheme achieves better performance in terms of better PSNR, lower PSNR standard 

deviation, more accurate bit rate used, and almost the same processing time compared 

to that of H.264 JM 8.6 for the ranges of low bit rate constraint indicated.  

 



 
 
 

Chapter 5 

 
An improved rate control based on Cauchy rate-distortion 

optimization model for low bit-rate H.264 video coding  

under low delay constraint 

 

 In this chapter, an improved rate control based on Cauchy rate-distortion 

optimization model for H.264 low bit-rate video coding under low delay constraint is 

presented. This portion of work is an extension of the proposed rate control in chapter 

4. In real time video transmission, delay is very critical because video frames must be 

displayed to the viewer at constant intervals. One factor that contributes to the delay is 

the encoding process. Buffering the data prior to transmission in a constant bit rate 

(CBR) encoder poses a considerable trade off as a larger buffer size implies a larger 

delay.  Nevertheless, in low delay video transmission scenario, the buffer size will be 

small. Thus, under normal operation of rate control, bits accumulated in the encoder 

buffer will result in the higher number of bits than speculated, thus frame will be 

skipped to reduce the buffer delay and to avoid buffer overflow. We also show the 

impact of low delay constraint based on the H.264 rate control algorithm, and show 

that the degraded performance of H.264 rate control under low delay constraint.  Then 

taking into account the low delay factor, we propose a new rate control based on 

Cauchy-based rate-distortion (R-D) optimization model for H.264 low delay video 

transmission. 

5.1   Impact of low delay constraint of H.264 JM 8.6 rate control 

            In this section, we study the impact of the low delay constraint of H.264 rate 

control. In encoding process, the bits left from previously encoded frame that has not 

been transmitted produce a delay in an order of few milliseconds. To reduce such 

delay, the encoder buffer size should be kept small. In our study, we impose a low 

delay constraint that the number of bits in encoder buffer ( )jic nB ,  must not be greater 

than the maximum buffer size M , otherwise a frame will be skipped, where, 
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( ) rjis FnuBM /,==  .Hence, the maximum buffer delay is ( ) rji FnuM /1/ , =  

seconds. Where ( )jinu ,  and rF  is target channel bandwidth and frame rate, 

respectively.  

       To show the impact of the low delay constraint of JM8.6 rate control [15], we 

encoded an I-frame followed by P-frame of various video sequences at 16 kbps with 

the frame rate of 10 fps. The maximum buffer delay in our simulation is set to 100 

ms. Example results of impacts low delay constraint for the impact toward H.264 JM 

8.6 rate control mechanism can be seen in Fig.5.1-5.3 for Foreman, Carphone and 

Silent sequences, respectively.  As shown in Fig.5.1-5.3 (a) and (b), when the buffer 

fullness level is higher than maximum delay constraint, frame will be skipped.  Thus, 

without the proposed algorithm described in our proposed rate control scheme, there 

are several sharp drops in PSNR and additional frames skipped compared to the case 

with no delay constraint.  

- Fig.5.1 (b), shows PSNR degradation of Foreman sequence. On the 

average, PSNR degrades 0.63 dB with 17 frames skipped, when 

compared to the case with no delay constraint.  

- Fig.5.2 (b), shows PSNR degradation of Carphone sequence. On the 

average, PSNR degrades 0.3 dB with 10 frames skipped, when compared 

to the case with no delay constraint.   

- Fig.5.3 (b), shows PSNR degradation of Silent sequence. On the average, 

PSNR degrades 3.0 dB with 10 frames skipped, when compared to the 

case with no delay constraint.  

The simulation results show that, when the buffer fullness level is higher than 

the maximum delay constraint, i,e., the maximum buffer size, frame will be skipped. 

This results in the motion discontinuity and low visual quality in video 

communication system.  
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(a) Buffer fullness level (bits) per frame with maximum buffer size (dashed line). 

 

 

(b) Average PSNR per frame. 

 

Figure 5.1 Simulation using Foreman sequence encoded by  

H.264 JM8.6 rate control at 16 kbps with delay constraint of 100 ms.  
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(a) Buffer fullness level (bits) per frame with maximum buffer size (dashed line). 

 
 

 

(b) Average PSNR per frame. 

 
Figure 5.2 Simulation using Carphone sequence encoded by  

H.264 JM8.6 rate control at 16 kbps with delay constraint of 100 ms.  
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(a) Buffer fullness level (bits) per frame with maximum buffer size (dashed line).  
 

 

 

(b) Average PSNR per frame. 

 

 

Figure 5.3 Simulation using Silent sequence encoded by  

H.264 JM8.6 rate control at 32 kbps with delay constraint of 100 ms.  
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5.2 Proposed rate control scheme using Cauchy R-D optimization 

model under low delay constraint 

As shown in the previous section, the impact of low delay constraint for H.264 

JM 8.6 is the problem in real time video transmission. In this chapter, we use the 

expression in eq.(3.26) to design a new rate control scheme to reduce the number of 

frame skipped with an improvement in average PSNR and smoother video quality. 

Cauchy R-D models presented in the previous section can be used to find the optimal 

quantization step size in each basic unit of each frame.  

     Our proposed rate control scheme with Cauchy R-D optimization model 

composes of three layers: Group of picture layer (GOP layer), frame layer and basic 

unit layer rate control.  

- In GOP layer rate control, the computation of the total number of bits in 

each GOP and the remaining number of bits for all noncoded P-frame are 

proposed and compute the occupancy of virtual buffer after each frame is 

encoded.  

- In frame layer rate control, the objective of this stage is to determine the 

number of target bits budget for each P-frame.  

- In basic unit layer rate control, we proposed the computation of 

quantization step size of current basic unit based on Cauchy R-D 

optimization model and basic unit complexity in term of residual 

variance. The computed quantization parameter (QP) is then adjusted to 

prevent buffer from overflow and underflow. 

 

5.2.1 GOP layer rate control for low delay constraint 

             First, the first I-frame and the first P-frame of the GOP are coded by using 

initialQP . The computation of initialQP is based on the available channel bandwidth as 

used in H.264 rate control [15]. The total number of bits allocated for the GOP is 

computed as shown in eq.(5.1) and the remaining bits, ( )jir nT , , for all non-coded P-

frames are updated after the ( )thj 1−   frame is encoded, as shown in eq.(5.2), 
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, where  ( )jinu ,  is the target channel bandwidth, rF  is the frame rate, GOPN  is the 

number of frames in each GOP, and ( )jinb ,  is the actual number of bits generated by 

each thj  frame. After each frame are encoded, the occupancy of virtual buffer, 

( )jic nB , , are updated, as shown in eq.(2.11) in Chapter 2.                      

 

5.2.2 Frame layer rate control for low delay constraint 

            The objective of this stage is to determine the number of target bits budget 

before coding of the current thj  frame. The algorithm computes the target bits for 

each P-frame, ( )jinf , , according to the current buffer occupancy and the number of 

bits used in the previous P-frame are explained in the following steps. 

Step 1 : Number of bits used in the previous P-frame is used to compute the 

target bits, ( )jinf ,ˆ , as shown in eq.(5.3). 

                   ( )
cGOP

jir
ji NN

nT
nf

−
=

)(ˆ ,
,                                        (5.3) 

Step 2 : Current buffer occupancy and buffer size information are used to 

compute the target bits for each P-frame, ( )jinf , , as shown in eq.(5.4),                                                

                             ( ) ( ) ( )jicSjiji nBVnfnf ,,, ˆ −+= ω                                      (5.4) 

, where ω  is constant value. Note that ω  is empirically set to be 0.8 in our 

simulations. SV  is the maximum buffer size. 
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5.2.3 Basic unit layer rate control for low delay constraint 

            In basic unit layer, the suitable quantization step sizes are obtained using 

Cauchy R-D optimization model as described in Chapter 3. The quantization 

parameter is further adjusted to keep bit rate under the given constraints, and to 

prevent the buffer from overflow and underflow. Model parameters are updated after 

encoding each basic unit.  The layer is divided into pre-encoding and post-encoding 

stages. 

1)  Pre-encoding stage 

            In this stage, we compute the quantization step size of current basic unit in 

three cases. 

Case 1 : For the first basic unit in the current frame, quantization parameter is 

obtained, as shown in eq. (5.5),  

                                  ( ) ( )1,1 −= jAvgQPjQP ii                                (5.5) 

,where ( )jQP i,1  is the quantization parameter of the first basic unit and ( )1−jAvgQPi  

is the average of quantization parameter for all basic units in the previous frame. 

         Case 2 : When the number of remaining bits, ( )jir nT , , is lower than zero, 

quantization parameter is obtained, as shown in eq. (5.6).      

 

                              ( ) ( ) 2,1, += − jQPjQP ilil                                 (5.6) 

 

             Case 3 :  The quantization step size of current basic unit is computed by 

Cauchy R-D optimization model using the formula in eq. (3.24), where  lja _  , lj _α , 

ljb _  , and lj _β  are model parameters of the basic unit lth of frame j, respectively. 

The algorithms are according to the following steps. 

        Step 1:  To get a better target bits estimation for each frame, we need to 

consider the complexity factor of each basic unit, ( )lj,γ . It is defined in eq. (5.7), 
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                                  ( ) ( )
( )1Re_
,Re

,
var

var
−

=
jsAve
ljs

ljγ                                          (5.7) 

, where ( )ljs ,Re var  is the residual variance of the basic unit thl  and 

( )1Re_ var −jsAve  is the average of residual variance of all basic units in the 

previous frame ( )thj 1− .  Note that the value of ( )lj,γ  is bounded in the range of 

[0.8,1.2] to prevent too much fluctuations in target bit estimation. The new frame 

target , ( )jiv nf , , is thus adjusted, as shown in eq.(5.8). 

 

                                      ( ) ( ) ( )jijiv nfljnf ,, , ×= γ                                (5.8) 

            Step 2: To reduce the number of frame skipped when the buffer occupancy 

level is high, i.e., if the level reaches 80%, the target number of bits obtained from eq. 

(5.8) will be reduced by 10%.  Also to prevent buffer underflow, i.e., the buffer 

occupancy level is less than or equal to zero, the target number of bits obtained from 

eq. (5.8) will be increased by 10%.  The adjustment conditions are shown in eqs. 

(5.9)-(5.10),   

 

                                           ( ) ( )jivMAX nfjR ,×=η                                   (5.9) 

, where ( )jRMAX   is defined as the maximum target bit budget in the current frame, 

η   is constant value. In our simulations, we set the value of  η   according to the 

current buffer occupancy conditions, as shown in eq.(5.10).  

                                        
( )
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⎧
×≥

≤
=

otherwise
VBif

nBif
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010.1

,

,
η                                  (5.10) 

                  Step 3: To avoid the fluctuation of PSNR and buffer overflow, the target 

bit budget estimation of current frame are bounded by a lower and upper bounds, as 

shown in eqs. (5.11) and (5.12), 
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, where φ  and γ  are constant values and are set empirically to 0.5 and 3, respectively.  

                  Step 4: Compute the quantization step size ( )lQ  of the current basic unit 

by using the parameters, lja _  , lj _α  and  ljb _  , lj _β , ( )jRMAX  of the basic unit 

lth of frame j. 

            The computed quantization parameter of each basic unit is then further 

adjusted, as shown in eq.(5.13), 
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, where ( )jiS nB ,  is defined as the occupancy of virtual buffer after encoding each 

basic unit. At this stage, ( )jiS nB ,  are updated by eq.(5.14). 

              ( ) ( ) ( )∑
=

+=
l

k
kjijicjiS nbnBnB

1
_,,,                                     (5.14) 
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, where   ( )kjinb _,  is the actual number of bits use in the thl  basic unit. In H.264 

standard, the possible quantization parameter is specified between range 0 - 51. 

 

2)  Post-encoding stage  

      After encoding each basic unit, only Cauchy rate and distortion model 

parameters, lja _  , lj _α  and  ljb _  , lj _β , are updated by linear regression analysis 

in eqs. (3.36)-(3.37) and eqs. (3.39)-(3.40), as shown in Chapter 3 to find the optimal 

quantization step size of each basic unit.  

 

5.2.4 Simulation results  

            For our simulations, we compare the performance between our proposed  rate 

control scheme by Cauchy rate-distortion optimization model with H.264 JM 8.6 rate 

control and rate control algorithm  proposed by N.Kamaci and Y.Altunbasak [25], in 

terms of the average PSNR, PSNR standard deviation, the number of frames skipped, 

bit rate used, and processing times. The parameters of video coding and tested video 

sequences are as follows. 

1) We encode six video sequences covering every aspect of characteristics as 

in chapter 4.  

2) Input video sequences are in the QCIF format with a resolution of 176x144 

pixels. 

3) Structure of encoded low-delay video sequence consists of only one I-

frame and the rest are P-frames.  

4) The target bit rate is varied from 16-256 kbps. The frame rate is set at 10 

fps.  

5) Four maximum buffer size ( )SB  is used in our simulations :  

- Maximum buffer size   ( ) rjis FnuB /,=    represents a delay time of 

100 ms. 

- Maximum buffer size ( ) ( )rjis FnuB /5.1 ,×=  represents a delay time 

of 150 ms. 
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- Maximum buffer size ( ) ( )rjis FnuB /0.2 ,×=  represents a delay time 

of 200 ms.  

- Maximum buffer size ( ) ( )rjis FnuB /0.4 ,×=  represents a delay time 

of 400 ms. 

6) H.264 reference software version JM 8.6 with main profile is used in the 

simulation for performance comparison purpose.  

Table 5.1-5.5 shows the average PSNR, standard deviation of PSNR, number 

of frames skipped, bit rate, processing time, PSNR gain, and percentage of frames 

skipped reduction between H.264 JM 8.6 rate control, rate control algorithm in [25] 

and our proposed scheme encoded at bit rate of 16 , 32, 64, 128 and 256 kbps with 

delay constraint of 100 ms, respectively. On average the proposed scheme can achieve 

average PSNR improvement up to 0.43 dB, 0.66 dB, 0.50 dB, 0.44 dB and 0.70 dB, 

respectively for the bit rate of 16, 32, 64, 128 and 256 kbps compared to H.264 JM 

8.6. The proposed scheme can achieve average PSNR improvement up to 1.13 dB, 

2.48 dB, 0.75 dB, 1.42 dB and 1.72 dB, respectively for the bit rate of 16, 32, 64, 128 

and 256 kbps compared to rate control in [25]. On average, our proposed scheme can 

encode video with more uniform quality, as can be seen from lower standard 

deviation of PSNR compared with the H.264 JM 8.6 and rate control algorithm in 

[25].  Our proposed scheme can also encode video with better motion continuity, as 

can be seen from the reduction of the numbers of frames skipped for up to 100%. In 

term of bit rate used, our proposed scheme which is based on Cauchy model can 

achieve more accurate bit rate, i.e., closer to target bit rate, than that of JM 8.6 and 

rate control in [25].   Our proposed scheme also achieves lower processing time on 

average compared to JM 8.6.   

Table 5.6-5.8 shows the average PSNR, standard deviation of PSNR, and 

number of frames skipped, bit rate, processing time, PSNR gain, and percentage of 

frames skipped reduction between H.264 JM 8.6 rate control, rate control algorithm in 

[25] and our proposed scheme encoded at the bit rate of 16 kbps with delay 

constraints of 150, 200 and 400 ms, respectively.  It can be shown that our proposed 

scheme also outperforms JM 8.6 and rate control in [25] in every aspect. 
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Simulation results with delay constraint of 100 ms. 

- Akiyo sequence : Number of frames to be encoded is 100. The simulation 

results as shown in Fig.5.4. Fig.5.4 (a) showed that the buffer fullness level in 

bits of each frame with maximum delay constraint 100 ms (maximum buffer 

size is 1600 bits) between our proposed rate control, H.264 JM8.6 rate control 

and rate control in [25]. Fig.5.4 (b) shown the average PSNR per frame with 

delay constraint. From the experimental result, it can be shown that the 

proposed scheme can achieve average PSNR improvement up to 0.21 dB and 

1.57 dB compared to the H.264 JM 8.6 and rate control in [25], respectively. 

 
 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  
(dashed line) .  

    

 

(b) Average PSNR of each frame with delay constraint. 
 

Figure 5.4  Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Akiyo sequence at 16 kbps as target bit rate with time delay of 100 ms.  
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- Carphone sequence : Number of frames to be encoded is 127. The simulation 

results as shown in Fig5.5. Fig.5.5 (a) showed that the buffer fullness level in 

bits of each frame with maximum delay constraint 100 ms (maximum buffer 

size is 1600 bits) between our proposed rate control, H.264 JM8.6 rate control 

and rate control in [25]. Fig.5.5 (b) shown the average PSNR per frame with 

delay constraint. From the experimental result, it can be shown that the 

proposed scheme can achieve average PSNR improvement up to 0.69 dB and 

1.28 dB compared to H.264 JM 8.6 and rate control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  
(dashed line) .  

 
    

 

(b) Average PSNR of each frame with delay constraint. 

 
 

Figure 5.5  Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Carphone sequence at 16 kbps as target bit rate with time delay of 100 ms.  
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- Claire sequence : Number of frames to be encoded is 164. The simulation 

results as shown in Fig.5.6. Fig.5.6 (a) show that the buffer fullness level in 

bits of each frame with maximum delay constraint 100 ms (maximum buffer 

size is 1600 bits) between our proposed rate control, H.264 JM8.6 rate control 

and rate control in [25]. Fig.5.6 (b) shown the average PSNR per frame with 

delay constraint. From the experimental result, it can be shown that the 

proposed scheme can achieve average PSNR improvement up to 0.35 dB and 

0.79 dB compared to H.264 JM 8.6 and rate control in [25], respectively. 

 

 
   

  

  (a) Buffer fullness level (bits) at each frame with maximum delay constraint  
(dashed line). 

 
 

   

(c) Average PSNR of each frame with delay of constraint. 

 

 
Figure.5.6  Simulation results coded by H.264 JM8.6 rate control and our proposed 

for Claire sequence at 16 kbps as target bit rate with time delay of 100 ms.  
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- Silent sequence : Number of frames to be encoded is 99. The simulation 

results as shown in Fig.5.7. Fig.5.7 (a) show that the buffer fullness level in 

bits of each frame with maximum delay constraint 100 ms (maximum buffer 

size is 1600 bits) between our proposed rate control, H.264 JM8.6 rate control 

and rate control in [25]. Fig.5.7 (b) shown the average PSNR per frame with 

delay constraint. From the experimental result, it can be shown that the 

proposed scheme can achieve average PSNR improvement up to 0.34 dB and 

1.04 dB compared to H.264 JM 8.6 and rate control in [25], respectively. 

 

 

   
 

  (a) Buffer fullness level (bits) at each frame with maximum delay constraint  
(dashed line). 

 
 

    

(b) Average PSNR of each frame with delay constraint. 

 

Figure.5.7  Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Silent sequence at 16 kbps as target bit rate with time delay of 100 ms.  
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- News sequence : Number of frames to be encoded is 99. The simulation 

results as shown in Fig.5.8. Fig.5.8 (a) show that the buffer fullness level in 

bits of each frame with maximum delay constraint 100 ms (maximum buffer 

size is 1600 bits) between our proposed rate control, H.264 JM8.6 rate control 

and rate control in [25]. Fig.5.8 (b) shown the average PSNR per frame with 

delay constraint. From the experimental result, it can be shown that the 

proposed scheme can achieve average PSNR improvement up to 0.34 dB and 

1.17 dB compared to H.264 JM 8.6 and rate control in [25], respectively. 

 

  

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line). 

 
 

 

(b) Average PSNR of each frame with delay constraint. 

 

Figure.5.8  Simulation results coded by H.264 JM8.6 rate control and our proposed 
for News sequence at 16 kbps as target bit rate with time delay of 100 ms.  
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- Foreman sequence : Number of frames to be encoded is 133. The simulation 

results as shown in Fig.5.9. Fig.5.9 (a) show that the buffer fullness level in 

bits of each frame with maximum delay constraint 100 ms (maximum buffer 

size is 1600 bits) between our proposed rate control, H.264 JM8.6 rate control 

and rate control in [25]. Fig.5.9 (b) shown the average PSNR per frame with 

delay constraint. From the experimental result, it can be shown that the 

proposed scheme can achieve average PSNR improvement up to 0.67 dB and 

0.94 dB compared to H.264 JM 8.6 and rate control in [25], respectively. 

 

     
 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line). 

 
  

 
(b) Average PSNR of each frame with delay constraint. 

 

Figure.5.9  Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Foreman sequence at 16 kbps as target bit rate with time delay of 100 ms.  
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Simulation results with delay constraint of 150 ms. 

This simulation results shows the effective of low delay constraint at delay 

time 150 ms of six video test sequences : Akiyo, Carphone, Claire, Foreman, News 

and Silent sequence. Target bit rate use in this simulation is 16 kbps. Maximum buffer 

size is set to 2400 bits represent delay time 150 ms.  

Fig.5.10 show the simulation result of Akiyo test sequence. In Fig.5.10 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

150 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.10 (b) shown the average PSNR per frame with delay constraint. From 

the experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.31 dB and 1.58 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

      

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Akiyo sequence. 

 
(b) Average PSNR of each frame with delay constraint of Akiyo sequence. 

Figure 5.10 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Akiyo sequence at 16 kbps as target bit rate with time delay of 150 ms.  
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Fig.5.11 show the simulation result of Carphone test sequence. In Fig.5.11 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

150 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.11 (b) shown the average PSNR per frame with delay constraint. From 

the experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.34 dB and 0.74 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Carphone sequence. 

      

(b) Average PSNR of each frame with delay constraint of Carphone sequence. 

Figure 5.11 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Carphone sequence at 16 kbps as target bit rate with time delay of 150 ms. 
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Fig.5.12 show the simulation result of Claire test sequence. Fig.5.12 (a) show 

the buffer fullness level in bits of each frame with maximum delay constraint 150 ms 

between our proposed rate control, H.264 JM8.6 rate control and rate control in [25]. 

Fig.5.12(b) shown the average PSNR with delay constraint. From the experimental 

result, it can be shown that the proposed scheme can achieve average PSNR 

improvement up to 0.30 dB and 0.88 dB compared to H.264 JM 8.6 and rate control 

in [25], respectively. 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Claire sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Claire sequence. 

Figure 5.12 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Claire sequence at 16 kbps as target bit rate with time delay of 150 ms.  
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Fig.5.13 show the simulation result of Foreman test sequence. In Fig.5.13 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

150 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.13 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.31 dB and 0.78 dB to the H.264 JM 8.6 and rate control 

in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Foreman sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Foreman sequence. 

Figure 5.13 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Foreman sequence at 16 kbps as target bit rate with time delay of 150 ms. 
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Fig.5.14 show the simulation result of News test sequence. Fig.5.14 (a) show 

the buffer fullness level in bits of each frame with maximum delay constraint 150 ms 

between our proposed rate control, H.264 JM8.6 rate control and rate control in [25]. 

Fig.5.14 (b) shown the average PSNR with delay constraint. From the experimental 

result, it can be shown that the proposed scheme can achieve average PSNR 

improvement up to 0.23 dB and 0.99 dB compared to H.264 JM 8.6 and rate control 

in [25], respectively. 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of News sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of News sequence. 

Figure 5.14 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for News sequence at 16 kbps as target bit rate with time delay of 150 ms. 
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Fig.5.15 show the simulation result of Silent test sequence. In Fig.5.15 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

150 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.15 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.35 dB and 1.14 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Silent sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Silent sequence. 

Figure 5.15 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Silent sequence at 16 kbps as target bit rate with time delay of 150 ms. 
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Simulation results with delay constraint of 200 ms. 

This simulation results shows the effective of low delay constraint at delay 

time 200 ms of six video test sequences : Akiyo, Carphone, Claire, Foreman, News 

and Silent sequence. Target bit rate use in this simulation is 16 kbps. Maximum buffer 

size is set to 3200 bits represent delay time 200 ms.  

Fig.5.16 show the simulation result of Akiyo test sequence. In Fig.5.16 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

200 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.16 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.20 dB and 1.27 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

      

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Akiyo sequence. 

 
(b) Average PSNR of each frame with delay constraint of Akiyo sequence. 

Figure 5.16 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Akiyo sequence at 16 kbps as target bit rate with time delay of 200 ms.  
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Fig.5.17 show the simulation result of Carphone test sequence. In Fig.5.17 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

200 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.17 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.26 dB and 0.83 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Carphone sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Carphone sequence. 

Figure 5.17 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Carphone sequence at 16 kbps as target bit rate with time delay of 200 ms. 
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Fig.5.18 show the simulation result of Claire test sequence. In Fig.5.18 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

200 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.18(b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.40 dB and 0.88 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Claire sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Claire sequence. 

Figure 5.18 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Claire sequence at 16 kbps as target bit rate with time delay of 200 ms.  
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Fig.5.19 show the simulation result of Foreman test sequence. In Fig. 5.19 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

200 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.19 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.41 dB and 0.91 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Foreman sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Foreman sequence. 

Figure 5.19 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Foreman sequence at 16 kbps as target bit rate with time delay of 200 ms. 
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Fig.5.20 show the simulation result of News test sequence. In Fig.5.20 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

200 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.20 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.30 dB and 1.04 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of News sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of News sequence. 

Figure 5.20 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for News sequence at 16 kbps as target bit rate with time delay of 200 ms. 
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Fig.5.21 show the simulation result of Silent test sequence. In Fig.5.21 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

200 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.21 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.41 dB and 1.25 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Silent sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Silent sequence. 

Figure 5.21 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Silent sequence at 16 kbps as target bit rate with time delay of 200 ms. 
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Simulation results with delay constraint of 400 ms. 

This simulation results shows the effective of low delay constraint at delay 

time 400 ms of six video test sequences : Akiyo, Carphone, Claire, Foreman, News 

and Silent sequence. Target bit rate use in this simulation is 16 kbps. Maximum buffer 

size is set to 6400 bits represent delay time 400 ms.  

Fig.5.22 show the simulation result of Akiyo test sequence. In Fig.5.22 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

400 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.22 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.30 dB and 1.38 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

      

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Akiyo sequence. 

 
(b) Average PSNR of each frame with delay constraint of Akiyo sequence. 

Figure 5.22 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Akiyo sequence at 16 kbps as target bit rate with time delay of 400ms.  
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Fig.5.23 show the simulation result of Carphone test sequence. In Fig.5.23 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

400 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25].Fig.5.23 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.47 dB and 0.79 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Carphone sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Carphone sequence. 

Figure 5.23 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Carphone sequence at 16 kbps as target bit rate with time delay of 400 ms. 
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Fig.5.24 show the simulation result of Claire test sequence. In Fig.5.24 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

400 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.24 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.41 dB and 0.78 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Claire sequence. 

 

      

 
(b) Average PSNR of each frame with delay constraint of Claire sequence. 

Figure 5.24 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Claire sequence at 16 kbps as target bit rate with time delay of 400 ms.  
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Fig.5.25 show the simulation result of Foreman test sequence. In Fig.5.25 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

400 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.25 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.31 dB and 0.62 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Foreman sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Foreman sequence. 

Figure 5.25 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Foreman sequence at 16 kbps as target bit rate with time delay of 400 ms. 
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Fig.5.26 show the simulation result of News test sequence. In Fig.5.26 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

400 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.26 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.48 dB and 1.45 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of News sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of News sequence. 

Figure 5.26 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for News sequence at 16 kbps as target bit rate with time delay of 400 ms. 
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Fig.5.27 show the simulation result of Silent test sequence. In Fig.5.27 (a) 

show the buffer fullness level in bits of each frame with maximum delay constraint 

400 ms between our proposed rate control, H.264 JM8.6 rate control and rate control 

in [25]. Fig.5.27 (b) shown the average PSNR with delay constraint. From the 

experimental result, it can be shown that the proposed scheme can achieve average 

PSNR improvement up to 0.45 dB and 1.22 dB compared to H.264 JM 8.6 and rate 

control in [25], respectively. 

 

 

(a) Buffer fullness level (bits) at each frame with maximum delay constraint  

(dashed line) of Silent sequence. 

      

 
(b) Average PSNR of each frame with delay constraint of Silent sequence. 

Figure 5.27 Simulation results coded by H.264 JM8.6 rate control and our proposed 
for Silent sequence at 16 kbps as target bit rate with time delay of 400 ms. 
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 Fig.5.28, we illustrate the effect of frame skipping by showing three 

successive coded video frames of Akiyo sequence at 32kbps under delay time 100 ms. 

When frame skipping, It can be shown that it is not consecutive in successive frames 

for H.264 JM 8.6 when buffer fullness was exceed than buffer size but our proposed 

did not skip this frame with smooth visual video quality. 

 
 
 

       

                     (a1)                                        (b1)                                      (c1) 

 

       

                     (a2)                                        (b2)                                      (c2) 
 

 
Figure 5.28 (a1)-(c1) show frames 40,41,42, respectively, of test sequence “Akiyo” 

coded with our proposed rate control scheme at 32 kbps , (a2)-(c2) are the same 

frames but coded with H.264 JM 8.6 rate control. Frame (b2) are identical with frame 

(a2) , because JM 8.6 rate control skipped one frame after coding frame (a2) since 

encoder buffer fullness was  higher than maximum buffer size and (a2) was repeated 

at the encoder side to generated next frame. 
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Fig.5.29, we illustrate the effect of frame skipping by showing three 

successive coded video frames of Claire sequence at 32kbps under delay time 100 ms. 

When frame skipping, It can be shown that it is not consecutive in successive frames 

for H.264 JM 8.6 when buffer fullness was exceed than buffer size but our proposed 

did not skip this frame with smooth visual video quality. 

 

   
                     (a1)                                        (b1)                                      (c1) 

 

 

   
                    (a2)                                        (b2)                                      (c2) 

 
 
Figure 5.29 (a1)-(c1) show frames 59,60,61, respectively, of test sequence “Claire” 

coded with our proposed rate control scheme at 32 kbps , (a2)-(c2) are the same 

frames but coded with. H.264 JM 8.6 rate control. Frame (b2) are identical with frame 

(a2) , because JM 8.6 rate control skipped one frame after coding frame (a2) since 

encoder buffer fullness was  higher than maximum buffer size and (a2) was repeated 

at the encoder side to generated next frame. 
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Table 5.1: Performance of proposed scheme compared with the H.264 JM8.6 rate 
control and rate control in [25] at 16 kbps for delay time 100 ms 

Output bit rate Processing Sequence Rate 
Control 

Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 37.59 1.69 4 16.40 271.02 
Kamaci 36.23 2.22 5 14.30 216.40 Akiyo 

Proposed 37.80 1.53 0 16.04 227.37 
JM 8.6 29.01 3.07 13 16.02 219.74 
Kamaci 28.42 3.49 19 15.07 210.62 Carphone 

Proposed 29.70 2.71 5 16.01 220.45 
JM 8.6 38.02 2.24 16 15.98 218.89 
Kamaci 37.58 2.26 10 14.77 219.99 Claire 

Proposed 38.37 1.65 4 16.04 216.43 
JM 8.6 26.73 3.45 17 15.53 252.00 
Kamaci 26.46 3.12 19 14.81 237.04 Foreman 

Proposed 27.40 2.55 9 16.03 240.30 
JM 8.6 30.52 1.22 5 15.97 288.47 
Kamaci 29.69 1.44 6 15.29 218.77 News 

Proposed 30.86 0.98 4 16.06 222.68 
JM 8.6 30.05 1.82 12 16.06 239.15 
Kamaci 29.35 1.33 8 14.88 209.62 Silent 

Proposed 30.39 1.25 5 16.05 219.51 
 

 

Table 5.2: Performance of proposed scheme compared with the H.264 JM8.6 rate 
control and rate control in [25] at 32 kbps for delay time 100 ms 

Output bit rate Processing  Sequence Rate 
Control 

Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 41.73 1.81 5 32.00 218.92 
Kamaci 41.70 2.40 6 28.77 201.13 Akiyo 

Proposed 42.08 1.37 2 32.09 222.70 
JM 8.6 31.54 3.98 10 31.91 220.50 
Kamaci 29.24 4.49 27 26.72 216.73 Carphone 

Proposed 32.20 3.65 6 32.25 209.87 
JM 8.6 41.86 2.01 4 31.90 219.35 
Kamaci 41.43 2.55 10 29.72 206.75 Claire 

Proposed 42.32 1.36 1 32.07 215.04 
JM 8.6 30.14 3.88 11 30.70 226.85 
Kamaci 25.83 5.87 32 24.92 212.01 Foreman 

Proposed 31.04 3.39 6 31.04 227.46 
JM 8.6 34.89 2.41 5 31.87 213.38 
Kamaci 32.72 4.72 17 27.57 215.73 News 

Proposed 35.29 2.01 3 32.28 214.75 
JM 8.6 33.89 2.95 11 31.32 222.93 
Kamaci 32.20 4.60 16 26.58 216.40 Silent 

Proposed 35.07 1.66 2 32.04 220.48 
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Table 5.3: Performance of proposed scheme compared with the H.264 JM8.6 rate 
control and rate control in [25] at 64 kbps for delay time 100 ms 

Output bit rate Processing  Sequence Rate Control Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 45.23 1.36 0 63.95 228.78 
Kamaci 44.63 1.60 1 56.84 223.46 Akiyo 

Proposed 45.53 1.44 0 63.52 222.31 
JM 8.6 35.11 3.79 7 63.40 221.85 
Kamaci 34.67 4.54 12 61.84 216.07 Carphone 

Proposed 35.69 3.13 3 64.16 223.10 
JM 8.6 45.37 1.58 1 63.46 219.37 
Kamaci 44.75 2.63 7 59.30 206.01 Claire 

Proposed 45.81 1.18 0 63.69 218.53 
JM 8.6 33.84 3.09 7 63.95 231.13 
Kamaci 33.13 4.43 12 62.82 217.20 Foreman 

Proposed 34.55 1.89 1 64.09 225.69 
JM 8.6 38.77 1.22 1 63.70 249.58 
Kamaci 38.73 2.98 4 61.74 212.05 News 

Proposed 39.24 0.83 0 63.73 230.12 
JM 8.6 36.96 3.34 9 64.09 223.89 
Kamaci 37.83 2.95 5 60.83 214.03 Silent 

Proposed 37.39 2.47 4 64.14 221.53 
 

 

Table 5.4: Performance of proposed scheme compared with the H.264 JM8.6 rate 
control and rate control in [25] at 128 kbps for delay time 100 ms 

Output bit rate Processing  Sequence Rate Control Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 48.99 1.25 0 127.66 225.53 
Kamaci 47.53 1.94 1 110.68 225.68 Akiyo 

Proposed 49.27 1.26 0 127.35 212.12 
JM 8.6 38.97 3.82 3 126.53 212.21 
Kamaci 38.41 4.79 7 121.16 206.79 Carphone 

Proposed 39.34 3.16 1 128.90 210.45 
JM 8.6 48.24 2.47 4 124.24 220.16 
Kamaci 48.06 2.58 4 119.06 217.69 Claire 

Proposed 48.64 0.79 0 127.84 222.63 
JM 8.6 37.50 1.95 1 127.57 222.47 
Kamaci 37.03 3.51 5 123.46 219.26 Foreman 

Proposed 37.88 1.66 0 127.66 209.83 
JM 8.6 44.94 1.73 1 127.40 237.98 
Kamaci 42.54 3.47 3 120.24 225.27 News 

Proposed 45.50 0.68 0 128.01 236.49 
JM 8.6 42.08 2.48 2 127.92 213.40 
Kamaci 41.26 2.81 3 119.62 202.13 Silent 

Proposed 42.73 0.82 0 128.70 215.02 
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Table 5.5: Performance of proposed scheme compared with the H.264 JM8.6 rate 
control and rate control in [25] at 256 kbps for delay time 100 ms 

Output bit rate Processing  Sequence Rate Control Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 52.92 2.28 2 253.45 213.00 
Kamaci 50.90 2.01 0 212.21 214.45 Akiyo 

Proposed 53.72 1.09 0 256.26 214.14 
JM 8.6 42.82 4.78 5 253.50 222.10 
Kamaci 42.91 4.58 5 216.46 217.00 Carphone 

Proposed 43.61 3.47 2 257.99 219.54 
JM 8.6 50.41 3.49 6 245.20 222.60 
Kamaci 50.58 1.06 0 239.69 211.37 Claire 

Proposed 51.13 0.47 0 253.59 220.77 
JM 8.6 41.07 3.33 3 254.92 212.83 
Kamaci 39.82 4.12 5 248.62 205.85 Foreman 

Proposed 41.86 2.50 1 255.91 218.67 
JM 8.6 48.67 2.13 1 255.86 236.46 
Kamaci 47.42 2.78 1 236.18 222.75 News 

Proposed 49.29 2.17 1 255.15 230.41 
JM 8.6 47.58 2.62 1 256.33 221.62 
Kamaci 45.75 3.94 3 234.08 218.16 Silent 

Proposed 48.06 1.11 0 256.45 215.63 
 

 

 

Table 5.6: Performance of proposed scheme compared with the H.264 JM8.6 rate 
control and rate control in [25] at 16 kbps for delay time 150 ms 

Output bit rate Processing  Sequence Rate Control Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 37.62 1.36 0 16.35 267.72 
Kamaci 36.35 2.16 3 14.69 224.77 Akiyo 

Proposed 37.93 1.29 0 16.18 242.04 
JM 8.6 29.10 3.29 11 16.57 209.07 
Kamaci 28.70 3.14 8 15.77 208.58 Carphone 

Proposed 29.44 2.74 1 16.26 210.75 
JM 8.6 38.39 1.93 7 16.44 223.56 
Kamaci 37.81 1.97 4 15.26 218.84 Claire 

Proposed 38.69 1.08 1 16.52 216.86 
JM 8.6 27.47 2.87 10 16.60 279.03 
Kamaci 27.00 2.49 9 15.94 233.42 Foreman 

Proposed 27.78 2.58 3 16.35 245.92 
JM 8.6 30.68 0.87 1 16.59 279.87 
Kamaci 29.92 1.22 2 15.78 227.41 News 

Proposed 30.91 0.90 1 16.27 261.80 
JM 8.6 30.40 1.06 3 16.59 230.68 
Kamaci 29.61 0.91 1 15.65 213.05 Silent 

Proposed 30.75 0.62 1 16.25 215.41 
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Table 5.7: Performance of proposed scheme compared with the H.264 JM8.6 rate 

control and rate control in [25] at 16 kbps for delay time 200 ms 

Output bit rate Processing  Sequence Rate Control Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 37.69 1.34 0 16.49 261.19 
Kamaci 36.62 2.23 1 15.10 244.67 Akiyo 

Proposed 37.89 1.36 0 16.31 256.44 
JM 8.6 29.50 2.90 5 16.67 238.47 
Kamaci 28.93 3.14 5 15.88 226.41 Carphone 

Proposed 29.76 2.80 0 16.37 242.85 
JM 8.6 38.46 1.58 4 16.26 219.55 
Kamaci 37.98 1.60 3 15.50 213.72 Claire 

Proposed 38.86 0.90 0 15.99 220.84 
JM 8.6 27.84 2.25 3 16.79 288.65 
Kamaci 27.34 2.17 4 15.77 259.50 Foreman 

Proposed 28.25 1.95 1 16.56 265.81 
JM 8.6 30.75 1.12 2 16.58 217.04 
Kamaci 30.01 0.74 0 16.18 215.21 News 

Proposed 31.05 0.83 0 16.53 220.12 
JM 8.6 30.49 1.00 3 16.87 245.90 
Kamaci 29.65 0.97 2 15.68 221.01 Silent 

Proposed 30.90 0.67 1 16.39 231.24 
 
 
 
 

Table 5.8: Performance of proposed scheme compared with the H.264 JM8.6 rate 
control and rate control in [25] at 16 kbps for delay time 400 ms 

Output bit rate Processing  Sequence Rate Control Average 
PSNR (dB) 

PSNR 
Std. 

No.  frame 
skipped (kbps) times (ms) 

JM 8.6 37.72 1.31 0 16.66 229.63 
Kamaci 36.64 2.04 0 15.35 212.76 Akiyo 

Proposed 38.02 1.32 0 16.49 217.89 
JM 8.6 29.50 2.95 2 16.87 214.87 
Kamaci 29.18 2.53 0 16.28 219.31 Carphone 

Proposed 29.97 2.68 1 16.66 215.56 
JM 8.6 38.47 1.00 1 16.51 254.75 
Kamaci 38.10 1.51 0 15.65 230.75 Claire 

Proposed 38.88 0.95 0 16.29 241.08 
JM 8.6 27.84 2.23 1 16.90 289.11 
Kamaci 27.53 1.69 0 16.22 267.03 Foreman 

Proposed 28.15 1.82 0 16.86 290.82 
JM 8.6 30.81 0.79 0 16.94 256.84 
Kamaci 29.84 0.70 0 16.35 222.20 News 

Proposed 31.29 0.76 0 16.52 239.09 
JM 8.6 30.51 0.69 0 16.95 246.90 
Kamaci 29.74 0.62 0 16.11 210.23 Silent 

Proposed 30.96 0.50 0 16.56 225.23 
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5.2.5 Summary 

In this chapter, we investigate and analyze the use of Cauchy distribution as a 

model to estimate the rate and distortion characteristics for video coding on the 

application of rate control.  Based on Cauchy R-D optimization model, we derive an 

expression for optimal quantization step size and a linear prediction rate and distortion 

model parameters.  We then propose a rate control scheme using Cauchy R-D 

optimization model under low delay constraint.  Under low delay constraint, it has 

been shown that the effect of encoder buffer fill-up causes frame skipping and lower 

PSNR. The consideration of bit allocation involves the buffer status, the number of 

bits used in previous frame, the complexity of basic unit.  The simulation results show 

that our proposed scheme achieves better performance in terms of better PSNR, lower 

PSNR standard deviation, less frame skipping, more accurate bit rate used, and lower 

processing time compared to that of H.264 JM 8.6 for the ranges of low bit rate and 

low delay constraints indicated.   

 



 
 
 

Chapter 6  

Conclusion 

Based on the observation that Cauchy distributions provide more 

accurate estimates of the statistical distribution of DCT coefficients than the 

Laplacian distributions. Therefore, in this dissertation we propose a mathematical 

model for rate and distortion optimization algorithm by Lagrange multiplier technique 

RDJ λ+=   as the cost function to find the rate and distortion model subject to the 

target bit rate constraint resulting in the optimum choice of quantization step sizes 

based on Cauchy probability density function as shown in Chapter 3. The proposed 

Cauchy rate-distortion optimization model is used to compute the optimal 

quantization step size of each basic unit in each P-frame. Linear regression analysis is 

used to find the Cauchy rate distortion optimization model parameters.  

In Chapter 4, we propose new rate control scheme that applied Cauchy rate-

distortion optimization model and show that proposed algorithm can work under low 

bit rate for H.264 video coding. We use the expression in eq.(3.26) to design a new 

rate control scheme to improvement in average PSNR Cauchy rate-distortion 

optimization models presented in the Chapter 3 can be used to find the optimal 

quantization step size in each basic unit of each frame for H.264 video coding. Our 

proposed rate control scheme with Cauchy rate-distortion optimization model 

composes of three layers: Group of picture layer (GOP layer) rate control, frame layer 

rate control and basic unit layer rate control. For our simulation, we compare the 

performance between our proposed a rate control scheme with Cauchy rate-distortion 

optimization model and H.264 JM 8.6 rate control in terms of the average PSNR, 

PSNR standard deviation, bit rate used, and processing times. The simulation results 

show that our proposed scheme achieves better performance in terms of better PSNR, 

lower PSNR standard deviation, more accurate bit rate used, and lower processing 

time compared to that of H.264 JM 8.6 for the ranges of low bit rate constraints 

indicated. 

 In Chapter 5, we present the impact of delay constraint for H.264 video 

transmission. In real time video transmission, delay is very critical because video 

frames must be presented to the viewer at constant intervals. One factor that 
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contributes to the delay is the encoding process. Buffering the data prior to 

transmission in a constant bit rate (CBR) encoder is an added tradeoff because a larger 

buffer size implies a larger delay.  But if the buffer size is small, additional number of 

bits accumulated in the encoder buffer will result in the higher number of bits than 

speculated, thus frame will be skipped to reduce the buffer delay and to avoid buffer 

overflow. That is introduced high fluctuated and low visual quality in video 

communication system. Then taking into account the low delay factor, we propose a 

new rate control based on Cauchy-based rate-distortion (R-D) optimization model for 

H.264 low delay video transmission. 

In this Chapter, we use the expression in eq.(3.26) to design a new rate control 

scheme to reduce the number of frame skipped with an improvement in average 

PSNR and smoother video quality. Cauchy R-D models presented in the previous 

section can be used to find the optimal quantization step size in each basic unit of 

each frame. Our proposed rate control scheme with Cauchy R-D optimization model 

composes of three layers: Group of picture layer (GOP layer), frame layer and basic 

unit layer rate control. In GOP layer rate control, with consideration of the total 

number of bits for all non-coded P-frames, we compute the occupancy of virtual 

buffer after each frame is encoded. In frame layer rate control, the objective of this 

stage is to determine the number of target bits budget for each P-frame. In basic unit 

layer rate control is to compute the quantization step size of current basic unit based 

on Cauchy R-D optimization model and basic unit complexity in term of residual 

variance. The computed quantization parameter (QP) is then adjusted to prevent 

buffer from overflow and underflow. For our simulation, we compare the 

performance between our proposed a rate control scheme with Cauchy rate-distortion 

optimization model, H.264 JM 8.6 rate control and rate control in [25]. The 

simulation results show that our proposed scheme achieves better performance in 

terms of better PSNR, lower PSNR standard deviation, less frame skipping, more 

accurate bit rate used, and lower processing time compared to that of H.264 JM 8.6 

for the ranges of low bit rate and low delay constraints indicated.   
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Abstract :  The motivation of this work is based on the observation that Cauchy distribution provides more accurate 
estimates of rate and distortion characteristics of video sequences than the previously distribution used such as Laplacian 
distribution.  In this paper, we propose a new rate control scheme for H.264 low-delay video transmission using Cauchy 
rate-distortion optimization model. Our proposed method uses the Lagrange Multiplier technique as the cost function to 
find the rate and distortion model subject to the target bit rate constraint resulting in the optimum choice of quantization 
step sizes. Model parameters are estimated using statistic linear regression analysis. The target number of bits for each 
frame is determined according to their buffer status, the number of bits use in the previous frame, and basic unit 
complexity. The proposed scheme has been implemented on H.264 video coder. Simulation results show that the 
proposed rate control algorithm achieves an improvement of average PSNR for up to 1.68dB with less number of frames 
skipped compared to the H.264 JM8.6 rate control. 
 
Keywords : Cauchy distribution, low delay, rate control, Lagrange multiplier technique, linear regression analysis 

1. Introduction 

Multimedia communications have experienced rapid growth and commercial success in the last decades. Many multimedia 
applications, such as digital television broadcasting, video streaming, video conferencing and video-on-demand, require 
video coding schemes that can provide acceptable quality of service to the end users. Depending on the type of services 
and available bandwidth of the channel some video applications, such as real-time video transmission over wireless channel, 
might, put constraints on the video coding scheme that can affect the visual quality and motion continuity of video.  In this 
paper, we are particularly interested in applications where low-bit rate and low-delay constraints are of great concern. 
 
To provide effective and reliable video communication, rate control plays a key role in assigning optimal number of bits for 
each video frame and ensures the generation of a constant bit rate video stream to the channel. Due to its importance, rate 
control algorithms have always been a challenging research area.  Several rate control schemes in various international 
video coding standards such as TM5 [1] for MPEG-2, TMN8 [2] for H.263, VM-8 [3] for MPEG-4 and JM for H.264/AVC [4] 
have been proposed. These video coding standards employ efficient compression techniques to remove the spatial and 
temporal redundancy within and between frames. Due to limited storage size and limited communication bandwidth, 
quantization step size is introduced to compress the bit rate of the video signal such that storage and/or bandwidth 
constraints can be satisfied. Generally, the rate control part is a normative part in video coding standards. Standards are 
flexible enough to allow designers to develop suitable rate control schemes for specific applications.  
 
To achieve the best video quality, rate-distortion theory [5] is the theoretical foundation of rate control. It originates from 
Shannon's paper [6] and forms a central part of information theory [7] and lossy source coding [8] which is directly related to 
lossy image compression. Lossy source coding schemes, such as video coding, concentrates on the tradeoffs between 
distortion and bit rate. Rate-distortion optimization techniques can be used to find the optimal quantizer. Lagrange 
optimization [9] and dynamic programming technique [10-11] are two popular techniques to find the optimal or nearly optimal 
bit-allocation for each Macroblock. One difficulty is that the optimization scheme requires huge amounts of computation 
especially in dynamic programming.  
 
Another type of approach to find the optimal quantizer for rate control is through mathematical modeling. Formulas are 
derived from optimizations based on the input statistical distribution of DCT coefficients. On the percentage and/or number of 
zeros in the quantized DCT coefficients, i.e., ρ-domain [20]. Several studies on the statistical probability distribution of the 
AC-coefficients have been investigated. In earlier studies, the AC coefficients were conjectured to have Gaussian 
distributions [12]. Later, several other distribution models were reported, including generalized Gaussian and Laplacian 
distributions [13-15]. Other studies modeled the statistical distributions of DCT coefficients using more complex probability 
density functions such as Gaussian Mixture Models (GMM). In [13], Muller used a generalized Gaussian function that 
includes Gaussian and Laplacian probability density functions as special cases. Eude et al. reported that the statistics of the 
DCT coefficients can be modeled as a linear combination of a number of Laplacian and Gaussian probability density 



functions [15]. Comparing their models with Laplacian, Gaussian and Cauchy probability density functions, they claimed that 
the distribution of DCT coefficients follow neither a Cauchy nor a Laplacian distribution only but can be accurately modeled 
as a mixture of Gaussian distributions. Although a generalized Gaussian density function can model the statistics of the DCT 
coefficients more accurately, it is not widely used in practice because it is mathematically difficult to analyze. Cubic spline 
models [16] in MPEG-2 have shown to be more accurate in estimating the rate characteristics of video sequence, but it is 
computationally complex.  Nevertheless, previous works on the rate control of video coding standards are based on the 
assumption that AC coefficients follow a Laplacian distribution.  Examples are TMN8 R-D model [2], H.264’s Quadratic R-D 
model [4], and Logarithm R-D model [19].   
 
Recently the work in [17],  N.Kamaci and Y.Altunbasak observed that in most cases Cauchy distributions provide more 
accurate estimates of the statistical distribution of DCT coefficients in typical video sequences compared to that of Laplacian 
distributions.  Nevertheless the rate and distortion characteristics are considered separately.  The parameters of the rate 
model are updated based on the previously encoded frame and a constant factor with the assumption that the distortion is 
constant regardless of the frames.  In this connection, our work is based on the assumption that AC coefficients follow a 
Cauchy distribution. We model rate and distortion based on Cauchy density function, with approximations as a function of 
the quantization step size. We further use Lagrange multiplier techniques to obtain optimal solutions of the quantization step 
sizes with minimum distortion for each basic unit subject to rate constraint. The work has been summarized in [21,22]. 
  
In real time video transmission, delay is very critical because video frames must be presented to the viewer at constant 
intervals. One factor that contributes to the delay is the encoding process. Buffering the data prior to transmission in a 
constant bit rate (CBR) encoder is an added tradeoff because a larger buffer size implies a larger delay.  But if the buffer size 
is small, additional number of bits accumulated in the encoder buffer will result in the higher number of bits than speculated, 
thus frame will be skipped to reduce the buffer delay and to avoid buffer overflow. This work also shows the impact of low 
delay constraint based on the H.264/AVC rate control algorithm, and show that the degraded performance of H.264 rate 
control under low delay constraint.  Then taking into account the low delay factor, we propose a new rate control based on 
Cauchy-based rate-distortion (R-D) optimization model for H.264 low delay video transmission.  The target number of bits for 
each frame is determined according to their buffer status, and the number of bits used in the previous frame. In the basic unit 
layer, we consider the complexity on basic unit based on the residual variance of each basic unit to find the optimal target bit 
rate for each frame. The required model parameters are updated in real – time using linear regression analysis and update 
based on the complexity of each basic unit.  The experimental results show that our proposed scheme achieves better 
average PSNR with smoother video quality and less frame skipping compared with the H.264 JM8.6 rate control.  
 
This paper is organized as follows. In section 2, background information about Cauchy rate and distortion model are shown. 
In section 3, we derive the Cauchy rate-distortion models by using Lagrange multiplier technique to find the optimal 
quantization step sizes that minimizes the distortion subject to the target bit budget. In section 4, linear prediction rate and 
distortion model parameters are explained. In section 5, we show the impact of low delay constraint based on H.264 rate 
control algorithm. In section 6, the proposed Cauchy rate – distortion model implemented on rate control scheme under low 
delay constraint is presented. In section 7 we show the simulation results compared with the JM8.6 rate control. Section 8 
concludes our work. 

2. Background of rate and distortion model based on Cauchy density function 

In this section, we briefly explain the Cauchy rate model and distortion models based on the assumption of Cauchy density 
function. 

2.1 Cauchy rate model 

Assume that, the DCT-coefficients of the motion compensated difference frame are Cauchy distribution with Cauchy 
parameter,µ. A closed form expression of the rate as a function of the quantization step size for the Cauchy distribution is 
given by the empirical entropy ( )QH  of the quantized DCT coefficients, as shown in eq.(1), 
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, where Q  is the quantization step size. 
Eq.(1) gives a parametric description of the rate using an entropy coded uniform quantizer. Note that the entropy function of 
quantization step size, Q , can be approximated as a linear equation, as shown in eq.(2) 
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, where a and α  are model parameters. The values of these two parameters need to be estimated and their values depend 
on the value of µ . 

2.2 Cauchy distortion model 

If considering each quantization range is independent, it is therefore possible to compute the expected distortion as a 
function of  Q . The closed form of expected distortion can be shown as in eq.(3), 
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Eq.(3) shows a parametric description of the distortion using an entropy coded uniform quantizer. Note that the distortion 
function in eq.(3) can be approximated as a linear equation, as shown in eq.(4),  

                                  ( ) βbQQD =                                                                                        (4) 

, where b and β  are model parameters. The values of these two parameters need to be estimated and their values depend 
on the value of µ . 

3. Generalized Cauchy R-D optimization model using Lagrange multiplier technique 

In this section, we derive an expression for the quantization step sizes that minimize distortion subject to bit rate constraint. 
From the distortion shown in eq.(2) , the expected number of bits for each basic unit thl  in a frame is defined by eq.(5), 

                                        llll HQCaR l += −α                                                                                  (5) 
 
, where  C  is the number of pixel in each basic unit, lH is the actual number of header bits generated by                         

each basic unit in the current frame, lR  is the number of target bits and lQ   is the quantization step size for each basic unit. 
The basic unit in H.264 video coding is defined as a group of contiguous macroblock in a frame ,i.e., basic unit can be a 
macroblock, a slice or a frame.  
The distortion measure, D ,  for encoding every basic unit in each frame is thus defined by eq.(6), 
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, where λ  is the Lagrange multiplier and ( )jRMAX  is defined the target bit budget in each frame. 
 
By using Lagrange multiplier technique, the expression for the optimum choice of quantization step sizes, 
( )***

2
*
1 ,,...,, λ

unitNQQQJ , can be formulated as shown in eq. (9). We assume that the number of header bits in each basic unit 

are equal ( )HHl = .  
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The minimum values can be solved by using partial derivatives, i.e., 0/ * =∂∂ lQJ  and 0/ * =∂∂ λJ . As a result, the optimum 

quantization step size for each basic unit thl , *
iQ , can be found in term of Cauchy rate model parameters, ( )lla α, , and 

Cauchy distortion model parameters ( )llb β, , as shown in eq.(10),               
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, where la  , lα  ,  lb  , lβ  are model parameters of the basic unit thl , lε denotes llll ba βα / , ls denotes ( )ll βα +/1 , 

and ( )lllG βαα += / .  Note that, in our study, the expression of G  represented in terms of lα  and lβ has approximately a 
constant value of 0.45. 

4. A linear prediction rate and distortion model parameters 

In this section, we relate the expression from Cauchy rate model eq.(2) and  Cauchy distortion model eq.(4) in term of linear 
equation to find the Cauchy rate-distortion model parameters of the basic unit thl in the frame thj  ( lja _ , lj _α  and  ljb _ , lj_β ) 

by using statistical linear regression analysis [18]. 

4.1 Cauchy rate model parameters 

the Cauchy rate model parameters lja _  , lj _α ,can be found when the encoder collects the bit rate and quantization step 

for each type of picture at the end of encoding each basic unit. From eq.(2), we use logarithmic linear function, as shown in 
eq.(11). 
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In our work, we use linear regression analysis that models the relationship between two variables by fitting a linear equation 
to the observed data. In this work, we use the formula below to find the Cauchy rate model parameters as shown in eqs.(12)-
(13), 
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, where kR  and kQ  is the  actual  number of  bits  used  and quantization step size for coding in previously encoded basic 
unit k  to basic unit l-1.  



4.2 Cauchy distortion model parameters 

In our work, the expression of distortion function in eq. (4) is represented in terms of mean square error (MSE) of each basic 
unit and logarithmic function, as shown in eq.(14). 
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Follow the same derivation as in the case of Cauchy rate model parameters, we use linear regression analysis to update the 
model parameters after we encoded each basic unit as in eqs. (15)-(16), 
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, where kMSE  denotes the actual mean square error for the previous coded basic unit k to basic unit l-1.  

5. Impact of low delay constraint of H.264 rate control 

5.1 H.264 rate control 

In H.264 rate control, a quantization parameter is determined by using linear and quadratic rate – distortion models. The 
rate control in H.264 [4] is composed Group of picture (GOP) layer, frame layer and basic unit layer. When encoded the 
current frame, rate control will compute the occupancy of encoder buffer by using fluid traffic model as shown in eq. (17). The 
initial buffer fullness is set to zero. The gopN  denotes the total number of GOP, jin , denotes the jth frame in the ith GOP, 

)( , jic nB  denotes the occupancy of encoder buffer, )( , jinA  denotes number of bits generated by the jth frame in the ith GOP, 

rF  denotes the target frame rate and )( , jinu  denotes the available channel bandwidth. 
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If the occupancy of encoder buffer is larger than the maximum encoder buffer size, SB , rate control will skip encoding 
frame and release accumulated bit in the encoder buffer to the channel. The determination of a target bit for each P frame 
composes of 2 steps. 

Step 1 Budget allocation among pictures. The bit allocation is implemented by predefining a target buffer level, 
)( 1, +jinTbl , for each P picture, as shown in eq. (18), where Np is the number of P frames in GOP. 
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Step 2  Target bit rate computation. The target bit rate, ),( jinf , for the jth P frame in the ith GOP is scaled based on the 
target buffer level, current buffer level, frame rate, and channel bandwidth. It is given in eq. (19), 
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,where γ is a constant weighting factor. Further adjustment by a weighted combination of the average number of remaining 
bits for each frame is given, as shown in eq. (20), 
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,where )( , jir nT  is the total number of remaining bits left to encode the jth frame onwards in the ith GOP, and β  is a 
constant weighting factor. Note that the detail information of H.264 rate control can be found in [4]. 

5.2 Simulation results on the impact of low delay constraint of H.264 rate control 

In encoding process, the bits left from previously encoded frame that has not been transmitted produce a delay in an 
order of few milliseconds. To reduce such delay, the encoder buffer size should be kept small. In our study, we  impose a 
low delay constraint that the number of bits in encoder buffer ( )jic nB ,  must not be greater than the maximum buffer size M , 
otherwise a frame will be skipped, where, ( ) rjis FnuBM /,==  .Hence, the maximum buffer delay is ( ) rji FnuM /1/ , =  seconds. 

Where ( )jinu , and rF is target channel bandwidth and frame rate, respectively.  

To show the impact of the low delay constraint of JM8.6 rate control [4], we encoded an I-frame followed by P-frame of 
Foreman sequence at 16 kbps with the frame rate of 10 fps. The maximum buffer delay in our simulation is set to 100 ms. As 
shown in Fig.1 (a) and (b), when the buffer fullness level higher than maximum delay constraint, frame will be skipped.  
Thus, without the proposed algorithm described in Section 6, there are additional 17 frames skipped compared to the case 
with no delay constraint. Fig. 1(b) shows PSNR degradation. There are several sharp drops in PSNR which can be as bad 
as 15 dB drop. On the average, PSNR degrades 0.63 dB, when compared to the case with no delay constraint. 
 

    
            (a)                                                                  (b) 

 
Figure.1 Simulation using Foreman sequence encoded by H.264 JM8.6 rate control at 16 kbps with delay constraint of 100 ms.  

(a) Buffer fullness level (bits) per frame with maximum buffer size (dashed line). (b) Average PSNR per frame. 
 

6. Proposed rate control scheme using Cauchy R-D optimization model under low delay constraint 

In this section, we use the expression in eq.(10) to design a new rate control scheme to reduce the number of frame skipped 
with an improvement in average PSNR and smoother video quality. Cauchy R-D models presented in the previous section 
can be used to find the optimal quantization step size in each basic unit of each frame.  
 
Our proposed rate control scheme with Cauchy R-D optimization model composes of three layers: Group of picture layer 
(GOP layer), frame layer and basic unit layer rate control. In GOP layer rate control, with consideration of the total number of 
bits for all non-coded P-frames, we compute the occupancy of virtual buffer after each frame is encoded. In frame layer rate 
control, the objective of this stage is to determine the number of target bits budget for each P-frame. The task of basic unit 
layer rate control is to compute the quantization step size of current basic unit based on Cauchy R-D optimization model and 
basic unit complexity in term of residual variance. The computed quantization parameter (QP) is then adjusted to prevent 
buffer from overflow and underflow. 

 
6.1 GOP layer rate control 

First, the total number of bits allocated for the GOP is computed as shown in eq.(21). The first I-frame and the first P-frame 
of the GOP are coded by using initialQP . The computation of initialQP is based on the available channel bandwidth as used in 

H.264 rate control [4]. The remaining bits, ( )jir nT , , for all non-coded P-frames are updated after the ( )thj 1−   frame is 

encoded, as shown in eq.(22), 
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, where  ( )jinu ,  is the target channel bandwidth, rF  is the frame rate, GOPN  is the number of frames in each GOP, and 

( )jinb ,  is the actual number of bits generated  by each thj  frame. After each frame are encoded, the occupancy of virtual 

buffer are updated as in eq.(17) in section 5.1.                      
                                                                       

6.2 Frame layer rate control 

The objective of this stage is to determine the number of target bits budget before coding of the current thj  frame. The 
algorithm computes the target bits for each P-frame, ( )jinf , , according to the current buffer occupancy and the number of 

bits used in the previous P-frame, as explained in the following steps. 
Step 1 : Number of bits used in the previous P-frame is used to compute the target bits, ( )jinf ,

ˆ , as shown in eq.(23). 
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Step 2 : Current buffer occupancy and buffer size information are used to compute the target bits for each P-frame, ( )jinf , , 

as shown in eq.(24),                                                 

                    ( ) ( ) ( )jicSjiji nBVnfnf ,,,
ˆ −+= ω                                    (24) 

, where ω  is constant value. Note that ω is empirically set to be 0.8 in our simulations. 

6.3 Basic unit layer rate control 

In basic unit layer, the suitable quantization step sizes are obtained using Cauchy R-D optimization model, described in 
Section 3. The quantization parameter is further adjusted to keep bit rate under the given constraints, and to prevent the 
buffer from overflow and underflow. Model parameters will be updated after encoding each basic unit.  The layer is divided 
into pre-encoding and post-encoding stages. 
1. Pre-encoding stage 
In this stage, we compute the quantization step size of current basic unit in three cases. 
Case 1 : For the first basic unit in the current frame, quantization parameter is obtained, as shown in eq. (25),  

                         ( ) ( )1,1 −= jAvgQPjQP ii                                            (25) 

,where ( )jQP i,1  is the quantization parameter of the first basic unit and ( )1−jAvgQPi  is the average of quantization 
parameter for all basic units in the previous frame. 
Case 2 : When the number of remaining bits, ( )jir nT , , is lower than zero, quantization parameter is obtained, as shown in 

eq. (26).      
                                 ( ) ( ) 2,1, += − jQPjQP ilil                                           (26) 
Case 3 :  The quantization step size of current basic unit is computed by Cauchy R-D optimization model using the formula 
in eq. (10), where  lja _  , lj _α , ljb _  , and lj _β  are model parameters of the basic unit lth of frame j, respectively. The 

algorithms are according to the following steps. 
 
Step 1:  To get a better target bits estimation for each frame, we need to consider the complexity factor of each basic unit, 
( )lj,γ . It is defined in eq. (27), 

                              ( ) ( )
( )1Re_
,Re,

var

var

−
=

jsAve
ljsljγ                                                                   (27) 

, where ( )ljs ,Re var  is the residual variance of the basic unit thl  and ( )1Re_ var −jsAve  is the average of residual variance 

of all basic units in the previous frame ( )thj 1− .  Note that the value of ( )lj,γ  is bounded in the range of [0.8,1.2] to prevent 
too much fluctuations in target bit estimation. The frame target , ( )jfv , is thus adjusted, as shown in eq.(28). 
 
                               ( ) ( ) ( )jijiv nfljnf ,, , ×= γ                                          (28) 



Step 2: To reduce the number of frame skipped when the buffer occupancy level is high, i.e., if the level reaches 80%, the 
target number of bits obtained from eq. (28) will be reduced by 10%.  Also to prevent buffer underflow, i.e., the buffer 
occupancy level is less than or equal to zero, the target number of bits obtained from eq. (28) will be increased by 10%.  The 
adjustment conditions are shown in eqs. (29)-(30),   

                           ( ) ( )jivMAX nfjR ,×=η                                             (29) 

, where ( )jRMAX   is defined as the maximum target bit budget in the current frame, η   is constant value. In our simulations, 
we set the value of  η   according to the current buffer occupancy conditions, as shown in eq.(30).  
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Step 3: To avoid the fluctuation of PSNR and buffer overflow, the target bit budget estimation of current frame are bounded 
by a lower and upper bounds, as shown in eqs. (31) and (32), 
 

     ( ) ( )
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×=

r

ji
MAXMAX F

nu
jRMAXRboundLower ,,__ φ                           (31) 

     ( ) ( )
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×=

r

ji
MAX F

nu
jRMINRboundUpper ,

max ,__ γ                            (32) 

, where φ  and γ  are constant values and are set empirically to 0.5 and 3, respectively.  

Step 4: Compute the quantization step size ( )lQ  of the current basic unit by using the parameters, lja _  , lj _α  and  ljb _  , 

lj _β , ( )jRMAX  of the basic unit lth of frame j. 

 
The computed quantization parameter of each basic unit is then further adjusted, as shown in eq.(33), 
                  ( ) SjiS BnBif ×≥ 2.1,  

                              ( ) ( )( )3,5 ,, ++= jQPQPMAXjQP ilinitialil  
                  ( ) 2.0, ≤jiS nBifelse                                                                       (33) 

                              ( ) ( )( )jQPQPMAXjQP ilinitialil ,, ,2−=  

                  else  
                                           ( ) ( )( )jQPQPMAXjQP ilinitialil ,, ,1−=  

, where ( )jiS nB ,  is defined as the occupancy of virtual buffer after encoding each basic unit. At this stage, ( )jiS nB ,  are 

updated by eq.(34). 
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, where   ( )kjinb _,  is the actual number of bits use in the thl  basic unit. In H.264 standard, the possible quantization 

parameter is specified between range 0 - 51. 
 
2. Post-encoding stage  
After encoding each basic unit, only Cauchy rate and distortion model parameters, lja _  , lj _α  and  ljb _  , lj _β , are 

updated by linear regression analysis in eqs. (12)-(13) and eqs. (15)-(16), as shown in section 4 to find the optimal 
quantization step size of each basic unit.  

7. Simulation results 

For our simulation, we compare the performance between our proposed a rate control scheme with Cauchy rate-distortion 
optimization model and H.264 JM 8.6 rate control in terms of the average PSNR, PSNR standard deviation, the number of 
frames skipped, bit rate used, and processing times. The parameters of video coding and tested video sequences are as 
follows. 



1) We encode six video sequences covering every aspects of characteristics: Carphone sequence with fast camera and 
content motion with landscape passing, Foreman sequence with fast camera and content motion with pan at the end, 
Silent sequence with still camera on slow hand moving, News sequence with still camera on slow moving scene 
change, Akiyo sequence with still camera on human subject with synthetic background and Claire sequence with still 
camera on fast human head and shoulder moving. 

2) Input video signal is QCIF format with a resolution of 176x144 pixels. 
3) Structure of encoded low-delay video sequence consists of only one I-frame and the rest are P-frames.  
4) We set 16-256 kbps as target bit rates, 10 fps as frame rate.  
5) Four maximum buffer size ( )SB  is used in our simulations : maximum buffer size ( ) rjis FnuB /,=  represents a delay 

time of 100 ms., maximum buffer size ( ) ( )rjis FnuB /5.1 ,×=  represents a delay time of 150 ms., maximum buffer size 

( ) ( )rjis FnuB /0.2 ,×=  represents a delay time of 200 ms. and maximum buffer size ( ) ( )rjis FnuB /0.4 ,×=  represents 

a delay time of 400 ms. 
6) H.264 reference software version JM 8.6 with main profile is used in the simulation for performance comparison 

purpose.  

Table 1 shows the average PSNR, standard deviation of PSNR, number of frames skipped, bit rate, processing time, PSNR 
gain, and percentage of frames skipped reduction between H.264 JM 8.6 rate control and our proposed scheme encoded at 
the bit rate of 16-256 kbps with delay constraint of 100 ms. On average, the proposed scheme can achieve average PSNR 
improvement up to 0.69 dB, 1.36 dB, 0.71 dB, 1.68 dB and 0.80 dB, respectively for the bit rate of 16, 32, 64, 128 and 256 
kbps. On average, our proposed scheme can encode video with more uniform quality, as can be seen from lower standard 
deviation of PSNR compared to JM 8.6.  Our proposed scheme can also encode video with better motion continuity, as can 
be seen from the reduction of the numbers of frames skipped for up to 100%. In term of bit rate used, our proposed scheme 
which is based on Cauchy model can achieve more accurate bit rate, i.e., closer to target bit rate, than that of JM 8.6.   Our 
proposed scheme also achieves lower processing time on average compared to JM 8.6.  Table 2 shows the average PSNR, 
standard deviation of PSNR, and number of frames skipped, bit rate, processing time, PSNR gain, and percentage of frames 
skipped reduction between H.264 JM 8.6 rate control and our proposed scheme encoded at the bit rate of 16kbps with delay 
constraints of 100, 150, 200, and 400 ms, respectively.  In the case of varying delay times, it can be shown obviously that 
our proposed scheme also outperforms JM 8.6 in every aspect.  Figure 2 shows the buffer fullness level and corresponding 
PSNR of selected test video sequences at selected bit rates ranging from Akiyo (16 kbps), Akiyo (32 kbps), Foreman (64 
kbps), Claire (128 kbps), and Claire (256 kbps) at the delay constraint of 100 ms.  With better bit allocation and better control 
of buffer occupancy level, our proposed scheme can encode videos with much less frame skipping and with better PSNR. 

8. Conclusions 

In this paper, we investigate and analyze the use of Cauchy distribution as a model estimate for rate and distortion 
characteristics for video coding on the application of rate control.  Based on Cauchy R-D optimization model, we derive an 
expression for optimal quantization step size and a linear prediction rate and distortion model parameters.  We then propose 
a rate control scheme using Cauchy R-D optimization model under low delay constraint.  Under low delay constraint, it has 
been shown that the effect of encoder buffer fill-up causes frame skipping and lower PSNR.  Our proposed rate control 
scheme also takes this factor into account.  The consideration of bit allocation involves the buffer status, the number of bits 
used in previous frame, the complexity of basic unit.  The simulation results show that our proposed scheme achieves better 
performance in terms of better PSNR, lower PSNR standard deviation, less frame skipping, more accurate bit rate used, and 
lower processing time compared to that of H.264 JM 8.6 for the ranges of low bit rate and low delay constraints indicated.   
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Figure.2 Simulation using test video sequences coded by H.264 JM8.6 rate control and our proposed scheme at 16-256 kbps with a delay 
constraint of 100 ms.  

(a) Buffer fullness level (bits) at each frame with maximum buffer size (dashed line).  
(b) Average PSNR of each frame. 

 



Table 1: Performance comparison between our proposed scheme and H.264 JM8.6 rate control with a delay constraint of 100 ms. 
Average PSNR 

(dB) PSNR Std. No. frame 
skipped Bit Rate (kbps) Processing Times 

(ms) Bit 
rate Sequence 

JM 
8.6 Proposed JM8.6 Proposed JM 

8.6 Proposed JM 
8.6 Proposed JM 8.6 Proposed 

PSNR 
Gain 
(dB)  

% of frame 
skipped 

reduction 

Akiyo 37.59 37.80 1.69 1.53 4 0 16.04 16.04 271.02 227.37 +0.21 100% 

Claire 38.02 38.37 2.24 1.65 16 4 15.98 16.04 218.89 216.43 +0.35 75% 

Silent 32.47 32.83 1.82 1.25 12 5 16.06 16.05 239.15 219.51 +0.36 58% 

News 30.52 30.86 1.22 0.98 5 4 15.97 16.06 288.47 222.68 +0.34 20% 

Carphone 29.01 29.70 3.07 2.71 13 5 16.02 16.01 219.74 220.45 +0.69 62% 

16 
kbps 

Foreman 26.73 27.40 3.45 2.55 17 9 15.53 16.03 252.00 240.30 +0.67 47% 

Akiyo 41.73 42.08 1.81 1.37 5 2 32.00 32.09 218.92 222.70 +0.35 60% 
Claire 41.86 42.32 2.01 1.36 4 1 31.90 32.07 219.35 215.04 +0.46 75% 
Silent 38.60 39.96 2.95 1.66 11 2 31.32 32.04 222.93 220.48 +1.36 82% 
News 39.25 39.70 2.41 2.01 5 3 31.87 32.28 213.38 214.75 +0.45 40% 

Carphone 31.87 32.51 3.98 3.65 10 6 31.91 32.25 220.50 209.87 +0.64 40% 

32 
kbps 

Foreman 30.14 31.04 3.88 3.39 11 6 30.70 31.04 226.85 227.46 +0.90 45% 

Akiyo 45.23 45.52 1.36 1.44 0 0 63.95 63.52 228.78 222.31 +0.29 - 

Claire 45.37 45.81 1.58 1.18 1 0 63.46 63.69 219.37 218.89 +0.44 100% 

Silent 36.96 37.39 3.34 2.47 9 4 64.09 64.14 223.89 221.53 +0.43 56% 

News 38.77 39.24 1.22 0.83 1 0 63.70 63.73 249.58 230.12 +0.47 100% 

Carphone 36.28 36.88 3.79 3.13 7 3 63.40 64.16 221.85 223.10 +0.60 57% 

64 
kbps 

Foreman 33.84 34.55 3.09 1.89 7 1 63.95 64.09 231.13 225.69 +0.71 86% 

Akiyo 48.98 49.27 1.25 1.26 0 0 127.66 127.35 225.53 212.12 +0.29 - 
Claire 48.24 48.94 2.47 0.79 4 0 124.24 127.84 220.16 222.63 +0.70 100% 
Silent 43.89 44.57 2.48 0.82 2 0 127.92 128.70 213.40 215.02 +1.68 100% 
News 44.94 45.50 1.73 0.68 1 0 127.40 128.01 237.98 236.49 +0.69 100% 

Carphone 38.94 39.31 3.82 3.16 3 1 126.53 128.90 212.21 210.45 +0.37 67% 

128 
kbps 

Foreman 37.50 37.88 1.95 1.66 1 0 127.57 127.66 222.47 209.83 +0.38 100% 

Akiyo 52.92 53.72 2.28 1.09 2 0 253.45 256.26 213.00 214.14 +0.80 100% 

Claire 50.41 51.13 3.49 0.47 6 0 245.20 253.59 222.60 220.77 +0.72 100% 

Silent 47.58 48.06 2.62 1.11 1 0 256.33 256.45 221.62 215.63 +0.48 100% 

News 48.67 49.29 2.13 2.17 1 1 255.86 255.15 236.46 230.41 +0.62 - 

Carphone 42.82 43.61 4.78 3.47 5 2 253.5 257.99 222.10 219.54 +0.79 60% 

256 
kbps 

 

Foreman 41.07 41.86 3.33 2.50 3 1 254.92 255.91 212.83 218.67 +0.79 67% 

 

 
 
 

 

 

 

 

 

 

 

 

 



Table 2: Performance comparison between our proposed scheme and H.264 JM8.6 rate control at bit rate of 16 kbps for delay constraints 
of 100, 150, 200, and 400 ms. 

Average PSNR 
(dB) PSNR Std. No. of frame 

skipped Bit Rate (kbps) Processing Times 
(ms) Bit 

rate Sequence 
JM 
8.6 Proposed JM8.6 Proposed JM 

8.6 Proposed JM 
8.6 Proposed JM 8.6 Proposed 

PSNR 
Gain 
(dB)  

% of frame 
skipped 

reduction 

Akiyo 37.59 37.80 1.69 1.53 4 0 16.04 16.04 271.02 227.37 +0.21 100% 
Claire 38.02 38.37 2.24 1.65 16 4 15.98 16.04 218.89 216.43 +0.35 75% 
Silent 32.47 32.83 1.82 1.25 12 5 16.06 16.05 239.15 219.51 +0.36 58% 
News 30.52 30.86 1.22 0.98 5 4 15.97 16.06 288.47 222.68 +0.34 20% 

Carphone 29.01 29.70 3.07 2.71 13 5 16.02 16.01 219.74 220.45 +0.69 62% 

100 ms 

Foreman 26.73 27.40 3.45 2.55 17 9 15.53 16.03 252.00 240.30 +0.67 47% 
Akiyo 37.62 37.93 1.36 1.29 0 0 16.35 16.18 267.72 242.04 +0.31 - 
Claire 38.39 38.69 1.93 1.08 7 1 16.44 16.52 223.56 216.86 +0.30 86 % 
Silent 30.40 30.75 1.06 0.62 3 1 16.59 16.25 230.68 215.41 +0.35 67 % 
News 30.68 30.91 0.87 0.90 1 1 16.59 16.27 279.87 261.80 +0.23 - 

Carphone 29.10 29.44 3.29 2.74 11 1 16.57 16.26 209.07 210.75 +0.34 90 % 
150 ms 

Foreman 27.47 27.78 2.87 2.58 10 3 16.60 16.35 279.03 245.92 +0.31 70 % 
Akiyo 37.69 37.89 1.34 1.36 0 0 16.49 16.31 261.19 256.44 +0.20 - 
Claire 38.46 38.86 1.58 0.90 4 0 16.26 15.99 219.55 220.84 +0.40 100 % 
Silent 30.49 30.90 1.00 0.67 3 1 16.87 16.39 245.90 231.24 +0.41 67 % 
News 30.75 31.05 1.12 0.83 2 0 16.58 16.53 217.04 220.12 +0.30 100 % 

Carphone 29.50 29.76 2.90 2.80 5 0 16.67 16.37 238.47 242.85 +0.26 100 % 
200 ms 

Foreman 27.84 28.25 2.25 1.95 3 1 16.79 16.56 288.65 265.81 +0.41 67 % 
Akiyo 37.72 38.02 1.31 1.32 0 0 16.66 16.49 229.63 217.89 +0.30 - 
Claire 38.47 38.88 1.00 0.95 1 0 16.51 16.29 254.75 241.08 +0.41 100 % 
Silent 30.51 30.96 0.69 0.50 0 0 16.95 16.56 246.90 225.23 +0.45 - 
News 30.81 31.29 0.79 0.76 0 0 16.94 16.52 256.84 239.09 +0.48 - 

Carphone 29.50 29.97 2.95 2.68 2 1 16.87 16.66 214.87 215.56 +0.47 50 % 
400 ms 

 

Foreman 27.84 28.15 2.23 1.82 1 0 16.90 16.86 289.11 290.82 +0.31 100 % 
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Abstract - Base on the observation that Cauchy distribution estimation rate characteristics of video sequence, but it
provides accurate estimates of rate and distortion characteristics requires very high computational complexity. Recently the
of video sequences, in this paper, we propose a new rate control work in [9] presented the observation that Cauchy distribution
scheme based on Cauchy based rate-distortion optimization des more ac
model for the application of H.264 bit allocation. One solution ovi curate imate ical distrbtion
which has been proposed in this paper uses the Langrange of DCT coefficentsitn typical video sequence than that of
Multiplier technique as the cost function to find the rate and Laplacian distribution. They also proposed frame bit
distortion model subject to the target bit rate constraint resulting allocation using Cauchy rate and distortion models for H.264
in the optimum choice of quantization step sizes. Model encoder.
parameters are estimated using statistical linear regression In this paper, we propose to use Cauchy based rate-
analysis. Accordingly we then propose a simple rate control distortion (R-D) optimization model for H.264/AVC bit
scheme using this new Cauchy rate-distortion model. The target allocation. We model rate and distortion based on Cauchy
number of bit for each frame is determined according to their density with approximated version as a function of
buffer status, combined with the number of bits use in the quantization step sizes. We further use Langrange multiplier
previous frame. The technique proposed has been implemented technique to obtain the optimal solution of quantization step
in H.264 video encoder. Experimental results showed that the ses th min tophmal subjec o rantrain In
proposed rate control algorithm achieves an improvement of sizes with minimum distortion subject to rate constraint. In
average PSNR with smooth video quality compared with the this work, we propose a simple rate control scheme using this
H.264 JM8.6 rate control. new Cauchy rate-distortion model. The target number of bit

I. INTRODUCTION for each frame is determined according to their buffer status,
combined with the number of bits use in the previous frame.

vintral timponentivideo ncoding ed tranmssion, rtate conterol Required model parameters are updated in real - time usingvital component in video encoder to assign suitable number of linear regression analysis.
bits to each video frame and to ensure the generation of The pereis anisf
constant bit rate stream into channel. Due to its importance, aThepaperis organzed as follows. In sectonrI, background
rate control algorithms have always been challenging research show Istionab wdiCauchy rate -distortion models
issues. Several rate control schemes in various intenational byshown. InsectLong , we derive Cauchy rate-dostortion models
video coding standards such as TM5[l] for MPEG-2 ,

by using Langrangemulteplter technique to find the optimal

TNM8[2] for H.263, VM-8 [3] for MPEG-4 and JM for H.264
qunizto ste szstamimzedtoinsuJetothTMN[2]ebeef ror2 V [fM 4 d target bit budget. In section IV, a linear prediction rate and

ofhvideoproodingseandards.usediscretecosinetransform distortion model parameters are explain by linear regression
AllT of vIdeorcodingstandaordsinH 4

ue d ete cosinetransform analysis [10]. In section V, the proposed rate control using

(redict)or,Iuantegetantion,zigzagacanand compabllensate Cauchy rate - distortion model is presented. In section VI, we
prediction, ation,uzig-zg alca and.variabllength show the experimental results in compared to JM8.6 ratecoding (VLC) as the building blocks. The knowledge of the cotl.StinVIisheocuin.
statistical behavior in term of distribution of the DCT-
coefficients is important to the design of the encoder II. R-D MODEL BASED ON CAUCHY DENSITY FUNCTION
algorithms. From there, the rate model is proposed to find Assume that, the DCT-coefficients of the motion
optimal or sub-optimal choice of quantization parameter.
Several studies on the statistical probability distribution of the copnaedifrcermereCuhdstbtonwhSeveralstudies on the statistical probabilitydnofte Cauchy parameter ,u, the empirical entropy of the quantizedAC-coefficients have been studied. Among several, Laplacian
distribution [5-6] is widely used in practice with different rate DC cofienssgvnby q.laddstronueo
models for each video coding standard, for example,TMN8 quantization can be estimated accurately for the Cauchy pdf
rate model in H.263 [7] and quadratic model in H.264 [4] assumption as shown in eq.(3) [9],
Cubic spline model [8] in MPEG-2 has shown more accurate
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-2 1 )g2 A Q i.e., a =o and OJ -0. As a result, the expression for thetan I log i-tan III

H(Q) 12Z!tan' ,Q 2 (1) optimum quantization step size for each basic unit Ith, Q
Ht + i21/4 ) can be found in terms of Cauchy rate and Cauchy distortion

model parameters a( al and b1 A/3), as shown in Eq.(9).
X1092-12 1/4) 21 1N N

D(Q)= gT i=l 2 + (j l ) Q2 Q2 |£1(E(al(£+ZCRNH ) (8)

where H(Q) is the empirical entropy, Q is the quantization whr a,a 1 an kiscstt
step size. , where Lf= alb , = and k is2constant

Entropy and distortion model can be approximated in term v-lsx /I-,
of linear expression, as shown in eqs.(3) and (4), - Minitiala

R - H(Q) = (3) i,nitial + initial

D(Q)=- bQ= (4) section V).
,where a , ax and b , /3} are model parameters. Their values
need to be estimated and depend on value of ,u . IV. A LINEAR PREDICTION RATE

III. GENERALIZED CAUCHY R-D OPTIMIZATION MODEL USING AND DISTORTION MODEL PARAMETER
LAGRANGEMULTIPLIERTECHNIQUEIn this section, we relate Eqs.(3) and (4) expression in term

In this section, we derive an expression for the quantization Of linear equation to find the Cauchy rate-distortion model
step sizes that minimize distortion subject to bit rate prmtr( rc/adb1, )fahaiuib
constraint. From eq.(3) , the expected number of bits for each paaetr J- Jn 1- /,3J-, fec ai ntb

c nthi*i ) using statistic linear regression analysis.
4 AAt the end of encodig each basic unt, the encoder collects

= CalQ + H, (5) the bit rate, mean square error (MSE) and quantization step
where C is the number of pixel in each basic unit H is the size for each type of picture. Then, the Cauchy rate model

Entropy~~~~~~~~~~~ ~an distortersmode can foun aproomte eq.()-4 termin

actual number of header bits generated by each basic unit paaeescnbefudfonq.()()b sninieelogarithmic liear function as shown in eqs.(10), (11)
the current frame, RR is the number of target bits, and Q, iS ln(R, (n 8))Pn(a1l)- ln(Qi (-niti)) (10)
the quantization step size for each basic unit.
The distortion measure for encoding every basic unit in each in(MSEV (n1)) in (b11 ) + ,6 11n (Q1 (n1)) (11)

frame is definedby eq.(6), NIn our experiment, we use linear regression analysis to

1=- b,QIA (6) model the relationship between two variables by fitting a
N ,=l linear equation to the observed data. In this work, we use the

,where N is number ofbasic unit in each frame. formula shown in eqs. (12)-(15) to find the Cauchy rate-
* * * distortion model parameters,An expression for the quantization step sizes Q1e, to,---, Q

that minimizes the distortion subject to the constraint that the pr - 1a b -u
total number of bits, i.e., the sum ofthe total number of bits ofeac1n(Rk) (1n(Qk)) 2 2 1n(Qk)1n(Rk) (12)
every basic unit in each frame must be equal to usingissta(tin r s -1lss
shown in eq.(7). *i1 b()(I )C (1n(Qk ))2 'lInQk

By using Lagrange multiplier technique, the expression for -nI- h1-1 l2
the optimum choice of quantization step size (Iree(1n(Qa ))2 qu1i(Qio)
the current frame, Rcan be formulated as shown in eq.(8). The
minimum values can be solved by using partial derivatives,
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rIZn(MSEJ)r (In(QkJ)2 - Lln(QJ)ln(MSEJ) (14) C. Frame layer
1n(bJl)= Kk k kk 2 The objective of this stage is to determine the number of

(I- k)4Z(ln(Qk ))2 ln(Qk- target bits for each P-frame in the two following steps.
Yk k ) Stepl) The bit allocation is implemented by considering the

(I-k~rVln(Q) ln(MSEk I- ln(Q -l ~1~MSE~ (15) current buffer fullness. In this case, we can rewrite Eq.(18) in
(I-k)Y 1n(Qk)1ntSE) ln(k (In(MSEAY15) new form as follows,

(- k)( n(Qk)) 1n(Qk) Fr s

where Rk Qk and MSEk denotes the actual number of bits , where f(n11) and V, are the target bit rate and the buffer
used for coding, quantization step size and the actual mean size, i.e., 2.56xbit_rate, respectively. 51 denotes the
square error in the previously encoded basic unit k to basic constant value (from the experiments , we set , = 0.2 ).
unit 1-1unit1-1. Step 2) Compute the target bit rate by taking into

V. PROPOSED RATE CONTROL SCHEME consideration the number of bits use in the previous frame, as
in Eq.(19)

FOR CAUCHY R-D OPTIMIZATION MODEL ( (n( Np) - Eb(n (I 9)

In this section, the quantization step size derived previously Fr, j=

shown in eq.(9) and Cauchy R-D model are used to design a , where Np is the number of encoded P-frame.
new rate control scheme. The target number of bit is then updated as in eq. (20).
A. Initialization f(n1): (f( j )+ (nij)) (20)
We consider initialization of the Cauchy rate - distortion

model parameter to find the optimal quantization parameter D Basic unit layer
for the first intra picture Qp as follows, In H.264, a basic unit is defined as a group of consecutiveI_inih,,as f

number of macroblocks. In this paper, we define a basic unit
Step 1) We encode the first P-frame at different quantization as a macroblock.
parameters (QP = 3,9,15,21,27,33,39,45,51) and collect the 1) Pre- encoding stage
number of bits used and mean square error (MSE) for each The objective is to compute the quantization step size of
QP. current basic unit in three cases:
Step 2) Use the linear regression analysis in eqs.(12)-(15) with Case 1 For the first basic unit in current frame,
data acquired from the first step to compute the initial Cauchy quantization parameter is obtained, as shown in eq. (21),
rate-distortion model parameters (ap Ini,tal,, _Initial and QP1 (j)= AvgQP, (j-1) (21)

p initial' bP initial) , where QP11i (j) is the quantization parameter of the first basic
Step 3) Compute the initial quantization parameter for the first unit and AvgQPF(j- i) is the average of quantization parameter
intra picture QPI initial ' as shown in eq.(I16), for all basic unit in previous frame

-l Case 2 When number of remaining bits is lower than
R / F, aP initial zero, quantization parameter is obtained as shown in eq. (22),

=ap ) (16) QPIi(j)= QP11(j)+2 (22)aP initial
Case 3 Compute the quantization step size of the current

,where R, F denotes bit rate (kbps) and frame rate (fps)r basic unit, Q(),as shown in eq. (9) , where aj a,cj
B. GOP layer and b, , /3, are model parameters of the basic unit Ith of
We assume that video sequence is encoded the first frame as J- J-

an I-frame and subsequent P-frames in each GOP. After each frame j, respectively C is the number of pixel in basic unit
frame are encoded, the occupancy of virtual buffer are updated and N is the number of basic unit in each frame. mhdr,l is the
before coding the jth frame, as shown in eq.(17) [4], number of header bits that are generated from Ith basic unit.

u(n ') 2) Post- encoding stage
Bc (ni j+1) Bc (nij )+ b(n )) n111 (17) After encoding each frame, only Cauchy rate and

Fr distortion model parameters, a / ,Icca and b,/, /38 are
,where u(n ) is the target channel bandwidth, b(n ) is the.. -.-,where u(n11) bandwidth, b(n11) is the updated by linear regression analysis by eqs. (12)-(15).
number of bits generated by the jth frame in ith GOP, Fr is V.EPRMNA EUT
the predefined frame rate and Bc(n1 j) denotes the buffer

We encoded five video sequences: Foreman, News,
occupancy after coding thejth frame Carphone, Akiyo, and Coastguard using the proposed scheme
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compared with the H.264 JM8.6 rate control at bit rates [4] ]"Draft ITU-T recommendation and final draft international
ranging from 16 - 256 kbps. GOP structure is used with the standard ofjoint video specification (ITU-T Rec.H.264/ISO/IEC 14
format IPP... We set 10 fps as frame rate. Main profile for 496-10 AVC," in JVT of ISO/IEC MPEG and ITU-T VCEG,
encoding parameters was used in the experiment. JVTG050, 2003.

[5] R. C. Reininger and J. D. Gibson, "Distributions of the two-
4Carphone sequence (16 1dps dimensional DCT coefficients for images," IEEE Trans. Commun.,

vol. COM-31, no. 6, pp. 835-839, Jun. 1983.
35 [6] E.Y.Lam and J.W.Goodman,"A mathematical analysis of the

-0 DCT coefficient distributions for images," IEEE Trans. Image
Process., vol. 9, no. 10, pp. 1661-1666, Oct. 2000.

25 v ,M,,,,*_ve sf> [7] J. Ribas-Corbera and S. Lei, "Rate control in DCT video coding
for low-delay communications," IEEE Trans. Circuits Syst. Video
Technol.,vol.9, pp. 172-185, Feb. 1999.

L__ ____________ 6______ ___ |_______Pos [8] L.-J. Lin, A. Ortega, and C.-C. J. Kuo, "Cubic spline1 10 20 30 40 50 60 70 80 90 10 approximation of rate and distortion functions for MPEG video," Vis.
FlaU"W No40. Commun. Image Process., Mar. 1996.

Fig. 1. PSNR (dB) result versus frame for our proposed rate control and JM8.6 [9] Y.Altunbasak and N.Kamaci, "Frame bit allocation for the
in basic unit layer at bit rate 16 kbps of Carphone sequence H.264/AVC video coder via Cauchy-Density -Based rate and

News sequence (256 kbps) Distortion models," IEEE Trans. Circuits Syst. Video Technol.,vol.
15, No. 8, Aug. 2005.

52 [10] R.J.Freund and W.J.Wilson, "Regression Analysis: Statistical
Modeling of a Response Variable,"New York: Academic, 1998 pp.

50T' X 39-41.

48-
Tablel Performance ofproposed schemed comparedwith JM8.6

46 -Average PSNR (dB) PSNR Std
Bit rate Sequence

44 l- |J6 JM8.6 Proposed JM8.6 Proposed
JY d

42 -_Foreman 29.21 29.67 (+0.46 dB) 1.85 0.80
20 40 FaNo 60 80 100

Fig.2 PSNR (dB) result versus frame for our proposed rate control and JM8.6 Coastguard 27.23 27.39 (+0.16 dB) 0.85 0.72

in basic unit layer at bit rate 256kbps ofNews sequence 16 kbps Carphone 30.45 31.06 (+0.61 dB) 2.88 2.11

Akiyo 38.00 38.27 (+0.27 dB3) 1.40 |0.98
From the results shown in Figs 1-2 and in Table 1 for our I

News 30.90 31.27 (+0.37dB3) 0.68 0.52proposed scheme and JM. 8.6, the proposed scheme can I
achieve average PSNR improvement with more uniformly Foreman 32.55 32.86 (+0.31 dB) 2.12 1.00
encoded, i.e, lower PSNR standard deviation, while maintain Coastguard 29.19 29.56 (+0.37 dB) 1.53 0.83
the average bit rate as the same as H.264 JM 8.6. 32 kbps Carphone 33.66 34.30 (+0.64 dB) 3.25 2.21

VII. CONCLUSION Akiyo 42.25 42.46 (+0.21 dB) 0.82 0.80

News 35.62 35.91 (+0.29 dB) 1.25 0.55
In this paper, new rate control scheme for H.264 video coding Foreman 35.75 36.10 (+0.35 dB) 1.60 1.17
is proposed. The Cauchy rate distortion model is realized to I
obtain optimum quantization step size for each video frame C
subject to bit rate constraint. Experimental results indicate our 64 kbps Carphone 37.07 37.57(+0.50 dB) 3.09 2.52
proposed scheme can improve overall video quality and can Akiyo 45.76 46.34 (+0.58 dB) 1.30 0.98
encode video with more uniform quality compared to H.264 News 39.24 39.93(+0.69 dB) 0.74 0.57
JM 8.6.

Foreman 39.17 39.66 (+0.49 dB) 1.43 1.29
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Abstract 
Base on the observation that Cauchy distribution  

provides an accurate estimates of rate and distortion 
characteristics of video sequences. In this paper, we 
propose to use a new rate control scheme based on 
Cauchy R-D optimization model for bit allocation of 
H.264 for low delay constraint. One solution which has 
been proposed in this paper use the Lagrange 
Multiplier technique as the cost function to find rate 
and distortion model subject to  target bit rate 
constraint resulting in optimum of quantization step 
sizes. Model parameters are estimated using linear 
regression analysis. We propose a simple rate control 
scheme that achieves for new Cauchy R-D model in 
basic unit layer under low delay constraint. The target 
bits for each frame are determined according to their 
buffer status, combined with number of bits use in the 
previous frame. The technique proposed has been 
implemented on H.264 video coder. Experimental 
showed that the proposed can be achieves an 
improvement of average PSNR with smooth video 
quality and less frame skipping compared to the JM8.6 
rate control. 

1. Introduction 
In real time video coding, rate control is a vital 

component in video encoder to assign suitable number 
of bits to each frame and to ensure the generation of 
constant bit rate stream into channel. Due to its 
importance, rate control has always been challenging 
research issues. Several rate control schemes in various 
international video coding standards such as TM5[1] 
for MPEG-2,TMN8 [2] for H.263, VM-8 [3] for 
MPEG-4 and JM for H.264/AVC [4] have been 
proposed. 

The knowledge of the statistical behavior in term of 
distribution of the DCT-coefficients is important to the 
design of the encoder algorithms. Laplacian pdf [5] is 
widely used in practice with different rate models for 
each video coding standard, for example, TMN8 rate 
model in H.263 [2] and quadratic model in H.264 [4]. 
Cubic spline model [6] requires very high 

computational complexity. Recently the work in [7] 
presented the observation that Cauchy pdf provides 
more accurate estimate of statistical distribution of 
DCT coefficients in typical video sequence than 
Laplacian pdf. They also proposed frame bit allocation 
using Cauchy rate models for H.264 encoder  but did 
not applicable for low delay applications.  

Low delay is an important factor in real-time video 
transmission. In this paper, we adopt Cauchy based 
rate-distortion (R-D) optimization model for H.264 
low delay video transmission. We model rate and 
distortion based on Cauchy pdf with approximated 
version as a function of quantization step sizes by used 
Lagrange multiplier technique to obtain the optimal 
solution with a simple Cauchy R-D based rate control 
scheme under low delay constraint. 

This paper is organized as follows. Section 2, 
background information about Cauchy rate and 
distortion model is shown. Section 3, we derive 
Cauchy rate-distortion models by using Lagrange 
multiplier technique to find the optimal quantization 
step sizes. Section 4 presents the prediction of R-D 
model parameters. Section 5 shows impact of low 
delay constraint based on JM8.6 rate control. Section 6 
shows the proposed Cauchy R-D based rate control 
scheme under low delay constraint. Section 7 shows 
the experimental results compared to JM8.6 rate 
control. Section 8 concludes this paper. 

2. R-D Model based on Cauchy Density 
function 
Based on the observation of [7], DCT-coefficients 

of motion compensated difference frame are Cauchy 
distribution. In addition, entropy and distortion model 
can be estimated accurately by the Cauchy pdf 
assumption in term of linear expression as follows,  
                                  ( ) α−== aQQHR                                (1)                           
                              ( ) βbQQD =                                  (2)  
,where ( )QH , ( )QD  is the empirical entropy and 
distortion due to quantization step size ( )Q . a ,α  and 
b , β  are model parameters depend on the Cauchy pdf.     
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3. Generalized Cauchy R-D Optimization 
model using Lagrange multiplier  
In this section, we derive an expression for the 

quantization step sizes that minimize distortion subject 
to bit rate constraint. From eq.(1) , the expected 
number of bits for each basic unit thl  in a frame is 
defined as  llll HQCaR l += −α , where C is the number of 
pixel in each basic unit, lH is the actual number of 
header bits generated by each basic unit in the current 
frame, lR  is the number of target bits, and lQ  is the 

quantization step size for basic unit thl . 
The distortion measure for encoding every basic 

unit in each frame is defined by  ∑
=

=
N

l
ll

lQb
N

D
1

1 β , where 

N  is number of basic unit in each frame. An 
expression for the quantization step sizes **

2
*
1 ,...,, NQQQ  

that minimizes the distortion subject to the  total 
number of bits, i.e., sum of the total number of bits of 
every basic unit in each frame much be equal to MAXR , 
is shown in eq.(3). 
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( )MAX
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l
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l
llll
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RNH

QCaQb
NQQQJ
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1
,,...,,           (3) 

By using Lagrange multiplier technique, the 
expression for the optimum choice of quantization step 
size ( )***

2
*
1 ,,...,, λNQQQJ , can be formulated by minimum 

values. That can be solved by using partial derivatives, 
i.e., 0/ * =∂∂ iQJ  and 0/ * =∂∂ λJ . The expression for the 

optimum *
lQ  can be found in term of Cauchy R-D 

model parameters ( lla α,  and llb β, ),  

( )( )
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k

MAX

N

l

k
llll NHR
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,where ( ) ( )lllll ba βαε /= , ( )llls βα += /1 . k  is constant 

( )initialPinitialPinitialP ___ / βαα +=  (See detail in section 5) 

4.  A linear prediction rate and distortion 
model parameters  
In this section, we use the eq.(1),(2) expression in 

term of linear equation to find Cauchy R-D model 
parameter ( lja _ , lj _α  and ljb _ , lj _β ) of each basic unit 
by using statistic linear regression analysis [8] . In our 
experiment, we use linear regression analysis that 
models the relationship between two variables by 
fitting a linear equation to observed data. We use the 

formula below to find the Cauchy R-D optimization 
model parameters. 
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, where kR  , kQ and kMSE  denotes the actual number 
of bits used for coding, quantization step size and the 
actual mean square error (MSE) in the previously 
encoded basic unit k to basic unit l-1. 

5. Impact of low delay constraint of H.264 
video quality 
This section, we show the impact of low delay 

constraint of JM8.6 rate control. In encoding process, 
the bits left from previously encoded frame that has not 
been transmitted produce a delay in an order of few 
milliseconds. To reduce such delay, the encoder buffer 
size should be kept small. In our study, we  impose a 
low delay constraint that the number of bits in encoder 
buffer ( )jic nB ,  must not be greater than the maximum 
buffer size M , otherwise a frame will be skipped, 
where, ( ) rjis FnuVM /,==  .Hence, the maximum buffer 
delay is ( ) rji FnuM /1/ , =  seconds. Where ( )jinu , and 

rF is target channel bandwidth and frame rate, 
respectively.  

To show the impact of the low delay constraint of 
JM8.6 rate control [4], we encoded an I-frame 
followed by P-frame in basic unit layer for Carphone 
sequence at 64 kbps with frame rate of 10 fps. Then, 
the maximum buffer delay in our simulation is 100 ms. 
As shown in Fig.1 (a) and (b), when the buffer fullness 
level higher than maximum delay constraint, frame 
will be skipped. 
6. Rate control scheme for Cauchy   R-D 

model under low delay constraint 
In this section, we use the expression in eq.(4) to 

design a new rate control scheme to operate 
H.264/AVC to reduces number of frame skipped with 
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an improvement in average PSNR and smooth video 
quality. Cauchy R-D models presented in the previous 
section can be used to find the optimal quantization 
step size in each basic unit of each frame.  
A. Initialization  

First the Cauchy R-D model parameters are 
initialized such that the optimal of initial quantization 
parameter for the first intra picture initialIQP _   could be 
obtained. 
Step 1) We encode the first P-frame at different QP 
(QP=3,9,15,21,27,33,39,45,51) and collect the number 
of bits used, and MSE as information of each QP. 
Step 2) Apply the Least square equation in eq. (5-8). 
The information collected, i.e., bits used and MSE 
from the first step, are used to compute the initial 
Cauchy  R-D model parameters ( InitialP_α , InitialP_α and  

initialPinitialP b __ ,β ). 
Step 3) Compute the initial quantization parameter for 
the first intra picture initialIQP _  as in eq.(9) , 

          ( )( ) initialP

initialPrinitialI aFRQ
_/1

__ //
α−

=       (9) 
,where R  denotes the bit rate (kbps)  
B.   GOP layer  

We assume that the video sequence is encoded first 
frame as an I-frame and follow by P-frames in each 
GOP. After each frame are encoded, the occupancy of 
virtual buffer are updated before coding the thj frame 

as in [4] by, ( ) ( ) ( ) ( ) rjijijicjic FnunbnBnB /,,,1, −+=+ . 
(where ( )jinb ,  is number of bits generated by jth frame 

in ith GOP, rF  is predefined frame rate, ( )jic nB ,  is the 
buffer occupancy after coding the jth frame)                   
C. Frame layer 

The objective of this stage is to determine number 
of target bits budget for P-frame ( )jinf ,  in follow steps. 
Step1) The bit allocation is implemented by consider 
the current buffer fullness. We can find target bit rate 
by ( ) ( ) ( ) ( )jicsrjiji nBVFnunf ,,, /

~
−×+= σ , where ( )jinf ,

~  
is defined the target bits in each frame and σ is 
constant (in our simulation we set 6.0=σ ).      
Step 2) Compute the target bit rate ( )jinf ,

ˆ by consider 
the number of bits use in the previous frame by 

( ) ( )( )( ) ( )∑
−

=

−×=
1

1
,,, /ˆ

j

j
jirjiji nbNpFnunf ,  where pN  is the 

number of encoded P-frame. Target bit budget are 
computed by combined with   ( ) ( ) ( )( )jijiji nfnfnf ,,,

~~
+=                

D. Basic unit layer 

In H.264, a basic unit is defined as a group of 
consecutive number of macroblocks. 
1) Pre-encoding stage: The objective is to compute 
quantization step size of each basic unit in three cases: 

Case1: For the first basic unit in current frame, QP 
is obtained by ( ) ( )1,1 −= jAvgQPjQP ii  (where  ( )jQP i,1   is 
the quantization parameter of the first basic unit and 

( )1−jAvgQPi  is the average of QP for all basic unit in 
previous frame). 

Case2: When the number of remaining bit is lower 
than zero, QP is obtained by ( ) ( ) 2,1, += − jQPjQP ilil                          

Case3: Compute the quantization step size ( )jil nQ ,
 

of the current basic unit by eq.(4). To reduces the 
number of frame skipped, the buffer overflow should 
be avoided by decreasing 10 % of target number of bits 
estimation in each frame when buffer fullness level 
reaches 80%.  On the other hand, the target number of 
bits is increased by 10% if buffer is underflow, i.e., 
buffer fullness are less than or equal to zero. The 
condition should require by ( )jiMAX nfR ,×= η , where 

MAXR is target bit budget in current frame, η is constant 
value. In our simulation, we set value of  η   depending 
on the buffer fullness conditions.                             
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η                 (10) 

In eq.(4), we compute the quantization step 
size ( )lQ  of the current basic unit by using the 
parameters  lja _  , lj _α  and  ljb _  , lj _β . To avoid the 
fluctuation of PSNR and buffer overflow, the target bit 
budget estimation of current frame are bounded by a 
lower and upper bounds shown in eq. (11)                             

( ) ( )

( ) ( )




















×=





















×=

r

ji
jiMAX

r

ji
jiMAX

F
nu

nfMAXRboundLower

F
nu

nfMINRboundUpper

,
,

,
,

,__

,__

γ

φ    (11)                             

, where φ  and γ  are constant value and its typical 
value is 3 and 0.5, respectively. The computed 
quantization parameter of each basic unit are adjusted 
as in eq.(12), 

 
( ) ( )( )
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,where ( )jiS nB ,  is defined  the buffer fullness after 

encoding the thl  basic unit , that is computed from the 
number of bits used to encode basic unit i  ( )ibB −  as, 

( ) ( ) ∑
=

+=
l

i
bjicjiS BnBnB

1
,,

.All of constant value in eq.(12) 

are set from the experiment.  
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2) Post- encoding stage : After encoding each frame, 
only Cauchy rate and distortion model parameters lja _  
, lj _α  and  ljb _  , lj _β  are updated by linear regression 
analysis by eqs. (5)-(8) as show in section 4 to find the 
optimal quantization step size of each basic unit.  

7. Experimental Results 
We encode four video sequences: Forman, 

Carphone, Akiyo and News sequence using the 
proposed scheme compared with the H.264 JM8.6 rate 
control. GOP structure are consists of only one I-frame 
and the other are P-frames. We set 32,64 and 128 kbps 
as target bit rate, 10 fps as frame rate, and buffer delay 
of 100 ms. Main profile for encoding parameters was 
used in the experiment. 

Table 1 show the average PSNR, standard 
deviation of PSNR, number of frame skipping between 
H.264 JM 8.6 and our proposed scheme at 32, 64 and 
128 kbps. On average, the proposed scheme can 
achieve average PSNR improvement 0.29, 0.33, and 
0.30 dB for 32, 64 and 128 kbps with reduces the 
number of frame skipping than that of JM 8.6. The 
videos are more uniformly encoded as can be seen 
from reduced variation of PSNR. As shown in Fig.1, 
we encoded Carphone sequence at 64 kbps. It can be 
seen that our proposed scheme can reduce the number 
of frames skipped with smoother visual video quality. 

8. Conclusion 
In this paper, a new rate control scheme for H.264 

video coding is proposed with Cauchy R-D 
optimization model under low delay constraint.  The 
Cauchy rate distortion model is realized to obtain 
optimum quantization step size for each video frame 
subject to bit rate constraint by used Lagrange 
multiplier technique.  Experimental results indicate our 
proposed scheme can improve overall video quality 
and can encode video with more uniform quality  with 
less frame skipping compared to JM 8.6 rate control.   
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Table 1. Performance of proposed scheme compared with 
JM 8.6 rate control at 32, 64 and 128 kbps 

 
Average PSNR 
(dB) PSNR Std . No. frame 

skipped Bit 
rate Sequence 

JM propose JM Propose JM Propose 
Foreman 31.58 31.94 4.49 1.49 8 0 
Carphone 33.09 33.34 4.05 3.34 7 2 
Akiyo 42.38 42.68 1.49 1.18 2 1 

32 
kbp 

News 35.31 35.54 2.80 1.54 7 2 
Foreman 35.41 35.61 2.91 1.38 3 0 
Carphone 36.98 37.12 3.38 3.20 2 0 
Akiyo 45.80 46.15 1.39 1.22 0 0 

64 
kbps 

News 38.95 39.56 2.97 0.97 4 0 
Foreman 38.80 39.01 3.19 1.39 3 0 
Carphone 40.83 41.06 3.34 3.05 1 0 
Akiyo 49.63 49.86 1.20 0.55 0 0 

128 
kbps 

News 44.11 44.60 2.29 0.89 1 0 
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                                                         (a)                 (b)                                                                               
Fig.1 Simulation using the Carphone sequence coded by H.264 JM8.6 rate control at 64 kbps with delay constraint. (a) Buffer fullness 
level (bits) at each frame with maximum delay constraint (dashed line) . (b) Average PSNR of each frame with delay constraint. 
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บทคัดยอ 
 จากงานวิจัยที่ไดวิเคราะหลักษณะการแจกแจงความนาจะเปน
ของสัมประสิทธ์ิ DCT ของสัญญาณวีดิทัศน พบวาลักษณะการแจกแจง
ความนาจะเปนแบบโคชี่มีความแมนยํา ในการประมาณคาอัตราบิต ความ
เพ้ียนของสัญญาณวีดิทัศน   ในบทความน้ีไดนําเสนอการควบคุมอัตรา
สําหรับการเขารหัสสัญญาณวีดิทัศนมาตรฐาน H.264 โดยใชแบบจําลอง
ทางคณิตศาสตรของอัตราบิตและความเพี้ยนแบบโคช่ี เพ่ือปรับปรุง
คุณภาพของสัญญาณวีดิทัศนใหสูงขึ้น  แบบจําลองอัตราบิตและความ
เ พ้ียนแบบโคชี่ที่ นํ า เสนอ  ใช ในการคํ านวณหาค าระดับขั้นของ
การควอนทไตชที่เหมาะสม  ภายใตเงื่อนไขของอัตราบิตที่กําหนด โดย
ใชเทคนิคการหาคาเหมาะสมที่สุดแบบตัวคูณลากรองจ RDJ λ+= และ
ใช เทคนิคการวิเคราะหการถดถอยแบบเชิงเสนสําหรับคํานวณหา
คาพารามิเตอรของแบบจําลอง  จากผลการทดลองพบวาระเบีบยวิธีที่
นําเสนอสามารถปรับปรุงคุณภาพวีดิทัศนเฉลี่ยเพ่ิมขึ้นและคุณภาพ
สัญญาณวีดิทัศนมีความราบเรียบมากขึ้นในทุกกรณีทดสอบ เมื่อเทียบกับ
มาตรฐานการเขารหัสสัญญาณวีดิทัศน H.264 
 
คําสําคัญ:      การควบคุมอัตรา ,   เทคนิคตัวคูณลากรองจ ,    เทคนิค  
                          วิเคราะหความถดถอย, H.264 
 
Abstract 

Base on the observation that Cauchy distribution provide 
accurate estimates of rate and distortion characteristics of video 
sequences, in this paper, we propose a new rate control scheme based 
on Cauchy based rate-distortion optimization model for the application 
of H.264 bit allocation. Lagrange Multiplier technique RDJ λ+=  is 
used to find the rate and distortion model subject to the target bit rate 
constraint resulting in the optimum choice of quantization step sizes. 
Model parameters are estimated using statistic linear regression 
analysis. The technique proposed has been implemented on H.264 video 

encoder. Experimental results showed that the proposed scheme 
achieves an average PSNR improvement with more uniform video 
quality compared to that of H.264 JM8.6 rate control. 
 
Keywords: Rate control, Lagrange multiplier technique, Linear 

regression technique, H.264 
 
1. บทนํา 

การควบคุมอัตรา (Rate control) เปนสวนสําคัญของตัว
เขารหัสวีดิทัศน โดยเฉพาะอยางย่ิงในการสงสัญญาณวีดิทัศนแบบระบบ
เวลาจริงผานชองสัญญาณที่มีอัตราบิตคงที่ การจัดสรรจํานวนบิตที่
เหมาะสมในแตละเฟรมเปนสิ่งท่ีจําเปนเพ่ือใหอัตราบิตที่ถูกจัดสรรมี
ความสอดคลองกับแบนดวิดทของชองสัญญาณ ดังน้ันระเบียบวิธีการ
ควบคุมอัตราไดมีการพัฒนาอยางตอเน่ือง  โดยเฉพาะอยางย่ิงการ
พัฒนาการควบคุมอัตราในมาตรฐานการเขารหัสสัญญาณวีดิทัศนตางๆ 
เชน TM5 [1] สําหรับมาตรฐาน MPEG-2  TMN8 [2] สําหรับมาตรฐาน 
H.263 VM-8 [3]  สําหรับมาตรฐาน MPEG-4 และ JM สําหรับมาตรฐาน
การเขารหัสสัญญาณวีดิทัศน  H.264  [4] ซึ่งเปนมาตรฐานที่มี
ประสิทธิภาพในการเขารหัส (Coding efficiency) สูง เหมาะสําหรับการ
นําไปใชงานบนระบบโครงขายไรสาย 

ซึ่งงานวิจัยทางดานระเบียบวิธีการควบคุมอัตราในอดีตท่ีผาน
มาน้ัน มีการหาแบบจําลองทางคณิตศาสตรของอัตราบิต-ความเพี้ยนของ
สัญญาณโดยพิจารณาจากลักษณะการแจกแจงความนาจะเปนของ
สัมประสิทธ์ิ  DCT ของสัญญาณวีดิทัศน   ซึ่งโดยสวนใหญแลวจะ
พิจารณาลักษณะการแจกแจงความนาจะเปนของสัมประสิทธ์ิ  DCT เปน
แบบลาปาเชี่ยน (Laplacian distribution) [5-6]  เชนเดียวกับในมาตรฐาน 
H.264 ซึ่งไดนําเสนอแบบจําลองกําลังสอง (Quadratic model)   สวนใน
บทความที่ [7] ไดทําการวิเคราะหลักษณะการแจกแจงความนาจะเปน
ของสัมประสิทธ์ิ  DCT ของสัญญาณวีดิทัศน   แลวพบวามีลักษณะ
ใกลเคียงกับการแจกแจงความนาจะเปนแบบโคชี่ (Cauchy distribution) 
มากกวาแบบลาปาเชี่ยน ดังน้ันการสรางแบบจําลองอัตราบิต และ
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แบบจําลองความเพ้ียนโดยพิจารณาจากการแจกแจงความนาจะเปนแบบ
โคช่ี  จึงใหความแมนยําในการประมาณคาอัตราบิตและความเพี้ยนของ
สัญญาณวีดิทัศนมากกวาแบบจําลองท่ีอาศัยพ้ืนฐานของการแจกแจง
ความนาจะเปนแบบลาปาเชี่ยน 

ดังน้ันในบทความนี้ จึงไดนําเสนอแบบแผนการควบคุมอัตรา
สําหรับการเขารหัสสัญญาณวีดิทัศน H.264 โดยใชแบบจําลองอัตราบิต
และความเพ้ียนแบบโคชี่ เพ่ือปรับปรุงคุณภาพของสัญญาณวีดิทัศนให
สูงขึ้น  ซึ่งใชเทคนิคการหาคาเหมาะสมที่สุดแบบตัวคูณลากรองจ ในการ
หาแบบจําลองอัตราบิตและความเพ้ียนแบบโคชี่  และคํานวณหา
คาพารามิเตอรของแบบจําลองโดยใชเทคนิคการวิเคราะหการถดถอย
แบบเชิงเสน  เพ่ือปรับปรุงคุณภาพ และความราบเรียบของคุณภาพ
สัญญาณวีดิทัศนใหสูงขึ้น  

 
2. แบบจําลองทางคณิตศาสตรของอัตราบิตและความเพี้ยนแบบคอชี่ 
 ในสวนน้ีเปนการอธิบายเทคนิควิธีการหาแบบจําลองทาง
คณิตศาสตรของอัตราบิตและความเพี้ยนแบบโคชี่  โดยใชเทคนิคการหา
คา เหมาะสมที่ สุดแบบตัวคูณลากรองจ   เ พ่ือหาค าระดับขั้นของ
การควอนทไตชที่เหมาะสม และนําเสนอวิธีการหาคาพารามิเตอรของ
แบบจําลองโดยการใชเทคนิคการวิเคราะหการถดถอยแบบเชิงเสน 
  บทความที่ [7] ไดนําเสนอแบบจําลองอัตราบิตแบบโคชี่ และ 
แบบจําลองความเพ้ียนแบบโคชี่  โดยประยุกตใชกับการเขารหัสสัญญาณ
วีดิทัศน มาตรฐาน H.264  สําหรับการควบคุมอัตราในระดับเฟรม โดยมี
รูปแบบสมการของแบบจําลองดังสมการที่ (1) และ (2)  
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โดยที่ ( ) ( )QDQR ,  หมายถึงอัตราบิต และความเพี้ยนของสัญญาณในรูป
ฟงก ช่ันของระดับขั้นของการควอนทไตช   ( Q )  และ µ หมายถึง
คาพารามิเตอรของการแจกแจงความนาจะเปนแบบโคชี่ 

จากสมการที่ (1) และ (2) สามารถทําการประมาณคาโดย
เขียนใหอยูในรูปแบบความสัมพันธแบบฟงกช่ันเชิงเสน ไดดังสมการ  
                                         ( ) α−== aQQHR                                    (3) 
                                                ( ) βbQQD =                                      (4) 
โดยท่ี R  หมายถึงจํานวนบิตท่ีใชในการเขารหัส     α,a  และ β,b  
หมายถึงคาพารามิเตอรของแบบจําลองอัตราบิต และแบบจําลองความ
เพ้ียนตามลําดับ ซึ่งเปนคาที่สอดคลองกับคา µ  

 บทความนี้นําเสนอแบบจําลองอัตราบิตและความเพ้ียนแบบ
โคช่ี ซึ่งเปนการนําแบบจําลองท่ีไดจากสมการที่ (3) และ (4) มาหา
ความสัมพันธรวมกัน   โดยใชเทคนิคการหาคาเหมาะสมที่สุดแบบตัวคูณ
ลากรองจ   ซึ่งจากสมการที่ (3)  จะสามารถคํานวณหาจํานวนบิตที่ใชใน
การเขารหัสของหนวยพ้ืนฐานยอยท่ี l  ไดดังสมการที่ (5)และสามารถ
คํานวณหาคาความเพี้ยนของสัญญาณไดดังสมการที่ (6) 
                                          llll HQCaR l += −α                             (5) 
                                               ∑
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=
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l
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โดยท่ี C   และ lH คือจํานวนจุดภาพ และจํานวนบิตสําหรับขอมูลสวน
หัวของแตละหนวยพ้ืนฐานยอย  สวน N  หมายถึงจํานวนหนวยพ้ืนฐาน
ยอยในแตละเฟรม 
 ดังน้ันในการคํานวณหาคาระดับขั้นของการควอนทไตชที่
เหมาะสม ( )***

2
*
1 ,,...,, λNQQQJ   และมีคาความเพ้ียนของสัญญาณ

นอยท่ีสุด ภายใตเงื่อนไขอัตราบิตที่กําหนด โดยใชการหาคาเหมาะสม
ที่สุดแบบตัวคูณลากรองจ  สามารถคํานวณไดจากสมการที่ (7) และ (8) 
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โดยที่ λ   หมายถึงตัวคูณลากรองจ  จากนั้นทําการหาอนุพันธสมการที่ 
(8) เทียบกับคาระดับขั้นของการควอนทไตช และ ตัวคูณลากรองจ เพ่ือ
หาคาระดับขั้นของการควอนทไตชท่ีเหมาะสม  กลาวคือกําหนดให  

0* =∂
∂

lQ
J  และ  0* =∂

∂
λ
J      ซึ่งสามารถคํานวณหาคาระดับขั้นของ

การควอนทไตชที่เหมาะสมไดจากสมการที่ (9) 
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=    ซ่ึ ง ค า  initialPinitialP __ ,βα จ ะ

กลาวถึงรายละเอียดในสวนตอไป 
 
3.  การหาพารามิเตอรของแบบจําลองอัตราบิตและความเพี้ยนแบบโคชี่ 

ในสวนน้ีเปนการอธิบายการหาคาพารามิเตอรของแบบจําลอง
อัตราบิตและความเพ้ียนแบบโคชี่ ( lja _ , lj _α และ ljb _ , lj _β )โดย
ใชขอมูลทางสถิติของอัตราบิต และความเพี้ยนของหนวยพ้ืนฐานยอยที่
ถูกเขารหัสไปแลว    ซึ่งเมื่อพิจารณาสมการที่ (3) และ (4) สามารถเขียน
ใหอยูในรูปแบบฟงกชันเชิงเสนไดดังสมการที่ (9) และ (10) 
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                ( )( ) ( ) ( )( ), _ _ ,ln ln lnl i j j l j l l i jR n a Q nα= −             (9) 

               ( )( ) ( ) ( )( ), _ _ ,ln ln lnl i j j l j l l i jMSE n b Q nβ= +          (10) 

 และจากเทคนิคการวิเคราะหการถดถอยแบบเชิงเสน [8] จะ
สามารถคํานวณหาคาพารามิเตอรของแบบจําลองในหนวยพ้ืนฐานยอยที่ 
l  ไดดวยสมการที่ (11)-(14) 
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โดยที่ kR , kQ และ kMSE หมายถึง จํานวนบิตที่ใชเขารหัส , ระดับ
ขั้นของการควอนทไตช และ คาความเพี้ยนของสัญญาณในหนวยพ้ืนฐาน
ยอยที่ถูกเขารหัสไปแลว ต้ังแตหนวยยอยพ้ืนฐานที่  k  ถึง 1−l  
 
4. ระเบียบวิธีการควบคุมอัตราท่ีนําเสนอรวมกับการใชแบบจําลองอัตรา
บิตและความเพี้ยนแบบโคชี่ 
 ในสวนน้ีเปนการอธิบายระเบียบวิธีการควบคุมอัตราที่
นําเสนอรวมกับการใชแบบจําลองอัตราบิตและความเพี้ยนแบบโคชี่ บน
มาตรฐานการเขารหัสสัญญาณวีดิทัศน H.264  
4.1 การกําหนดคาเริ่มตน 
 เปนการคํานวณหาคาเริ่มตนของพารามิเตอรแบบจําลองอัตรา
บิ ต  แ ล ะ ค ว า ม เ พ้ี ย น แ บ บ โ ค ชี่    (

InitialP _α , InitialP _α  แ ล ะ 

initialPinitialP b __ ,β )  แลสําหรับการเขารหัสภาพชนิด  I เฟรมแรกของ
ลําดับภาพ  ซึ่งมีขั้นตอนการคํานวณดังน้ี 

ขั้นตอนที่ 1) ทําการเขารหัสภาพชนิด P เฟรมท่ีคาควอนท
ไตชเซชั่นตางๆกัน ( )51,45,39,33,27,21,15,9,3=QP  และเก็บคาจํานวน
บิตท่ีใชในการเขารหัส  และคาความเพี้ยนที่ไดจากการเขารหัสที่
คาควอนทไตชตางๆกันไวเปนขอมูลทางสถิติ 

ขั้นตอนที่ 2) ใชการวิเคราะหการถดถอยแบบเชิงเสน มา
คํานวณหาคาเร่ิมตนของพารามิเตอรแบบจําลองอัตราบิตและความเพ้ียน
แบบโคชี่ โดยใชสมการที่ (11)-(14)  

ขั้นตอนที่ 3) คํานวณหาคาระดับขั้นของการควอนทไตช
สําหรับภาพชนิด I เฟรม จากสมการที่ (15)  
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r

a
FRQ

_

1

_

/ α
−

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=                           (15) 

โดยท่ี R  และ rF  หมายถึงอัตราบิต (kbps) และอัตราเฟรม  (fps) 
4.2 การควบคุมอัตราในระดับกลุมภาพ 
 กําหนดใหการเขารหัสเปนแบบกลุมภาพที่มีภาพ I เปนเฟรม
แรก และตามดวยภาพชนิด P  และเมื่อมีการเขารหัสครบทุกหนวย
พ้ืนฐานยอย ตัวเขารหัสจะทําการคํานวณหาจํานวนบิตสะสมคงเหลือใน
บัฟเฟอรหลังการเขารหัสแตละเฟรม ( )jic nB ,   ตามสมการที่ (16)          

                 ( ) ( ) ( ) ( )
r

ji
jijicjic F

nu
nbnBnB ,

,,1, −+=+
                   (16) 

โดยที่  ( )jinu , , ( )jinb ,  คืออัตราบิตของชองสัญญาณ และจํานวนบิต
ที่ใชในการเขารหัสเฟรมที่ j  
4.3 การควบคุมอัตราในระดับเฟรม 
 ในขั้นตอนน้ีเปนการคํานวณหาอัตราบิตเปาหมาย ( )jinf ,

สําหรับการเขารหัสภาพชนิด P  ซึ่งในบทความนี้จะพิจารณาจาก 2 สวน
ดวยกันคือ   พิจารณาจากจํานวนบิตสะสมคงเหลือในบัฟเฟอรหลังการ
เขารหัสแตละเฟรม และ จํานวนบิตที่ใชเขารหัสเฟรมกอนหนา ดังสมการ
ที่ (17)-(19)   
                          ( ) ( ) ( )jics

r
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−+=                         (17) 
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                ( ) ( ) ( )( )jijiji nfnfnf ,,,
~~

+=                                (19) 
โดยท่ี sV และ pN หมายถึงขนาดของบัฟเฟอร และจํานวนภาพ P เฟรม
ที่ถูกเขารหัสแลว 
4.4 การควบคุมอัตราในระดับหนวยพื้นฐานยอย 
 ในสวนน้ีเปนการหาคาระดับขั้นของการควอนทไตชของแต
ละหนวยพ้ืนฐานยอย โดยแบงการพิจารณาออกเปน 3 กรณีคือ 
 กรณีที่ 1) สําหรับหนวยพ้ืนฐานยอยแรกของแตละเฟรม
คาพารามิเตอรการควอนไตซจะคํานวณหาไดดังน้ี [4] 
                                           ( ) ( )1,1 −= jAvgQPjQP ii

                       (20) 
โดยที่ ( )jQP i,1 , ( )1−jAvgQPi  หมายถึงคาพารามิเตอรการควอนไตซ
ของหนวยยอยพ้ืนฐานแรกในแตละเฟรม และ คาพารามิเตอรการควอน
ไตซเฉลี่ยของทุกๆหนวยพ้ืนฐานยอยในเฟรมที่ถูกเขารหัสกอนหนา 
 กรณีท่ี 2) ถาจํานวนบิตเปาหมายที่เหลืออยู มีคานอยกวาศูนย 
[4] คาควอนทไตเซชั่นจะคํานวณหาไดจาก 
                                         ( ) ( ) 2,1, += − jQPjQP ilil

                           (21) 
 กรณีที่ 3) คํานวณหาคาระดับขั้นของการควอนทไตชของแต
ละหนวยพ้ืนฐานยอยไดจากสมการที่ (9)  และคํานวณหาคาพารามิเตอร
ของแบบจําลองสําหรับแตละหนวยพ้ืนฐานยอยไดจากสมการที่ (11)-(14) 
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5. ผลการทดลอง 
 ทําการเขารหัสสัญญาณวีดิทัศน โดยทดลองกับ 5 ลําดับภาพ
ทดสอบ Foreman,Akiyo, Carphone ,Coastguard และ News  โดยมีอัตรา
บิตท่ี 32-256 กิโลบิตตอวินาที  อัตราเฟรม 10 เฟรมตอวินาที  ซึ่งใชการ
ควบคุมอัตราดวยวิธีที่นําเสนอรวมกับการใชแบบจําลองอัตราบิตและ
ความเพ้ียนแบบโคช่ี บนมาตรฐาน JM 8.6  ของ H.264  จากผลการ
ทดลองในตารางที่ 1  แสดงใหเห็นวาระเบียบวิธีควบคุมอัตราท่ีนําเสนอ
สามารถปรับปรุงคุณภาพสัญญาณวีดิทัศนไดสูงขึ้นโดยพิจารณาจากคา
PSNR เฉล่ียที่สูงขึ้นในทุกลําดับภาพ รวมถึง คุณภาพสัญญาณวีดิทัศนมี
ความราบเรียบกวา เมื่อพิจารณาจากคาเบี่ยงเบนมาตรฐานของคา PSNR 
ที่นอยกวา เมื่อเทียบกับวิธีมาตรฐาน JM 8.6   

News sequence (16 kbps)
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(ก) คา PSNR ตอเฟรมที่อัตราบิต 16 kbps ของลําดับภาพ  News 

Akiyo sequence (256 kbps)
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(ข) คา PSNR ตอเฟรมท่ีอัตราบิต 256 kbps ของลําดับภาพ Akiyo 

รูปท่ี 1 อัตราบิตตอเฟรมของการควบคุมอัตราที่นําเสนอเทียบกับ JM 8.6 
 
6. สรุป 
 บทความน้ีนําเสนอระเบียบวิธีการควบคุมอัตราใหมของการ
เขารหัสสัญญาณวีดิทัศน H.264 โดยใชแบบจําลองอัตราบิตและความ
เพ้ียนแบบโคชี่ ผลการทดลองพบวาสามารถเพิ่มคุณภาพของสัญญาณวีดิ
ทัศนไดสูงขึ้น และคุณภาพของสัญญาณยังมีความแปรปรวนนอยกวา 
เมื่อเปรียบเทียบกับมาตรฐานการเขารหัสสัญญาณวีดิทัศน H.264   
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ตารางที่ 1 สรุปผลการทดลอง 

Average PSNR (dB) PSNR Std . Bit rate Sequence 
JM8.6 Proposed JM8.6 Proposed 

Foreman 29.21 29.67 (+0.46 dB) 1.85 0.80 
Coastguard 27.23 27.39 (+0.16 dB) 0.85 0.72 
Carphone 30.45 31.06 (+0.61 dB) 2.88 2.11 

Akiyo 38.00 38.27 (+0.27 dB) 1.40 0.98 
16 kbps 

News 30.90 31.27 (+0.37dB) 0.68 0.52 
Foreman 32.55 32.86 (+0.31 dB) 2.12 1.00 

Coastguard 29.19 29.56  (+0.37 dB) 1.53 0.83 
Carphone 33.66 34.30  (+0.64 dB) 3.25 2.21 

Akiyo 42.25 42.46 (+0.21 dB) 0.82 0.80 
32 kbps 

News 35.62 35.91 (+0.29 dB) 1.25 0.55 
Foreman 35.75 36.10 (+0.35 dB) 1.60 1.17 

Coastguard 31.91 32.15 (+0.24 dB) 1.09 0.92 
Carphone 37.07 37.57(+0.50 dB) 3.09 2.52 

Akiyo 45.76 46.34 (+0.58 dB) 1.30 0.98 
64 kbps 

News 39.24 39.93(+0.69 dB) 0.74 0.57 
Foreman 39.17 39.66 (+0.49 dB) 1.43 1.29 

Coastguard 34.97 35.10 (+0.13 dB) 1.37 0.81 
Carphone 40.93 41.40 (+0.47 dB) 2.98 2.53 

Akiyo 49.64 50.37 (+0.73 dB) 1.32 0.90 

128 
kbps 

News 43.90 44.47 (+0.57 dB) 0.72 0.73 
Foreman 43.10 43.66 (+0.56 dB ) 1.72 1.19 

Coastguard 38.86 39.39 (+0.53dB) 2.47 0.95 
Carphone 44.99 45.69 (+0.70 dB) 2.75 1.98 

Akiyo 54.40 55.27 (+0.87 dB) 1.00 0.91 

256 
kbps 

News 49.24 49.69  (+0.45 dB) 0.89 0.73 
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Cauchy based Rate-Distortion Optimization Model
for H.264 Rate Control
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Abstract Base on the observation that Cauchy distribution
provide accurate estimates of rate and distortion characteristics
of video sequences, in this paper, we propose a Cauchy based
rate-distortion optimization model for the application of H.264
bit allocation. Lagrange Optimization is used as a tool to derive
rate and distortion models subject to the target bit rate constraint
resulting in optimum choice of quantization step sizes. Linear
regression analysis is then used to update model parameters on-
line. The technique proposed has been implemented in H.264
video encoder. Experimental results showed that the proposed
rate control algorithm achieves an improvement of average
PSNR of up to 0.68 dB with less PSNR variation compared to
H.264 JM 8.6 rate control.

Keywords Cauchy distribution, Lagrange Multplier, Rate
Control

1. INTRODUCTION
In real time video coding and transmission, rate control is a

vital component in video encoder to assign suitable number of
bits to each video frame and to ensure the generation of
constant bit rate stream into channel. Due to its importance,
rate control algorithms have always been challenging research
issues. Several rate control schemes in various international
video coding standards such as TM5 [1-2] for MPEG - 2,
TMN8 [3] for H.263, VM-8 [4] for MPEG- 4 and JM for
H.264/MPEG-4 Part 10 [5-6] have been proposed.

All of video coding standards use discrete cosine transform
(DCT) or Integer transform in H.264, motion compensated
prediction, quantization, zig-zag scan and variable length
coding (VLC) as the building blocks. The knowledge of the
statistical behavior in term of distribution of the DCT-
coefficients is important to the design of the encoder
algorithms. From there, the rate model is proposed to find
optimal or sub-optimal choice of quantization parameter.
Several studies on the statistical probability distribution of the
AC coefficients have been studied. Among several, Laplacian
distribution [7-8] is widely used in practice with different rate
models for each video coding standard, for example, TMN8
rate model in H.263 [10] and quadratic model in H.264 [11].
Cubic spline model [12] in MPEG-2 has shown more accurate
estimation of rate characteristics of video sequence, but it
requires very high computational complexity.

S. Aramvith
Department of Electrical Engineering,

Faculty of Engineering Chulalongkorn University
Bangkok 10330, Thailand, Tel: (66-2) 218-6909

Email: Supavadee.A dchula.ac.th

Recently the work in [9] presented the observation that
Cauchy distribution provide more accurate estimate of the
statistical distribution of the DCT coefficients in typical video
sequence than that of Laplacian distribution. They also
proposed frame bit allocation using Cauchy rate and distortion
models for H.264 encoder. Nevertheless, the process to
estimate model parameters has to be done offline which makes
it impractical for real time video coding.

In this paper , we propose to use Cauchy based rate-
distortion (R-D) optimization model for H.264 bit allocation.
We model rate and distortion based on Cauchy density with
approximated version as a function of quantization step sizes.
We further use Lagrange optimization to obtain the optimal
solution of quantization step sizes with minimum distortion for
each basic unit subject to rate constraint. We implement our
proposed model on H.264 rate control. Required model
parameters are updated in real-time using linear regression
analysis technique.

The paper is organized as follows. In Section II,
background information about Cauchy rate and distortion
model is shown. In section III, we derive Cauchy rate-
distortion models by using Lagrange Optimization to find the
optimal quantization step sizes that minimize distortion subject
to the target bit budget. In section IV, the proposed Cauchy
rate -distortion model based frame and basic unit layer rate
control are presented. In section V, we show the experimental
results in compared to JM 8.6 rate control. Section VI is the
conclusions.

II. R-D MODEL BASED ON CAUCHY DENSITY FUNCTION
Assume that, the DCT-coefficients of the motion

compensated difference frame are Cauchy Distributed u, the
entropy function H (Q) can approximated in term of linear

relation between ln (Q) and ln (H (Q)) in bit per pixel given
by eq.(1) [9],

R =H(Q) =aQ-a (1)

,where a and a are model parameters. Q is the quantization
stepsize.
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From [9], the distortion due to quantization can be
estimated accurately for the Cauchy pdf assumption. For
Cauchy source, the distortion caused by quantization is given
by approximation the distortion model as shown in eq. (2),

D(Q)= bQ,3

N kfIrlk A a,)
~ ala, c ala,

I fib R NH 8f1b,

(2)
,where b and, is the model parameters.

III. GENERALIZED CACHY R-D OPTMIZATION MODEL
USING LAGRANGE MULTIPLIER

In this section, we derive an expression for the
quantization step sizes that minimize distortion subject to bit
rate constraint. From eq. (1), the expected number of bits for
each basic unit Ith in a frame is defined as follows,

RI = CalQj"l +HI (3)

,where C is the of pixel in each basic unit, HI is the actual
number of header bits generated by each basic unit in the
current frame, RI is the number of target bits, and Ql is the
quantization step size for each basic unit.

The distortion measure for encoded every basic unit in
each frame is defined by eq. (4),

D I Ib (4)

N1=

where N is the number pf basic unit in each frame.
An expression for the quantization step sizes

Q*,Q., ,QN that minimizes the distortion subject to the
constraint that the total number of bits, i.e., the sum of the total
number of bits of every macroblock in each frame must be
equal to Rm4x, is shown in eq. (5).

I N
Q1,Q2,.,QN,, = arg min 1ZbQ,8Ql~ ~ ~ l I7QN..I NI

N 1=1
N

ZRI=RR

(5)

By using Lagrange multiplier technique, the expression
for the optimum choice of quantization step size, can be
formulated as shown in eq. (6) and the expression of the cost

function J(Q> ,Q2,...,Q>*2 ) can be shown in eq. (7). The
minimum value can be solve by using partial derivative, i.e.,
a= 0 and aJ 0.

N N
6.7Q277QN, X=arg min-L b1Q/ +± RI - RM] (6)

l QNN 1=1 1=1

N N

J(Q,Q2.rQ>vA )= 'ZblQjI +(AC)Z(a

1=1 N 1=1 (7)

N

+A HI - AMA
1=1

As a result, the expression for the optimum quantization
step size for each basic unit th, Q*, can be found in terms of

Cauchy rate and Cauchy distortion parameters model
( a,,a, and b1,/1 ), as shown in eq.(8),

IV. H.264 RATE CONTROL USING CAUCHY R-D
OPTIMIZATION MODEL

In H.264 framework [5], bit allocation process is done in
three layers: Group of Picture (GOP), frame, and basic unit
layers. We adopt our bit allocation framework according to
H.264 with the integration of the Cauchy rate and distortion
models, mentioned in Section II and III, to find the optimum
quantization step size and on-line model parameter updates.
We assume constant bit rate (CBR) output.

In GOP layer, the total number of bits allocated for the ith
GOP and initial Quantization parameter (QPo) for the first I-

frame and the first P-frame are computed. In frame layer, the
target number of bits is computed based on buffer occupancy
and the remaining number of bits to encode the rest of the
frame in a GOP. In basic unit layer, Cauchy R-D model is used
to select the quantization step size of all basic units in each
frame such that the sum of generated bits is close to the frame
target. Model parameters are updated on-line using linear
regression analysis.

A. GOP layer rate control

We assume that the video sequence is encoded the first
frame as an I-frame and subsequent P-frames in each GOP.
The total number of bits allocated for the ith GOP, T(j), is
computed as H.264 rate control [5], as shown in eq. (9),

T (j) )F x NGOP - B,(ni1NG ) for] 1 (9)

LT(n_,) b(n,j_) for j= 2,...,NGOP+1

,where u(nij ) is the target channel bandwidth, b(ni j) is the

number of bits generated by the jth frame in ith GOP, Fr is
the predefined frame rate, NGOP denotes the total number of
frames in a GOP and B (ni j+l) denotes the buffer occupancy

after coding thejth frame, as shown in eq. (10).

B, (ni j+l ) = B, (ni j )+ b(ni j )- F
, (10)

The I-frame and the first P-frame of the GOP are coded
by using initial quantization parameter (QP0) This value is
computed based on the channel bandwidth and GOP length,
more details in [5].
B. Frame layer rate control

The objective of this stage is to determine the number of
target bits for each P-frame in the following steps.
Step 1 Budget allocation among pictures. The bit allocation is
implemented by predefining target buffer level, Tbl(ni j+l) for

each P-frame, as shown in eq. (11), whereNp is the number of

P frames in GOP.

APCCAS 2006

(8)
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Tbl(ni,j+1 )= Tbl(ni,j) N -1l (11)
Step 2 The target bit rate, f (n,1 ) for the jth P frame in the ith
GOP is determined based on two factors. The first one,
f (n ) .is scaled base on target buffer level, frame rate,
channel bandwidth, and actual buffer occupancy, as shown in
eq.(12),where y is a constant weighting factor.

(12)

The second one, f(ni), is computed based on average
number ofremaining bits for each frame as in eq. (13),

(13)f(n N) I

2) Post- encoding stage
After encoding each frame, only Cauchy rate and

distortion model parameters a I,Iaj / and b1 I, /1j/ are

updated by linear regression analysis.
Case 1 Cauchy Rate model parameters

From eq. (1), we use logarithmic linear function as shown in
eq. (18).

ln (R, (ni)) ln (a1 l) a- In (Q (nX)) (18)
We proposed to use linear regression analysis [13] to up-

date the model parameters after we encoded in each frame, as
in eqs. (19)-(20),

( ln(Rk) z (in(Qk)) _ K ln(Qk)ln(Rk (19)

(l k)KZ (ln(Qk ))2 y ln(Qk)
, where T (ni j) is the total number of remaining bits left to

encode the jth frame onwards in the ith GOP. Finally, the
target bit rate, f (ni ) , is a weighted combination of f(nij)
and f(nij) , as shown in eq. (14), where p is a constant
weighting factor.

f (ni,j )= /3f(ni,j )+ (I - 3)j(ni,;j) ( 14)

C. Basic Unit layer rate control
In H.264, a basic unit is defined as a group of consecutive

number of macroblocks. In this paper, we define a basic unit
as a macroblock.

1) Pre- encoding stage
The objective is to compute the quantization step size

of current basic unit in three cases:
Case 1 For the first basic unit in current frame,

quantization parameter is obtained as shown in eq. (15),
QPI,i (j)= AvgQPi (j -1) ( 15)

where QP1,i (j) is the quantization parameter of the first basic
unit and AvgQPi(j-1) is the average of quantization parameter
for all basic unit in previous frame

Case 2 When the number of remaining bit is lower
than zero, quantization parameter is obtained as shown in
eq.(16),

(16)
Case 3 Compute the quantization step size of the

current basic unit, Q1 (nisj), as shown in eq. (17) , where a1 /

, aj_ /and b1 I, A / are model parameters of the basic unit
Ith of frame jth, respectively. C is the number of pixel in basic
unit and N is the number of basic unit in each frame. mhdr I is
the number of header bit s that are generated from Ith basic
unit. In simulation results, we set k z 0.45

Q(7)={lN r ( Nfi]]'() (17)

aj
K

ln(Qk ) L(ln(Rk ) -(-k)f ln(Qk )ln(Rk

(I-k)K (ln(Q ))2K n(Qk )

(20)

where R, and Qk denotes the actual number of bits used for
coding and quantization step size in the previously encoded
basic unit k to basic unit 1-1.

Case 2 Cauchy Distortion model parameters
We take logarithmic linear function on eq. (3) and use

distortion in terms of mean square error in each basic unit as
shown in eq. (21),

(21)

, where MSE, (ni y) is mean square error of the basic unit Ith
in each frame.

As in case 1 , we use linear regression analysis [13]
to update the model parameters after we encoded in each
frame as in eqs. (22)-(23),

I(ln(MJSEk Z(ln(Qk ))2 k(n ) n(MSEk) (22)

(1-k) Z (ln(Qk ))2 j ln(Qk)

(I--k)(ln(Q )ln(MSEJ)- ln(Q, ) Y(In(MSEJ)

AIs (1 k) (ln(Qk ))2 ln(Qk)

(23)

,where MSE denotes the actual mean square error for the
previously encoded basic unit k to basic unit /- 1.

V. EXPERIMENTAL RESULT

We encoded five video sequences: Foreman, News,
Carphone, Akiyo, and Coastguard using the proposed scheme
compared with the H.264 JM8.6 rate control at bit rates ranging
from 16 - 256 kbps. GOP structure of size 12 is used and
consists of one I-frame and eleven P-frames. We set 10 fps as
frame rate. Main profile for encoding parameters was used in
the experiment.
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Table 1 show the average PSNR, standard deviation of
PSNR and bit rate comparison between H.264 JM 8.6 and our
proposed scheme. On average, the proposed scheme can
achieve PSNR improvement of up to 0.65 dB, 0.68 dB, 0.73
dB, 0.74 dB and 1.16 dB for the bit rates of 16, 32, 64, 128 and
256 kbps, respectively. The video is more uniformly encoded
as can be seen from the reduced variation of PSNR while
maintain average bit rate as the same as H.264 JM 8.6.

Fig. 1 shows PSNR of Foreman sequences at 32 kbps. It
can also be seen from the results that our proposed scheme can
encode video with more uniform quality.

Foreman se uen
45 q c

~~Prop-sd|
40 - - - - -- --- -,- - - -

Fig. 1. PSNR (dB) result versus frame for our proposed and JM 8.6 in
basic unit layer of Foreman sequence at 32 kbps

In fig.2, PSNR of foreman sequences versus bit rates are
shown, it can also be seen from the results that our proposed
scheme can encode video at each bit rate with higher quality in
term ofPSNR than that ofJM 8.6.

Fig.2 PSNR (dB) result versus frame for our proposed rate control and
JM 8.6 in basic unit layer at each bit rate of foreman sequence.

VI. CONCLUSION
In this paper we proposed Cauchy rate - distortion opti-

mization model for rate control for H.264 video coding. We
derive models for bit rate and distortion in this type of coder
by using Lagrange Optimization. The algorithm proposed is
practical as all model parameters related to rate control can be
estimated on-line using linear regression analysis.
Experimental results indicate our proposed scheme can encode
video with more uniform quality with PSNR improvement
compared to H.264 JM 8.6.
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TABLE I. PERFORMANCE OF PROPOSED SCHEME COMPARED WITH
JM8.6

Bit rate Sequence PSNR (dB) PSNR Std.
JM 8.6 Proposed JM 8.6 Proposed

Foreman 27.58 28.11 1.81 1.70

16 Coastguard 26.43 26.78 1.30 1.21
kbps Carphone 29.10 29.63 2.70 2.70

Akiyo 35.20 36.20 1.54 1.42
News 28.83 29.69 1.42 1.13

Foreman 30.81 31.71 3.16 2.27

32 Coastguard 27.88 28.87 3.17 1.94

kbps Carphone 32.42 33.06 3.93 3.23
Akiyo 40.24 40.52 0.79 1.34
sNew 33.42 34.00 2.66 1.78

Foreman 34.73 35.25 1.72 1.72
64 Coastguard 31.23 31.57 2.20 2.07

kbps Carphone 36.11 37.07 3.45 3.11
Akiyo 43.72 44.78 1.90 2.01
News 37.67 38.46 1.76 1.71

Foreman 38.31 38.96 2.04 2.35
128 Coastguard 34.46 34.74 2.70 2.85
kbps Carphone 40.14 40.75 3.56 3.49

Akiyo 48.10 49.16 1.90 1.81
News 42.63 43.74 1.97 1.95

Foreman 30.81 31.71 3.01 2.91

256 Coastguard 38.12 39.52 4.90 4.90
kbps Carphone 44.36 45.22 3.54 3.31

Akiyo 53.31 54.84 2.22 2.35
News 48.06 49.19 2.42 2.50
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