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## CHAPTER I

## INTRODUCTION

Fix $n \in \mathbb{N}$, let $X_{1}, X_{2}, \ldots, X_{n}$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

for $i=1,2, \ldots, n$. Let $U_{\lambda}$ denote a Poisson random variable with mean $\lambda>0$, i.e.,
$P\left(U_{\lambda}=x\right)=\frac{e^{-\lambda} \lambda^{x}}{x!}$ for $x=0,1, \ldots ; \lambda_{n}=\sum_{i=1}^{n} p_{i}$ and $\mathbb{Z}_{0}^{+}=\{0,1,2, \ldots\}$.
Successively improved estimates of the total variation distance between the distribution of $S_{n}=X_{1}+X_{2}+\cdots+X_{n}$ and $U_{\lambda}$ have been obtained by many mathematicians. The followings are examples of bounds of the difference between the distribution of $S_{n}$ and $U_{\lambda}$.

In 1960, Le Cam[5] showed that

$$
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq \sum_{i=1}^{n} p_{i}^{2} .
$$

Observe that the above bound does not depend on $x$. We call such a bound a uniform bound. The examples of uniform bounds in Poisson approximation for the distribution of $S_{n}$ are the followings. Kerstan[4] gave his result in the form

$$
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq 1.05 \lambda_{n}^{-1} \sum_{i=1}^{n} p_{i}^{2}, \quad \text { if } \max _{1 \leq i \leq n} p_{i} \leq 1 / 4 .
$$

Chen[2] used Stein method to obtain the following bound

$$
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq 5 \lambda_{n}^{-1} \sum_{i=1}^{n} p_{i}^{2}
$$

and then Barbour and Hall[1] improved the result of Chen[2] as follows.

$$
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq \lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) \sum_{i=1}^{n} p_{i}^{2}
$$

In 2003, Neammanee[6] gave a bound in the form

$$
\left|P\left(S_{n}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \leq \frac{1}{x} \sum_{i=1}^{n} p_{i}^{2}
$$

for $x=1,2, \ldots, n-1$ and $\lambda_{n} \in(0,1]$.
Notice that the bound in Neammanee[6] depends on $x$. It is called a nonuniform bound. The following are examples of non-uniform bounds between the distribution of $S_{n}$ and $U_{\lambda}$. In the same year, Neammanee[7] generalized his result to the case of any positive $\lambda_{n}$ in the form

$$
\begin{equation*}
\left|P\left(S_{n}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \leq \min \left\{\frac{1}{x}, \lambda_{n}^{-1}\right\} \sum_{i=1}^{n} p_{i}^{2} \tag{1.1}
\end{equation*}
$$

for $x=1,2, \ldots, n-1$.
Teerapabolarn and Neammanee [8] gave some result, in 2006, as follows.

$$
\begin{equation*}
\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq \lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) \min \left\{1, \frac{e^{\lambda_{n}}}{x+1}\right\} \sum_{i=1}^{n} p_{i}^{2} \tag{1.2}
\end{equation*}
$$

for $x=1,2, \ldots, n$.
Let $X_{1}, X_{2}, \ldots$ be a sequence of independent Bernoulli random variables and $N$ a positive integer-valued random variable. Assume $N, X_{1}, X_{2}, \ldots$ are independent. Define the random sums of the sequence $\left(X_{n}\right)$ to be $S_{N}=X_{1}+X_{2}+\cdots+X_{N}$. Let $\lambda_{N}=\sum_{i=1}^{N} p_{i}$ and $\lambda=E \lambda_{N}$.

In 1991, Yannaros[9] gave uniform bounds of the difference of the distribution of $S_{N}$ and $U_{\lambda}$. The following is the result.

Theorem 1.1. [9] Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

$$
\begin{equation*}
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \leq E\left|\lambda_{N}-\lambda\right|+E\left(\frac{1-e^{-\lambda_{N}}}{\lambda_{N}} \sum_{i=1}^{N} p_{i}^{2}\right) . \tag{1.3}
\end{equation*}
$$

In his work, Yannaros[9] also gave the bound in (1.3) in the case that $X_{i}$ 's are indentically distributed.

Theorem 1.2. [9] Let $X_{1}, X_{2}, \ldots$ be independent and identically distributed Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

$$
\begin{aligned}
& \sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{p E N} \leq x\right)\right| \\
& \leq \min \left\{\frac{p}{2 \sqrt{1-p}}, p E\left(1-e^{-p N}\right)\right\}+\frac{1}{2} \sqrt{p \frac{\operatorname{Var}(N)}{E N}} \min \{1,2 \sqrt{p E N}\} .
\end{aligned}
$$

In this work, uniform and non-uniform bounds in Poisson approximation for random sums of Bernoulli random variables are given. The followings are the results.

Theorem 1.3. Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{7 \lambda}{2 x}$ where $x \in\{1,2, \ldots\}$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{3 \lambda}{2}+2 \min \left\{\lambda, E\left|\lambda-\lambda_{N}\right|\right\}$.

Note that, when $x=0$ the exact probability can be explicitly computed, that is,
$P\left(S_{N}=0\right)=\sum_{n=1}^{\infty} P(N=n) P\left(S_{n}=0\right)=\sum_{n=1}^{\infty} P(N=n) \prod_{i=1}^{n}\left(1-p_{i}\right)=E \prod_{i=1}^{N}\left(1-p_{i}\right)$.
If $X_{i}$ 's are identically distributed, we obtained the following corollary.
Corollary 1.4. Let $X_{1}, X_{2}, \ldots$ be independent and identically distributed Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p=1-P\left(X_{i}=0\right)
$$

and $N$ a non-negative integer-valued random variable which is independent of the $X_{i}$ 's. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{7 p E N}{2 x} \quad$ where $x \in\{1,2, \ldots\}$,
2) $\sup _{x \in \mathbb{Z}^{+}} \left\lvert\, P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right) \leq \frac{3 p E N}{2}+2 p \min \{E N, E|N-E N|\}\right.$.

Theorem 1.5. Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

$$
\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \leq \frac{3 \lambda}{x}+E\left[\lambda_{N}^{-1}\left(1-e^{-\lambda_{N}}\right) \min \left\{1, \frac{e^{\lambda_{N}}}{x+1}\right\} \sum_{i=1}^{N} p_{i}^{2}\right]
$$

where $x \in\{1,2, \ldots\}$.

Corollary 1.6. Let $X_{1}, X_{2}$, ... be independent and identically distributed Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

$$
\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \leq \frac{3 p E N}{x}+p E\left[\left(1-e^{-p N}\right) \min \left\{1, \frac{e^{p N}}{x+1}\right\}\right]
$$

where $x \in\{1,2, \ldots\}$.

## CHAPTER II

## PRELIMINARIES

In this chapter, we review some basic knowledge in probability which will be used in our work.

Let $(\Omega, \mathcal{F}, P)$ be a measure space. If $P(\Omega)=1$, then $(\Omega, \mathcal{F}, P)$ is called a probability space and $P$ is called a probability measure. The set $\Omega$ will be refered as sample space and its elements are called points or elementary events and the elements of $\mathcal{F}$ are called events. For any event $A \in \mathcal{F}$, the value $P(A)$ is called the probability of $A$. We will use the notations $P(X \in B)$ in place of $P(\{\omega \in \Omega: X(\omega) \in B\})$. In the case where $B=(-\infty, a]$ or $[a, b]$, $P(X \in B)$ is denoted by $P(X \leq a)$ and $P(a \leq X \leq b)$, respectively. Let $X: \Omega \rightarrow \mathbb{R}$. If $\{\omega \in S \mid X(\omega) \leq x\}$ belong to $\mathcal{F}$ for all $x \in \mathbb{R}$, then $X$ is called a random variable.

Let $X$ be a random variable. A function $F: \mathbb{R} \rightarrow[0,1]$ which is defined by

$$
F(x)=P(X \leq x)
$$

is called the distribution function of $X$.
A random variable $X$ with its distribution function $F$ is said to be a discrete random variable if the image of $X$ is countable and said to be a continuous random variable if $F$ can be written in the form

$$
F(x)=\int_{-\infty}^{x} f(t) d t
$$

for some nonnegative integrable function $f$ on $\mathbb{R}$. In this case, we say that $f$ is the probability function of $X$.

Let $X_{1}, X_{2}, \ldots, X_{n}$ be random variables. Then $X_{1}, X_{2}, \ldots, X_{n}$ are indepen-
dent if and only if

$$
P\left(X_{1} \leq x_{1}, X_{2} \leq x_{2}, \ldots, X_{n} \leq x_{n}\right)=P\left(X_{1} \leq x_{1}\right) P\left(X_{2} \leq x_{2}\right) \cdots P\left(X_{n} \leq x_{n}\right)
$$

for all $x_{i} \in \mathbb{R}$ where $i=1,2, \ldots, n$.
A sequence of random variables $\left(X_{n}\right)$ is said to be independent if $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{k}}$ are independent for all distinct $i_{1}, i_{2}, \ldots, i_{k}$ and for all $k \in \mathbb{N}$.

The followings are examples of discrete random variables.

Example 2.1. Let $X$ be a random variable with

$$
P(X=1)=p \quad \text { and } \quad P(X=0)=1-p
$$

where $0 \leq p \leq 1$. Then $X$ is called a Bernoulli random variable with parameter $p$, and denoted by $X \sim \operatorname{Ber}(p)$.

Example 2.2. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent Bernoulli random variable with parameter $p$. Then $X=X_{1}+X_{2}+\cdots+X_{n}$ is called a binomial random variable with parameter $n, p$, and denoted by $X \sim B(n, p)$.

Example 2.3. Let $X$ be a random variable. If

$$
P(X=k)=\frac{e^{-\lambda} \lambda^{k}}{k!}
$$

where $k=0,1,2, \ldots$, then $X$ is called a Poisson random variable with parameter $\lambda>0$, and denoted by $X \sim U_{\lambda}$.

Let $X$ be a discrete random variable. Assume $\sum_{x \in \operatorname{Im} X}|x| P(X=x)<\infty$. Then the expected value or mean value of $X$ can be defined by

$$
E X=\sum_{x \in \operatorname{Im} X} x P(X=x)
$$

If $E X^{2}<\infty$, then the variance of $X$ is defined by

$$
\operatorname{Var}(X)=E[X-E X]^{2}=E X^{2}-(E X)^{2} .
$$

The following proposition is the properties of $E X$ and $\operatorname{Var}(X)$.

Proposition 2.1. Let $X, Y$ be random variables and $a, b \in \mathbb{R}$. Then

1. $E(X+Y)=E X+E Y$,
2. $E(a X)=a E X$,
3. If $X \leq Y$, then $E X \leq E Y$,
4. $|E X| \leq E|X|$,
5. $(E X)^{2} \leq E\left(X^{2}\right)$,
6. if $X, Y$ are independent, then $E(X Y)=E X E Y$,
7. $\operatorname{Var}(a X+b)=\operatorname{Var}(a X)=a^{2} \operatorname{Var}(X)$.

The following inequality is useful in our work.
Chebyshev's inequality : Let $X$ be a random variable. Then

$$
P(|X| \geq \epsilon) \leq \frac{E|X|^{p}}{\epsilon^{p}} \quad \text { for all } \epsilon, p>0
$$

## CHAPTER III

## POINTWISE APPROXIMATION FOR RANDOM SUMS OF BERNOULLI RANDOM VARIABLES

Let $\left(X_{n}\right)$ be a sequence of independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

where $p_{i} \in(0,1)$ and $i \in \mathbb{N}, U_{\lambda}$ a Poisson random variable with mean $\lambda>0$.
Let $N$ be a positive integer-valued random variables. Assume $N, X_{1}, X_{2}, \ldots$ are independent. Define $S_{N}=X_{1}+X_{2}+\cdots+X_{N}, \lambda_{N}=\sum_{i=1}^{N} p_{i}$ and $\lambda=E \lambda_{N}$.

In this chapter, we give bounds of $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right|$. This approximation always called pointwise approximation. The followings are our results.

Theorem 3.1. Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{7 \lambda}{2 x}$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{3 \lambda}{2}+2 \min \left\{\lambda, E\left|\lambda-\lambda_{N}\right|\right\}$.

Note that, when $x=0$ the exact probability can be explicitly computed, that is,
$P\left(S_{N}=0\right)=\sum_{n=1}^{\infty} P(N=n) P\left(S_{n}=0\right)=\sum_{n=1}^{\infty} P(N=n) \prod_{i=1}^{n}\left(1-p_{i}\right)=E \prod_{i=1}^{N}\left(1-p_{i}\right)$.
If $X_{i}$ 's are identically distributed, we obtained the following corollary.

Corollary 3.2. Let $X_{1}, X_{2}, \ldots$ be independent and identically distributed Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{7 p E N}{2 x} \quad$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}} \left\lvert\, P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right) \leq \frac{3 p E N}{2}+2 p \min \{E N, E|N-E N|\}\right.$.

### 3.1 Proof of Theorem 3.1

Proof. 1) Let $\lambda_{n}=\sum_{i=1}^{n} p_{i}$ and $x \in\{1,2, \ldots\}$. Note that

$$
\begin{equation*}
\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq A_{1}+A_{2} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{1}=\sum_{n=1}^{\infty} P(N=n)\left|P\left(U_{\lambda_{n}}=x\right)-P\left(U_{\lambda}=x\right)\right|, \\
& A_{2}=\sum_{n=1}^{\infty} P(N=n)\left|P\left(S_{n}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| .
\end{aligned}
$$

By Chebyshev 's inequality, we obtain

$$
\begin{align*}
A_{1} & \leq \sum_{n=1}^{\infty} P(N=n)\left[P\left(U_{\lambda_{n}} \geq x\right)+P\left(U_{\lambda} \geq x\right)\right] \\
& \leq \sum_{n=1}^{\infty} P(N=n)\left[\frac{E U_{\lambda_{n}}}{x}+\frac{E U_{\lambda}}{x}\right] \\
& =\frac{1}{x} \sum_{n=1}^{\infty} P(N=n)\left(\lambda_{n}+\lambda\right) \\
& =\frac{1}{x}\left(E \lambda_{N}+\lambda\right) \\
& =\frac{2 \lambda}{x} \tag{3.2}
\end{align*}
$$

To bound $A_{2}$, we note that

$$
\begin{equation*}
A_{2}=A_{21}+A_{22} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{21}=\sum_{\substack{n=1 \\
n \neq x}}^{\infty} P(N=n)\left|P\left(S_{n}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right|, \\
& A_{22}=P(N=x)\left|P\left(S_{x}=x\right)-P\left(U_{\lambda_{x}}=x\right)\right| .
\end{aligned}
$$

From (1.1), Chebyshev's inequality and the fact that $P\left(S_{n}=x\right)=0$ for $n=1,2, \ldots, x-1$, we have

$$
\begin{align*}
A_{21}= & \sum_{n=1}^{x-1} P(N=n)\left|P\left(S_{n}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \\
& +\sum_{n=x+1}^{\infty} P(N=n)\left|P\left(S_{n}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \\
\leq & \sum_{n=1}^{x-1} P(N=n) P\left(U_{\lambda_{n}}=x\right)+\frac{1}{x} \sum_{n=x+1}^{\infty} P(N=n) \sum_{i=1}^{n} p_{i}^{2} \\
\leq & \sum_{n=1}^{x-1} P(N=n) P\left(U_{\lambda_{n}} \geq x\right)+\frac{1}{x} \sum_{n=x+1}^{\infty} P(N=n) \lambda_{n} \\
\leq & \frac{1}{x} \sum_{n=1}^{x-1} P(N=n) E U_{\lambda_{n}}+\frac{1}{x} \sum_{n=x+1}^{\infty} P(N=n) \lambda_{n} \\
= & \frac{1}{x} \sum_{n=1}^{\infty} P(N=n) \lambda_{n} . \tag{3.4}
\end{align*}
$$

By AM-GM inequality, it follows that

$$
\begin{equation*}
\prod_{i=1}^{x} p_{i} \leq\left(\prod_{i=1}^{x} p_{i}\right)^{\frac{1}{x}} \leq \frac{p_{1}+p_{2}+\cdots+p_{x}}{x}=\frac{\lambda_{x}}{x} . \tag{3.5}
\end{equation*}
$$

Observe that if $x=1$, then

$$
\begin{equation*}
\left|P\left(S_{x}=x\right)-P\left(U_{\lambda_{x}}=x\right)\right|=\left|p_{1}-e^{-p_{1}} p_{1}\right|=p_{1}\left|1-e^{-p_{1}}\right| \leq p_{1} \leq \frac{3 \lambda_{1}}{2} . \tag{3.6}
\end{equation*}
$$

Assume that $x \geq 2$. If $\lambda_{x} \leq x-1$, then

$$
\begin{aligned}
e^{\lambda_{x}} & \geq \frac{\lambda_{x}^{x-2}}{(x-2)!}+\frac{\lambda_{x}^{x-1}}{(x-1)!} \\
& =\frac{\lambda_{x}^{x-2}(x-1)}{(x-1)!}+\frac{\lambda_{x}^{x-1}}{(x-1)!} \\
& =\frac{\lambda_{x}^{x-1}}{(x-1)!}\left(\frac{x-1}{\lambda_{x}}+1\right) \\
& \geq \frac{2 \lambda_{x}^{x-1}}{(x-1)!}
\end{aligned}
$$

this implies that

$$
\begin{equation*}
\frac{e^{-\lambda_{x}} \lambda_{x}^{x}}{x!} \leq \frac{\lambda_{x}^{x}(x-1)!}{2 \lambda_{x}^{x-1} x!}=\frac{\lambda_{x}}{2 x} . \tag{3.7}
\end{equation*}
$$

For $\lambda_{x}=x$, we have

$$
\begin{aligned}
e^{\lambda_{x}} & \geq \frac{\lambda_{x}^{x-1}}{(x-1)!}+\frac{\lambda_{x}^{x}}{x!} \\
& =\frac{x \lambda_{x}^{x-1}}{(x!)}+\frac{\lambda_{x}^{x}}{x!} \\
& =\frac{\lambda_{x}^{x}}{x!}\left(\frac{x}{\lambda_{x}}+1\right) \\
& =\frac{2 \lambda_{x}^{x}}{x!} .
\end{aligned}
$$

Thus

$$
\begin{equation*}
\frac{e^{-\lambda_{x}} \lambda_{x}^{x}}{x!} \leq \frac{\lambda_{x}^{x} x!}{2 \lambda_{x}^{x} x!}=\frac{1}{2} . \tag{3.8}
\end{equation*}
$$

From (3.7) and (3.8), we have

$$
\begin{equation*}
\frac{e^{-\lambda_{x} \lambda_{x}^{x}}}{x!} \leq \frac{\lambda_{x}}{2 x} \tag{3.9}
\end{equation*}
$$

for $0<\lambda_{x} \leq x$ and $x=2,3, \ldots$
By (3.5) and (3.9), we obtain

$$
\begin{equation*}
\left|P\left(S_{x}=x\right)-P\left(U_{\lambda_{x}}=x\right)\right| \leq \prod_{i=1}^{x} p_{i}+\frac{e^{-\lambda_{x}} \lambda_{x}^{x}}{x!} \leq \frac{\lambda_{x}}{x}+\frac{\lambda_{x}}{2 x}=\frac{3 \lambda_{x}}{2 x} \tag{3.10}
\end{equation*}
$$

for $x=2,3, \ldots$.
From (3.6) and (3.10), we have

$$
\begin{equation*}
A_{22} \leq \frac{3}{2 x} P(N=x) \lambda_{x} \tag{3.11}
\end{equation*}
$$

for $x=1,2, \ldots$.
From (3.3), (3.4) and (3.11), we obtain

$$
\begin{equation*}
A_{2} \leq \frac{1}{x} \sum_{\substack{n=1 \\ n \neq x}}^{\infty} P(N=n) \lambda_{n}+\frac{3}{2 x} P(N=x) \lambda_{x} \leq \frac{3 E \lambda_{N}}{2 x}=\frac{3 \lambda}{2 x} . \tag{3.12}
\end{equation*}
$$

Hence by (3.1), (3.2) and (3.12),

$$
\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{2 \lambda}{x}+\frac{3 \lambda}{2 x}=\frac{7 \lambda}{2 x} .
$$

2) Freedman ([3], pp. 260) showed that for any $\mu_{1}, \mu_{2}>0$,

$$
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(U_{\mu_{1}} \leq x\right)-P\left(U_{\mu_{2}} \leq x\right)\right| \leq\left|\mu_{1}-\mu_{2}\right|
$$

This implies that

$$
\begin{aligned}
A_{1} & =\sum_{n=1}^{\infty} P(N=n)\left|P\left(U_{\lambda_{n}}=x\right)-P\left(U_{\lambda}=x\right)\right| \\
& \leq \sum_{n=1}^{\infty} P(N=n)\left\{\left|P\left(U_{\lambda_{n}} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right|+\left|P\left(U_{\lambda} \leq x-1\right)-P\left(U_{\lambda_{n}} \leq x-1\right)\right|\right\} \\
& \leq 2 \sum_{n=1}^{\infty} P(N=n)\left|\lambda-\lambda_{n}\right| \\
& =2 E\left|\lambda-\lambda_{N}\right|
\end{aligned}
$$

From this fact and (3.2), we have

$$
\begin{equation*}
A_{1} \leq 2 \min \left\{\lambda, E\left|\lambda-\lambda_{N}\right|\right\} \tag{3.13}
\end{equation*}
$$

From (3.1), (3.12) and (3.13), we obtain

$$
\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{3 \lambda}{2}+2 \min \left\{\lambda, E\left|\lambda-\lambda_{N}\right|\right\} .
$$

### 3.2 Examples

Example 3.1. Fix $n \in \mathbb{N}$, let $N$ be a random variable defined by

$$
P(N=n)=1 .
$$

Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \leq \frac{7 \lambda_{n}}{2 x}$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \leq \frac{3 \lambda_{n}}{2}$.

Furthermore if $p_{1}=p_{2}=\cdots=p$, then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{n p}=x\right)\right| \leq \frac{7 n p}{2 x}$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{n p}=x\right)\right| \leq \frac{3 n p}{2}$.

Proof. Note that

$$
\begin{equation*}
\lambda=E \lambda_{N}=P(N=n) \lambda_{n}=\lambda_{n} \tag{3.14}
\end{equation*}
$$

and

$$
E\left|\lambda-\lambda_{N}\right|=P(N=n)\left|\lambda_{n}-\lambda_{n}\right|=0
$$

By Theorem 3.1, we get

$$
\left|P\left(S_{N}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \leq \frac{7 \lambda_{n}}{2 x} \quad \text { for } x=1,2, \ldots
$$

and

$$
\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda_{n}}=x\right)\right| \leq \frac{3 \lambda_{n}}{2}+2 \min \left\{\lambda, E\left|\lambda-\lambda_{N}\right|\right\}=\frac{3 \lambda_{n}}{2} .
$$

Example 3.2. Fix $n \in \mathbb{N}$, let $N$ be a random variable defined by

$$
P(N=n)=\frac{1}{2} \quad \text { and } \quad P(N=2 n)=\frac{1}{2} .
$$

Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right) .
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{7\left(\lambda_{n}+\lambda_{2 n}\right)}{4 x}$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{1}{4}\left(7 \lambda_{2 n}-\lambda_{n}\right)$.

Furthermore if $p_{1}=p_{2}=\cdots=p$, then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{21 n p}{4 x} \quad$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{13 n p}{4}$.

Proof. Since

$$
\begin{equation*}
\lambda=E \lambda_{N}=P(N=n) \lambda_{n}+P(N=2 n) \lambda_{2 n}=\frac{\lambda_{n}}{2}+\frac{\lambda_{2 n}}{2}=\frac{1}{2}\left(\lambda_{n}+\lambda_{2 n}\right) \tag{3.15}
\end{equation*}
$$

and

$$
\left.\begin{array}{rl}
E\left|\lambda_{N}-\lambda\right| & =P(N=n)\left|\lambda_{n}-\lambda\right|+P(N=2 n)\left|\lambda_{2 n}-\lambda\right| \\
& \left.=\frac{1}{2} \right\rvert\, \lambda_{n}-1 \\
& \left.\left.=\frac{1}{2} \right\rvert\, \lambda_{n}+\lambda_{2 n}\right)\left|+\frac{\lambda_{2 n}}{2}\right|+\frac{1}{2}\left|\lambda_{2 n}-\frac{1}{2}\left(\lambda_{n}+\lambda_{2 n}\right)\right| \\
& =\frac{1}{2}\left|\lambda_{2 n}-\frac{\lambda_{n}}{2}\right| \\
& =\frac{1}{2}\left(\lambda_{2 n} \mid\right. \\
\hline
\end{array}\right)
$$

we have

$$
\min \left\{\lambda, E\left|\lambda_{N}-\lambda\right|\right\}=\min \left\{\frac{1}{2}\left(\lambda_{n}+\lambda_{2 n}\right), \frac{1}{2}\left(\lambda_{2 n}-\lambda_{n}\right)\right\}=\frac{1}{2}\left(\lambda_{2 n}-\lambda_{n}\right)
$$

By Theorem 3.1, we have

$$
\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{7\left(\lambda_{n}+\lambda_{2 n}\right)}{4 x} \quad \text { for } x=1,2, \ldots
$$

and

$$
\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\lambda}=x\right)\right| \leq \frac{3\left(\lambda_{n}+\lambda_{2 n}\right)}{4}+\lambda_{2 n}-\lambda_{n}=\frac{1}{4}\left(7 \lambda_{2 n}-\lambda_{n}\right) .
$$

Example 3.3. Let $N$ be a random variable defined by

$$
P(N=n)=\frac{1}{2^{n}} \quad \text { for } n=1,2, \ldots
$$

Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{2 p}=x\right)\right| \leq \frac{7 p}{x} \quad$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{2 p}=x\right)\right| \leq 5 p$.

Proof. Since $E N=\sum_{n=1}^{\infty} \frac{n}{2^{n}}=2$,

$$
\begin{aligned}
E|N-E N| & =\sum_{n=1}^{\infty} \frac{1}{2^{n}}|n-2| \\
& =\sum_{n=1}^{\infty} \frac{1}{2^{n}}|n-2| \\
& =\frac{1}{2}+0+\frac{1}{2^{3}}+\frac{2}{2^{4}}+\frac{3}{2^{5}}+\cdots \\
& =\frac{1}{2}+\frac{1}{2^{2}}\left(\frac{1}{2}+\frac{2}{2^{2}}+\frac{3}{2^{3}}+\cdots\right) \\
\text { QHIULALOI } & =\frac{1}{2}+\frac{1}{2^{2}} \sum_{n=1}^{\infty} \frac{n}{2^{n}} \\
& =1 .
\end{aligned}
$$

By Corollary 3.2, we get

$$
\left|P\left(S_{N}=x\right)-P\left(U_{2 p}=x\right)\right| \leq \frac{7 p}{x} \quad \text { for } x=1,2, \ldots
$$

and

$$
\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{2 p}=x\right)\right| \leq 3 p+2 p \min \{2,1\}=5 p .
$$

Example 3.4. Let $0<\mu \leq 1$ and let $N$ be a random variable defined by

$$
P(N=n)=\frac{e^{-\mu} \mu^{n-1}}{(n-1)!} \quad \text { for } n=1,2, \ldots
$$

Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N}=x\right)-P\left(U_{\mu p}=x\right)\right| \leq \frac{7 p(\mu+1)}{2 x} \quad$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\mu p}=x\right)\right| \leq \frac{7 p(\mu+1)}{2}$.

Proof. Note that

$$
\begin{aligned}
E N & =\sum_{n=1}^{\infty} n P(N=n) \\
& =\sum_{n=1}^{\infty} \frac{n e^{-\mu} \mu^{n-1}}{(n-1)!} \\
& =\sum_{n=0}^{\infty} \frac{(n+1) e^{-\mu} \mu^{n}}{n!} \\
& =\sum_{n=0}^{\infty} \frac{n e^{-\mu} \mu^{n}}{n!}+\sum_{n=0}^{\infty} \frac{e^{-\mu} \mu^{n}}{n!} \\
& =\mu+1
\end{aligned}
$$

and

$$
\begin{aligned}
E|N-E N| & =\sum_{n=1}^{\infty} \frac{e^{-\mu} \mu^{n-1}}{(n-1)!}|n-(\mu+1)| \text { ERSITY } \\
& =\mu e^{-\mu}+\sum_{n=2}^{\infty} \frac{e^{-\mu} \mu^{n-1}}{(n-1)!}(n-(\mu+1)) \\
& =\mu e^{-\mu}+\sum_{n=2}^{\infty} \frac{n e^{-\mu} \mu^{n-1}}{(n-1)!}+(\mu+1) \sum_{n=2}^{\infty} \frac{e^{-\mu} \mu^{n-1}}{(n-1)!} \\
& =\mu e^{-\mu}+\left(\sum_{n=1}^{\infty} \frac{n e^{-\mu} \mu^{n-1}}{(n-1)!}-e^{-\mu}\right)+(\mu+1) \sum_{n=1}^{\infty} \frac{e^{-\mu} \mu^{n}}{n!} \\
& =\mu e^{-\mu}+\left(\mu+1-e^{-\mu}\right)+(\mu+1)\left(\sum_{n=0}^{\infty} \frac{e^{-\mu} \mu^{n}}{n!}-e^{-\mu}\right) \\
& =\mu e^{-\mu}+\mu+1-e^{-\mu}-(\mu+1)\left(1-e^{-\mu}\right) \\
& =2 \mu e^{-\mu} .
\end{aligned}
$$

Then

$$
\min \{E N, E|N-E N|\}=\min \left\{\mu+1,2 \mu e^{-m u}\right\} \leq \mu+1
$$

By Corollary 3.2, we get

$$
\left|P\left(S_{N}=x\right)-P\left(U_{\mu p}=x\right)\right| \leq \frac{7 p(\mu+1)}{2 x} \quad \text { for } x=1,2, \ldots
$$

and

$$
\sup _{x \in \mathbb{Z}^{+}}\left|P\left(S_{N}=x\right)-P\left(U_{\mu p}=x\right)\right| \leq \frac{3 p(\mu+1)}{2}+2 p(\mu+1)=\frac{7 p(\mu+1)}{2} .
$$



## CHAPTER IV

## NON-UNIFORM BOUND IN POISSON

## APPROXIMATION FOR RANDOM SUMS OF BERNOULLI RANDOM VARIABLES

In this chapter we give the non-uniform bounds of $\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right|$. The notation in chapter 3 can be refered in this chapter.

In 1991, Yannaros[9] gave uniform bounds of the difference between the distribution of $S_{N}$ and $U_{\lambda}$. The following is his result.

Theorem 4.1. [9] Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

$$
\begin{equation*}
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \leq E\left|\lambda_{N}-\lambda\right|+E\left(\frac{1-e^{-\lambda_{N}}}{\lambda_{N}} \sum_{i=1}^{N} p_{i}^{2}\right) . \tag{4.1}
\end{equation*}
$$

In his work, Yannaros[9] improved (4.1) and obtained the bound as stated in the following theorem.

Theorem 4.2. [9] Let $X_{1}, X_{2}, \ldots$ be independent and identically distributed Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then we have

$$
\begin{aligned}
& \sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{p E N} \leq x\right)\right| \\
& \leq \min \left\{\frac{p}{2 \sqrt{1-p}}, p E\left(1-e^{-p N}\right)\right\}+\frac{1}{2} \sqrt{p \frac{\operatorname{Var}(N)}{E N}} \min \{1,2 \sqrt{p E N}\} .
\end{aligned}
$$

The following theorem is our main result.

Theorem 4.3. Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

$$
\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \leq \frac{3 \lambda}{x}+E\left[\lambda_{N}^{-1}\left(1-e^{-\lambda_{N}}\right) \min \left\{1, \frac{e^{\lambda_{N}}}{x+1}\right\} \sum_{i=1}^{N} p_{i}^{2}\right]
$$

for $x=1,2, \ldots$.
Corollary 4.4. Let $X_{1}, X_{2}, \ldots$ be independent and identically distributed Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p=1-P\left(X_{i}=0\right)
$$

and $N$ a positive integer-valued random variable which is independent of the $X_{i}$ 's. Then

$$
\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \leq \frac{3 p E N}{x}+p E\left[\left(1-e^{-p N}\right) \min \left\{1, \frac{e^{p N}}{x+1}\right\}\right]
$$

for $x=1,2, \ldots$.

### 4.1 Proof of Theorem 4.3

Proof. We note that

$$
\begin{equation*}
\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \leq B_{1}+B_{2} \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& B_{1}=: \sum_{n=1}^{\infty} P(N=n)\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \\
& B_{2}=: \sum_{n=1}^{\infty} P(N=n)\left|P\left(U_{\lambda_{n}} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| .
\end{aligned}
$$

Using Chebyshev's inequality, we obtain

$$
\begin{aligned}
& \sum_{n=1}^{x} P(N=n)\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \\
& =\sum_{n=1}^{x} P(N=n)\left[1-P\left(U_{\lambda_{n}} \leq x\right)\right] \\
& \leq \sum_{n=1}^{x} P(N=n) P\left(U_{\lambda_{n}} \geq x\right) \\
& \leq \sum_{n=1}^{x} P(N=n)\left[\frac{E U_{\lambda_{n}}}{x}\right] \\
& =\sum_{n=1}^{x} P(N=n)\left[\frac{\lambda_{n}}{x}\right] \\
& \leq \sum_{n=1}^{\infty} P(N=n)\left[\frac{\lambda_{n}}{x}\right] \\
& =\frac{\lambda}{x},
\end{aligned}
$$

and using (1.2) to get

$$
\begin{aligned}
& \sum_{n=x+1}^{\infty} P(N=n)\left|P\left(S_{n} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \\
& \leq \sum_{n=x+1}^{\infty} P(N=n) \lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) \min \left\{1, \frac{e^{\lambda_{n}}}{x+1}\right\} \sum_{i=1}^{n} p_{i}^{2} \\
& \leq \sum_{n=1}^{\infty} P(N=n) \lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) \min \left\{1, \frac{e^{\lambda_{n}}}{x+1}\right\} \sum_{i=1}^{n} p_{i}^{2} \\
& =E \lambda_{N}^{-1}\left(1-e^{-\lambda_{N}}\right) \min \left\{1, \frac{e^{\lambda_{N}}}{x+1}\right\} \sum_{i=1}^{N} p_{i}^{2} .
\end{aligned}
$$

This implies that

$$
\begin{equation*}
B_{1} \leq \frac{\lambda}{x}+E \lambda_{N}^{-1}\left(1-e^{-\lambda_{N}}\right) \min \left\{1, \frac{e^{\lambda_{N}}}{x+1}\right\} \sum_{i=1}^{N} p_{i}^{2} \tag{4.3}
\end{equation*}
$$

Similar to (3.2), we can show that

$$
\begin{align*}
B_{2} & =\sum_{n=1}^{\infty} P(N=n)\left|P\left(U_{\lambda}>x\right)-P\left(U_{\lambda_{n}}>x\right)\right| \\
& \leq \sum_{n=1}^{\infty} P(N=n)\left[P\left(U_{\lambda} \geq x\right)+P\left(U_{\lambda_{n}} \geq x\right)\right] \\
& =\frac{2 \lambda}{x} \tag{4.4}
\end{align*}
$$

From (4.2), (4.3) and (4.4), we complete the proof.
Example 4.1. Fix $n \in \mathbb{N}$, let $N$ be a random variable defined by

$$
P(N=n)=1 .
$$

Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq \frac{3 \lambda_{n}}{x}+\frac{e^{\lambda_{n}}-1}{\lambda_{n}(x+1)} \sum_{i=1}^{n} p_{i}^{2}$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq \frac{1-e^{-\lambda_{n}}}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}$.

Furthermore if $p_{1}=p_{2}=\cdots=p$, then
(i) $\left|P\left(S_{N} \leq x\right)-P\left(U_{n p} \leq x\right)\right| \leq \frac{3 n p}{x}+\frac{p\left(e^{n p}-1\right)}{x+1}$ for $x=1,2, \ldots$,
(ii) $\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{n p} \leq x\right)\right| \leq \min \left\{\frac{p}{2 \sqrt{1-p}}, p\left(1-e^{-n p}\right)\right\}$.

Proof. 1) From Example 3.1, we have $\lambda=\lambda_{n}$ and $E\left|\lambda_{N}-\lambda\right|=0$.
Note that

$$
\begin{aligned}
& E\left[\lambda_{N}^{-1}\left(1-e^{-\lambda_{N}}\right) \min \left\{1, \frac{e^{\lambda_{N}}}{x+1}\right\} \sum_{i=1}^{N} p_{i}^{2}\right] \\
& =P(N=n)\left[\lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) \min \left\{1, \frac{e^{\lambda_{n}}}{x+1}\right\} \sum_{i=1}^{n} p_{i}^{2}\right] \\
& =\lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) \min \left\{1, \frac{e^{\lambda_{n}}}{x+1}\right\} \sum_{i=1}^{n} p_{i}^{2} \\
& \leq \frac{e^{\lambda_{n}}-1}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2} .
\end{aligned}
$$

By Theorem 4.3, we have

$$
\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda_{n}} \leq x\right)\right| \leq \frac{3 \lambda_{n}}{x}+\frac{e^{\lambda_{n}}-1}{\lambda_{n}(x+1)} \sum_{i=1}^{n} p_{i}^{2}
$$

2) Since $E\left|\lambda_{N}-\lambda\right|=0$,

$$
E\left(\frac{1-e^{-\lambda_{N}}}{\lambda_{N}} \sum_{i=1}^{N} p_{i}^{2}\right)=P(N=n)\left(\frac{1-e^{-\lambda_{n}}}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}\right)=\frac{1-e^{-\lambda_{n}}}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}
$$

and Theorem 4.1, we have 2).
Note that (i) follows directly from Corollary 4.4.
To show (ii), note that $E N=P(N=n) n=n$ and

$$
\operatorname{Var}(N)=E[N-E N]^{2}=E[N-n]^{2}=P(N=n)[n-n]^{2}=0
$$

By Theorem 4.2, we have

$$
\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{n p} \leq x\right)\right| \leq \min \left\{\frac{p}{2 \sqrt{1-p}}, p\left(1-e^{-n p}\right)\right\} .
$$

Example 4.2. Fix $n \in \mathbb{N}$, let $N$ be a random variable defined by

$$
P(N=n)=\frac{1}{2} \text { and } P(N=2 n)=\frac{1}{2} .
$$

Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right|$

$$
\leq \frac{3\left(\lambda_{n}+\lambda_{2 n}\right)}{2 x}+\frac{1}{2(x+1)}\left\{\frac{e^{\lambda_{n}}-1}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}+\frac{e^{\lambda_{2 n}}-1}{\lambda_{2 n}} \sum_{i=1}^{2 n} p_{i}^{2}\right\} \text { for } x=1,2, \ldots,
$$

2) $\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right|$
$\leq \frac{1}{2}\left(\lambda_{2 n}-\lambda_{n}\right)+\frac{1}{2}\left(\frac{1-e^{-\lambda_{n}}}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}+\frac{1-e^{-\lambda_{2 n}}}{\lambda_{2 n}} \sum_{i=1}^{2 n} p_{i}^{2}\right)$.

Furthermore if $p_{1}=p_{2}=\cdots=p$, then
(i) $\left|P\left(S_{N} \leq x\right)-P\left(U_{\frac{3 n p}{2}} \leq x\right)\right|$

$$
\leq \frac{9 n p}{2 x}+\frac{p}{2(x+1)}\left\{e^{2 n p}+e^{n p}-2\right\} \text { for } x=1,2, \ldots
$$

(ii) $\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\frac{3 n p}{2}} \leq x\right)\right| \leq \frac{p}{2} \min \left\{\frac{1}{\sqrt{1-p}}, 2-e^{-n p}-e^{-2 n p}\right\}+\frac{n p}{2}$.

Proof. 1) By Example 3.2, we have $E\left|\lambda_{N}-\lambda\right|=\frac{1}{2}\left(\lambda_{2 n}-\lambda_{n}\right)$.
Note that

$$
\begin{aligned}
E & {\left[\lambda_{N}^{-1}\left(1-e^{-\lambda_{N}}\right) \min \left\{1, \frac{e^{\lambda_{N}}}{x+1}\right\} \sum_{i=1}^{N} p_{i}^{2}\right] } \\
= & P(N=n) \lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) \min \left\{1, \frac{e^{\lambda_{n}}}{x+1}\right\} \sum_{i=1}^{n} p_{i}^{2} \\
& +P(N=2 n) \lambda_{2 n}^{-1}\left(1-e^{-\lambda_{2 n}}\right) \min \left\{1, \frac{e^{\lambda_{2 n}}}{x+1}\right\} \sum_{i=1}^{2 n} p_{i}^{2} \\
= & \frac{1}{2}\left[\frac{1}{\lambda_{n}}\left(1-e^{-\lambda_{n}}\right) \min \left\{1, \frac{e^{\lambda_{n}}}{x+1}\right\} \sum_{i=1}^{n} p_{i}^{2}+\frac{1}{\lambda_{2 n}}\left(1-e^{-\lambda_{2 n}}\right) \min \left\{1, \frac{e^{\lambda_{2 n}}}{x+1}\right\} \sum_{i=1}^{2 n} p_{i}^{2}\right] \\
\leq & \frac{1}{2(x+1)}\left[\frac{e^{\lambda_{n}}-1}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}+\frac{e^{\lambda_{2 n}}-1}{\lambda_{2 n}} \sum_{i=1}^{2 n} p_{i}^{2}\right] .
\end{aligned}
$$

From this fact and Theorem 4.3, we get

$$
\begin{aligned}
& \left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \\
& \leq \frac{3\left(\lambda_{n}+\lambda_{2 n}\right)}{2 x}+\frac{1}{2(x+1)}\left\{\frac{e^{\lambda_{n}}-1}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}+\frac{e^{\lambda_{2 n}}-1}{\lambda_{2 n}} \sum_{i=1}^{2 n} p_{i}^{2}\right\} \text { for } x=1,2, \ldots
\end{aligned}
$$

2) Observe that

$$
\begin{align*}
E\left(\frac{1-e^{-\lambda_{N}}}{\lambda_{N}} \sum_{i=1}^{N} p_{i}^{2}\right) & =P(N=n)\left(\frac{1-e^{-\lambda_{n}}}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}\right)+P(N=2 n)\left(\frac{1-e^{-\lambda_{2 n}}}{\lambda_{2 n}} \sum_{i=1}^{2 n} p_{i}^{2}\right) \\
& =\frac{1}{2}\left(\frac{1-e^{-\lambda_{n}}}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}+\frac{1-e^{-\lambda_{2 n}}}{\lambda_{2 n}} \sum_{i=1}^{2 n} p_{i}^{2}\right) \tag{4.5}
\end{align*}
$$

From $E\left|\lambda_{N}-\lambda\right|=\frac{1}{2}\left(\lambda_{2 n}-\lambda_{n}\right)$, (4.5) and Theorem 4.1, we obtain

$$
\begin{aligned}
& \sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\lambda} \leq x\right)\right| \\
& \leq \frac{1}{2}\left(\lambda_{2 n}-\lambda_{n}\right)+\frac{1}{2}\left(\frac{1-e^{-\lambda_{n}}}{\lambda_{n}} \sum_{i=1}^{n} p_{i}^{2}+\frac{1-e^{-\lambda_{2 n}}}{\lambda_{2 n}} \sum_{i=1}^{2 n} p_{i}^{2}\right) .
\end{aligned}
$$

(i) Note that $E N=n P(N=n)+2 n P(N=2 n)=\frac{3 n}{2}$ and $E\left[\left(1-e^{-p N}\right) \min \left\{1, \frac{e^{p N}}{x+1}\right\}\right]$
$=P(N=n)\left[\left(1-e^{-n p}\right) \min \left\{1, \frac{e^{n p}}{x+1}\right\}\right]+P(N=2 n)\left[\left(1-e^{-2 n p}\right) \min \left\{1, \frac{e^{2 n p}}{x+1}\right\}\right]$
$\leq \frac{e^{n p}-1}{2(x+1)}+\frac{e^{2 n p}-1}{2(x+1)}$
$=\frac{1}{2(x+1)}\left(e^{2 n p}+e^{n p}-2\right)$.
By Corollary 4.4, we get (i) holds.
(ii) We note that

$$
\begin{aligned}
\operatorname{Var}(N) & =E[N-E N]^{2} \\
& =E\left[N-\frac{3 n}{2}\right]^{2} \\
& =P(N=n)\left[n-\frac{3 n}{2}\right]^{2}+P(N=2 n)\left[2 n-\frac{3 n}{2}\right]^{2} \\
& =\frac{n^{2}}{8}+\frac{n^{2}}{8} \\
& =\frac{n^{2}}{4}
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(1-e^{-p N}\right) & =1-E e^{-p N} \text { กาวิทยาลัย } \\
& =1-\left[P(N=n) e^{-n p}+P(N=2 n) e^{-2 n p}\right] \\
& =1-\frac{1}{2}\left[e^{-n p}+e^{-2 n p}\right] \\
& =\frac{1}{2}\left[2-e^{-n p}-e^{-2 n p}\right] .
\end{aligned}
$$

By Theorem 4.2, we have

$$
\begin{aligned}
& \sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\frac{3 n p}{2}} \leq x\right)\right| \\
& \leq \frac{p}{2} \min \left\{\frac{1}{\sqrt{1-p}}, 2-e^{-n p}-e^{-2 n p}\right\}+\frac{1}{2} \sqrt{\frac{n p}{6}} \min \left\{1,2 \sqrt{\frac{3 n p}{2}}\right\} \\
& \leq \frac{p}{2} \min \left\{\frac{1}{\sqrt{1-p}}, 2-e^{-n p}-e^{-2 n p}\right\}+\frac{n p}{2} .
\end{aligned}
$$

Example 4.3. Let $N$ be a random variable defined by

$$
P(N=n)=\frac{1}{2^{n}} \quad \text { for } n=1,2, \ldots
$$

Assume $p_{1}=p_{2}=\cdots=p$ and $e^{p}<2$. Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N} \leq x\right)-P\left(U_{2 p} \leq x\right)\right| \leq \frac{6 p}{x}+\frac{2 p\left(e^{p}-1\right)}{\left(2-e^{p}\right)(x+1)}$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{2 p} \leq x\right)\right| \leq p \min \left\{\frac{1}{2 \sqrt{1-p}}, \frac{2\left(e^{p}-1\right)}{2 e^{p}-1}\right\}+\sqrt{2} p$.

Proof. From Example 3.3, we have $E N=2$.

1) By Corollary 4.4 and the fact that

$$
\begin{aligned}
E\left[\left(1-e^{-p N}\right) \min \left\{1, \frac{e^{p N}}{x+1}\right\}\right] & =\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left[\left(1-e^{-n p}\right) \min \left\{1, \frac{e^{n p}}{x+1}\right\}\right] \\
& \leq \sum_{n=1}^{\infty}\left[\frac{e^{n p}-1}{2^{n}(x+1)}\right] \\
& =\frac{1}{x+1}\left[\sum_{n=1}^{\infty} \frac{e^{n p}}{2^{n}}-\sum_{n=1}^{\infty} \frac{1}{2^{n}}\right] \\
& =\frac{1}{x+1}\left[\frac{e^{p}}{2-e^{p}}-1\right] \\
& =\frac{2\left(e^{p}-1\right)}{\left(2-e^{p}\right)(x+1)},
\end{aligned}
$$

we obtain

$$
\left|P\left(S_{N} \leq x\right)-P\left(U_{2 p} \leq x\right)\right| \leq \frac{6 p}{x}+\frac{2 p\left(e^{p}-1\right)}{\left(2-e^{p}\right)(x+1)} \text { for } x=1,2, \ldots
$$

2) Observe that

$$
\begin{aligned}
\operatorname{Var}(N) & =E[N-E N]^{2} \\
& =E[N-2]^{2} \\
& =\sum_{n=1}^{\infty} \frac{(n-2)^{2}}{2^{n}} \\
& =2
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(1-e^{-p N}\right) & =1-E e^{-p N} \\
& =1-\sum_{n=1}^{\infty} \frac{e^{-n p}}{2^{n}} \\
& =1-\sum_{n=1}^{\infty}\left(\frac{e^{-p}}{2}\right)^{n} \\
& =1-\frac{1}{2 e^{p}-1} \\
& =\frac{2\left(e^{p}-1\right)}{2 e^{p}-1}
\end{aligned}
$$

Applying Theorem 4.2, we have

$$
\begin{aligned}
& \sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{2 p} \leq x\right)\right| \\
& \leq p \min \left\{\frac{1}{2 \sqrt{1-p}}, \frac{2\left(e^{p}-1\right)}{2 e^{p}-1}\right\}+\frac{\sqrt{p}}{2} \min \{1,2 \sqrt{2 p}\} \\
& \leq p \min \left\{\frac{1}{2 \sqrt{1-p}}, \frac{2\left(e^{p}-1\right)}{2 e^{p}-1}\right\}+\sqrt{2} p
\end{aligned}
$$

Example 4.4. Let $0<\mu \leq 1$ and let $N$ be a random variable defined by

$$
P(N=n)=\frac{e^{-\mu} \mu^{n-1}}{(n+1)!} \text { for } n=1,2, \ldots
$$

Let $X_{1}, X_{2}, \ldots$ be independent Bernoulli random variables with

$$
P\left(X_{i}=1\right)=p_{i}=1-P\left(X_{i}=0\right)
$$

Assume $N, X_{1}, X_{2}, \ldots$ are independent. Then

1) $\left|P\left(S_{N} \leq x\right)-P\left(U_{\mu p} \leq x\right)\right| \leq \frac{3 p(\mu+1)}{x}+\frac{p\left(e^{\mu e^{p}-\mu+p}-1\right)}{x+1}$ for $x=1,2, \ldots$,
2) $\sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\mu p} \leq x\right)\right|$
$\leq p \min \left\{\frac{1}{2 \sqrt{1-p}}, 1-e^{\mu e^{-p}-\mu+p}\right\}+p \sqrt{\mu+2}$.

Proof. From Example 3.4, we have $E N=\mu+1$.

1) Note that

$$
\begin{align*}
E\left[\left(1-e^{-p N}\right) \min \left\{1, \frac{e^{p N}}{x+1}\right\}\right] & =\sum_{n=1}^{\infty} \frac{e^{-\mu} \mu^{n-1}}{(n-1)!}\left[\left(1-e^{-n p}\right) \min \left\{1, \frac{e^{n p}}{x+1}\right\}\right] \\
& \leq \sum_{n=1}^{\infty} \frac{e^{-\mu} \mu^{n-1}}{(n-1)!}\left[\left(1-e^{-n p}\right) \frac{e^{n p}}{x+1}\right] \\
& =\frac{1}{x+1} \sum_{n=1}^{\infty} \frac{e^{-\mu} \mu^{n-1}}{(n-1)!}\left(e^{n p}-1\right) \\
& =\frac{1}{x+1}\left[\sum_{n=1}^{\infty} \frac{e^{-\mu} e^{n p} \mu^{n-1}}{(n-1)!}-\sum_{n=1}^{\infty} \frac{e^{-\mu} \mu^{n-1}}{(n-1)!}\right] \\
& =\frac{1}{x+1}\left[\sum_{n=0}^{\infty} \frac{e^{-\mu} e^{(n+1) p} \mu^{n}}{n!}-\sum_{n=0}^{\infty} \frac{\left(\mu e^{-\mu}\right)^{n}}{n!}\right] \\
& =\frac{1}{x+1}\left[e^{-\mu+p} \sum_{n=0}^{\infty} \frac{\left(e^{p} \mu\right)^{n}}{n!}-1\right] \\
& =\frac{e^{\mu e^{p}-\mu+p}-1}{x+1} . \tag{4.6}
\end{align*}
$$

By (4.6) and Corollary 4.4,

$$
\left|P\left(S_{N} \leq x\right)-P\left(U_{\mu p} \leq x\right)\right| \leq \frac{3 p(\mu+1)}{x}+\frac{p\left(e^{\mu e^{p}-\mu+p}-1\right)}{x+1}
$$

2) Note that

$$
\begin{aligned}
E N^{2} & =\sum_{n=1}^{\infty} \frac{n^{2} e^{-\mu} e^{n-1}}{(n-1)!} \\
& =\sum_{n=0}^{\infty} \frac{(n+1)^{2} e^{-\mu} e^{n}}{n!} \\
& =\sum_{n=0}^{\infty} \frac{n^{2} e^{-\mu} e^{n}}{n!}+2 \sum_{n=0}^{\infty} \frac{n e^{-\mu} e^{n}}{n!}+\sum_{n=0}^{\infty} \frac{e^{-\mu} e^{n}}{n!} \\
& =\mu^{2}+\mu+2(\mu+1)+1,
\end{aligned}
$$

then $\operatorname{Var}(N)=E X^{2}-[E X]^{2}=\mu^{2}+\mu+2(\mu+1)+1-(\mu+1)^{2}=\mu+2$.

Observe that

$$
\begin{aligned}
E\left(1-e^{-p N}\right) & =1-E e^{-p N} \\
& =1-\sum_{n=1}^{\infty} \frac{e^{-n p} e^{-\mu} \mu^{n-1}}{(n-1)!} \\
& =1-\sum_{n=0}^{\infty} \frac{e^{-(n+1) p} e^{-\mu} \mu^{n}}{n!} \\
& =1-e^{-\mu-p} \sum_{n=0}^{\infty} \frac{\left(\mu e^{-p}\right)^{n}}{n!} \\
& =1-e^{\mu\left(e^{-p}-1\right)-p} .
\end{aligned}
$$

By Theorem 4.2, we obtain

$$
\begin{aligned}
& \sup _{x \in \mathbb{Z}_{0}^{+}}\left|P\left(S_{N} \leq x\right)-P\left(U_{\mu p} \leq x\right)\right| \\
& \leq p \min \left\{\frac{1}{2 \sqrt{1-p}}, 1-e^{\mu e^{-p}-\mu+p}\right\}+\frac{1}{2} \sqrt{\frac{p(\mu+2)}{\mu+1}} \min \{1,2 \sqrt{p(\mu+1)}\} \\
& \leq p \min \left\{\frac{1}{2 \sqrt{1-p}}, 1-e^{\mu e^{-p-\mu+p}}\right\}+p \sqrt{\mu+2} .
\end{aligned}
$$
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