The

standard gas cyclones are always

concave downward and appros 009 alnost asymptotically. Some theoretical
models so far proposed give a®€uwé whi :\u;_‘ predict a sharp critical value
for the smallest particle sizgshi e-gollec x‘ etely.

The principal reason i 0 be a failure to take into
account that turbulence an@ floW i the E Jause a eontinual back-mixing Aof the
suspended (uncollected parti€les h, incorporating the concept of
back-mixing, is presented herein. deteérmination of an appropriate
average residence time of the gas y ads to a very good agreement with such
published experimen al da re adequate f This ) ill be illustrated with
reference to conventio v .ﬂ“ as shown in Figure 1.2
Certain other refinemen@x wha ght'becalled the class@ mathematical model of

cyclone collection are also ig‘v&ed in the new approach by Leith, D. and W. Licht (1972).

AULINENTNENS
“ e RIRTREN IO N INYIAY

To begin with it is necessary to have an equation giving the radial component of
the trajectory of an individual particle moving in a gas which is spinning under the
conditions inside a cyclone. A differential equation describing this motion may be set up

by making a force balance on the particle with the following aésumptions:

(1) The particle is spherical in shape.



(2) The motion of a particle is not influenced by the presence of neighboring
particles.

(3) The drag force radially on the particle is given by StokesLaw

{4) The radial velocity of the gas is zero.

(6) The tangential velocity component of the particle is the same as that of the gas
stream, that is, there is no slip in the tangential direction between the particle and the gas.

(6) The tangential velocity com; t is related to the radial position by a modified

form of the equation for a free vo

may range between 0.57@ 9 accordingito'the size of the cyclone and the temperature.

Alexander (1949) gives

2.1)

(2.1a)

A chart for n prepared by Capla r'"}?"' hese equations is available. This may
Bl

be used to estimate a Ve 'm pected. to arise. No other way of
predicting # has bee "; ‘1"J of n may be deduced
from experimental gradegiciency data.

Under the above assumptions the forcegbalance yields

EABENANENNT .,

q o P, dl .: R
RO 0N BT 11T A
wall. For qi cit 1 S that' it' wou m u,, as equal to

the average velocity of the gas in the inlet duct, that is,
2
i = ab

Strictly speaking, the tangential velocity of the vortex at the éyclone wall boundary must be

zero. However, the boundary layer, a region in which the captured particles slide down the



cyclone wall toward the duct outlet, must be thin. Little error is introduced by setting
R=R, when u, = u, as defined above.

Equation (2.2) is not readily solvable, even for the idealized case where n= . An
approximate solution can be obtained by arbitrarily neglecting the second-order derivative.
This is equivalent to saying that the particle moves radially outward with a constant

velocity, which is obviously inconsistent with the resulting approximate equation:

—= : (2.3)

J (2.4)

if the particle travels from in ‘time= f the patticle just reaches the cyclone wall

t= (2.5)
This equation is more ge ‘: se developed by Davies (1952) and Strauss
(1966) and reduces to.them«if # “is taken to t t also becomes equivalent to the
equation derived by ;mj ﬂ again # is unity, and if in
the Umney developmenfit no particle and the tangential
component of the gas veloc1ty All of these solumons m\g/e the same approximation of

e U UG, « e
A TR

performed a numerical solution of the complete differential for a typical set of operating
conditions |[similar to those of Stairmand's tests (1951)], and compared it with the
approximation given by Equation (2.4). He found that the two solutions approached each
other and gave virtually the same result after t had attained about 1/20 of the time required

for the particle to reach R, At shorter times the approximate solution tended to

overestimate the time of travel. Further investigation of this point for a variety of conditions



1s highly desirable, although as will be seen below, the approximate equation(2.5) does

appear to work out well in the back-mixing model.
2.2 Gas flow in cyclone

Next the pattern of gas flow in a cyclone must be considered. Since there is a core

zone of low pressure extending along of the cyclone helow the exit duct, the gas

must gradually move radially inwat . Ter Li easurements (1949) show that it does
so at a linear velocity which is relal less of radial position or elevation,

As a volume of gas passes verlicaily e eyclone 1t is then gradually drawn off into

the central core at a co DIOPOLLiC -";‘{?’;-.. ward radial velocity, Different
parcels of gas introduc \\\}\ e time may thus have different

residence times within the ginitfdependi ig-upon the at which they are introduced and
upon how soon after e

For simplicity it 4 dgSirable ”." nine &

gas stream, such as will ac€ou. f%, oliection

ge residence time for all of the
d. This may be done as follows.
the average time required for gas to
descend from the average level o__ ifrance e evel of the bottom of the exit pipe, plus
the average time in re8ide his point. g¢ minimum residence time can

be calculated by ass '_‘qf’ A ‘1 mid point of the entrance

duct. With this assumpt

A mm%”‘““’”” V\Emm

QW?&&ﬂiWNW]’JWmﬁEI

The additional time of residence will vary from zero to a maximum corresponding to the

lowest point of descent of the gas into the conical cyclone body, with the average additional
time being taken as one-half of this maximum. -
The lowest point of descent of gas is not necessarily the actual bottom of the

cyclone as measured by the depth dimension /. Alexander (1949) has observed with very
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long glass cyclones that the gas vortex will gave a well-defined stable turning point at some
distance below the bottom of the exit duct which is less than (H —S). He calls this the

natural length / of the cyclone and gives an empirical formula for it as:

D’ 173 .
1=23D|— (2.8)
ab

accordmg to Alexander (1949), independent of

&m drawn off until reaching the tip

(2.9

It is noteworthy that this natural len

the gas flow rate.
The maximum additi

of the vortex will be

where V.

nl

is the effective  jof/ the-lower on ¢ e cyclone at the natural length,

where the vortex turns: o the total volume of the cyclone

from the level of the exi ral length, minus the volume of
the central core of the cyglong wﬁe ean swept upwards and out of the

particle-separating vortex. Ta e entral core to be equal to that of the

¥l < (2.10)

where

P%umﬁié%hw YNNG ew

However the core dlameter as a fractién of the exit gipe diameter ha8.been variously given
a5 12, ol th G i bk b bl b b8 ooy

A practical cyclone should gave a physical length ( H — S) near its natural length /
If the cyclone body is longer than / , that is (H —S) > [, the space at the bottom of the
cyclone, below the vortex turning point, will be wasted. If the cyclone body is shorter than
!, thats (H—S) <1, the full separating potential of the cyclone will not be realized. In
this case 7, will be determined simply by the total lower volume of the cyclone minus

that of the central core. That is F,, would be replaced by ¥}, which is
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7 D’ D' (H-hn|] B B] 7zD2
V,,=—4-(h—S)+T 3 LI+B+*5;

~(H-S) (2.10b)

The average total residence time of the gas in a cyclone will then be taken as

] .
l, = "{Vs + “2LJ= 0 (2.11)

where

2.1%5

upon the relative proportien® Ci ihe | va \ asions.  For cyclones which are
geometrically similar in all_i€speé in@iependent. of the size. The magnitude of K. is

an indication of the relative gliye wolume argiven design provides, in which separation of

The shape of any'cyalo # 8 discussion is completely specified by

the values of a set of seven basi €8S geomietrie ratios which may be expressed
in terms of D as follows: b 7o

L

b AT
L

with reference to Figlirg. ! ‘ also fix ratios // D and
d/ D. Hence the value!a K. 1s determined by these seven design parameters which may

in principle all be chosen j‘l@endenﬂy Frorlyxperience certain limits are usually placed

upon  these cﬂcuﬂ%m %Loﬂ ﬁﬁg %Ll%nr‘j However within such

limitations the deSJgner of a cycloneds free to selest values of thésé ratios such as to
accompla wz-e}ea)bacﬂiem Nvﬂrﬂn@ﬂ&l:}ﬁ %laximize average
residence 11’me, then the ratios should be selected so as to give the largest value of K.
The effect of this upon collection efficiency will be shown below.

It 1s now evident that assumption (4) underlying differential Equation (2.2) is not
fulfilled for that portion of the cyclone below the bottom of the exit duct. Correction could
be made for the effect of the constant inward radial gas flow velocity ( um) upon the drag

force on the particle. This would lead to a modified differential equation
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d’R 18y dR 2, s | 18 u
dtz ¥ 2 E—( Tv) ( 2) R2n+l T 2 - =0 (213)
(4,) », (4,) o,
In this, u,, might be estimated as
u, ab
u Q . (2.14)

mzﬂQl=ﬂQl

The importance of this correction will depend not only upon the magnitude of the
at proportion of the total dust collection
ipon how much larger is the average

residence time than the m o ﬂ@effect would tend to reduce the
calculated collection efficl d1as be his new approach because the

R g
A\\\v\\.\ fact tend toward zero at the

additional constant term in (2.13)

takes place below the bottom o

measured values of U, ter

wall where collection take pls .

2.3 Particle distribution angcolléciion %

No data have been repdrted-&5 the ac istribution of particles within a cyclone.
' “least will tend to cause back-mixing of
uncollected particles: As the gas below the moves radially inward to be drawn

off it will tend to <‘, tictes E"& dies within the unit will aid

in the back-mixing of = icles. ave b@eén observed Jotaki T. (1957) to

bounce from the wall of a gyclone back into l;h‘.eJlr gas stream. It will be postulated that drag
=9

force, turbulent Ej da‘tﬁ ﬂlﬂg? w\;jm?rﬂ ? sufficiently prevalent to
ensure that a uni rrh concentration of uncollected dust is maintained in the gas flowing
T T o Y Ty

3 : :
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s shown 1n Figure 2.1. In time dI,

all particles a distance dR#0 will move to the wall and be

=

collected. Meanwhile the#pa 8 A “trave stance Rd6O tangentially and dL

gD (2.15)
=N = A
2

where ¢ is the number cong e total number of particles in the
sector from which particles are rem

n=-Akjedl. T L. (2.16)

. . f Y ‘ |
The fraction of particlés‘re ﬁ
' S R dR (dR)’
(2.17)

In order to relaqvu Eng n ﬂnm gl;lt]e‘;;e residence time, it is
necessary to express Equation (2.17) m‘terms of ﬁ‘ilrough Equation
ﬁ T SN

of a smgle particle in a vortex. A system of uncollected particles, evenly distributed across
the cross section of such a vortex, will have its center of mass at the vortex center.

If the system of uncollected particles is instantaneously, continuously, and
completely redistributed by back-mixing, as postulated, *the center of mass of the

uncollected particle system will always remain at the vortex center, even though the total

number of uncollected particles is decreasing with increasing gas residence time.
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If the system of uncollected particles is instantaneously, continuously, and
completely redistributed by back-mixing, as postulated, the center of mass of the
uncollected particle system will always remain at the vortex center, even though the total
number of uncollected particles is decreasing with increasing gas residence time.

The rate at which the uncollected particle system moves toward the vortex wall as a

function of the time the system has spent within the vortex, may then be obtained by

saying that the radial position of theyur ’u gcted particle system is at the vortex center

R, =0 at zero time and differentiating EquationdZ24) to obtain

dR d ——— )’ = i 1+1)/(2n+2)
P, ((dyun Yotpgn + 9 d 2
L = - ,
dr 18;1( R, e _ | (2.18)

Combination Equatlon (2.1 /

1-(2n+1)/(2n+2)

dt (2.19)
0 n 2

neglecting the second-order diffe -
Integrating up to the averag as given by Equation (2.11)

yields

= A/(2n+2)

(2.19a)

Nothing that O = Uy, (ab) ,‘tmg Eqﬁation may‘gg displayed in a more meaningful form by

dmensﬂlaﬂpmwm WYINT
ammnit‘u ﬁé&'ﬁ%maa

K_E )

a cyclone design number, reflecting the physical shape of the cyclone.

Equation (2.19a) then becomes

1/(2n+2)

n=1-exp-2[Cy] (2.20)
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or William Licht, (1972). Equation (2.20) can write to

7= l—exp—Z[Md,,”] (2.20a)
in which
I_KQ n+l NI2 1
M_2[D3 18;1 and N=m
(2.20b)

(2.20c)
n=1-|1-
(2.20d)
where
which is the new theoretical Ee ’ or-collection ef ciéncy based upon the back-mixing
postulate. :

2.4 Characteristics o W

|l
{
Equation (2.20) states that the effICIGIlCY of collection is determined primarily by

only two dime e shape of a cyclone as
fixed by the se'ﬂny aﬁl\'\ﬂ ﬁﬂzﬁm or of any operating conditions.
The oth ‘md ﬁ particle density,
compos ﬁ;‘j amri ﬁﬂﬁiﬂiﬁ El(dmmeter of the

cyclone. The model thus confirms statements made by Hawksley et al. (1961) to the effect

that efficiency is some function of the group here called y, and that geometrically similar
cyclones (that is having the same value of C) operating with the same value of ¥ have the
same efficiency. A

A grade-efficiency will be found to have the same general shape as the

experimentally determined curves illustrated in Figures 2.10 and 2.11. The second
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derivative of efficiency with respect to particle size d 277/ dd; is always negative, so that
the curve is everywhere concave downward. It will rise from 7 =0 at d » = 0 to approach
1 =1 asymptotically. It will have no critical particle size.

The grade-efficiency curve may be rectified by plotting log[— In(1- 77)] vs logd .

&
Letting 4 = d—f’ in Equation (2.20) the straight-line Equation is

1
log[—-ln(l—n)] 0gR. ”*’ -;_—llogdp (2.21)

The slope of this log-log pl6 dep n 7, while the ordinate intercept

(corresponding to d, =1) ! e dete # Care must be taken with units,

-2
ons) .

“‘\
The Equation ind: ‘ £ J clone will be more efficient at
and less efficient at higher
temperatures. All othe j e of larger body diameter will
be less efficient. A long e Wil 1 * efficient than a short fat one at
the same operating conditions. ese effe s (which are well-know qualitatively) may

readily be predicted quanti Al i g the way in which they influence the

values of the parameters ¥ and ( , ident, that collection efficiency will tend to be
- ‘_f_, - Lo o
maximized by the use-of se “ratios whit izegthe value of C.
V.
It is sometimes ﬁsir d te of particles which will be collected with

equal efficiency under diflf?rent operating coxfgi}ions. This may readily be done through

parameter i . ﬂ uﬂq rwﬁtﬂﬁeWﬁﬂmxen for equal efficiency

y=y for the two sets. Hence

ST RET RS P

Thus the particle size, for equal collection efficiency is inversely proportional to the
square root of the density of the dust, and of the inlet velocity or flow rate, and directly
proportional to the square root of the viscosity of the gas and of the diameter of the cyclone

body. These relationship are in agreement with those proposed by Stairmand (1951)
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It should be emphasized that if all of the concepts and assumptions used in
developing Equation (2.2) are correct, the performance of a cyclone may be predicted a
priori, that is, without performing any tests upon it. The important effect of dust-loading
(that is, concentration of dust in the inlet air) does not appear explicitly in the Equation. It
is known that higher loading produces higher efficiency. This may be due in part to

agglomeration of colliding particles particles producing an effectively larger equivalent

particle diameter. If so, this effect could b¢ dccounted for in the y-term. Further, Sproull
(1966) has shown that the apparent viscosity by air is substantially lower than that of
clean air, as shown in Figiife 2. is, effeBl=t66"Would be accounted for by the -

parameter.

Viscosity, poise x 10*

. v, £
Figure 2:2 apy ". of dust loading.

' I
Source: Ibid., p 201. “ ]

ﬂ‘lJEl’J‘VIEWlﬁWEI'm‘i

2.5 Testing the new Equation
Q“mﬂﬂﬂ‘iﬁu 1NIINYIAY
of sufficient completeness for testing the ability of Equation (2.20) to predict
grade-efficiency curves, are very scare for tangential inlet cyclones of the design shown in
Figure 1.2. Stairmand (1951) and Peterson and Whitby (1965) have reported laboratory tests
performed with dusts of constant density, but varying particle sizes, entrained in air streams
feed to cyclones. Fractional efficiency curves were developed from an analysis of the

particles separated from the air streams by the cyclones. Stairmand used a typical dust
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composed of particles with a wide range of sizes. Peterson and Whitby used monodisperse
aerosols and determined the cyclone efficiency for each particle size. Details of the test

conditions are given in Table 2.1.

TABLE 2.1 SUMMARY OF DATA COMPILED FORM EXPERIMENTAL CYCLONES
Stairmand (1951), Peterson & Whitby (1965), and van Ebbenharst Tengbergen (1965)

W
Dimension of Cyclones (in.) \\ ‘ ” , Peterson and van Ebbenharst
Term Description :"'_-" itby Tenghergen

D Body diameter : v, 11 185
& Inlet height A 4\ \ i 9.25 1565

p | Inlet width oy TEY T 29 a7
g | Outlet length £/ mn\ N, 116 195
b [swamme # F /1 T DN | s | en
p | Ovinderneignt 4 £ f|7 2o ‘ A\ % 16.8 282

g | Overall height ’ 4 AT 3 \ 3 31.6 53
B Dust outlet diame 5.8 9.75
/ Natural length 22.0 37.6
H-S 20.0 335

VS, ou. itk 473 2290

V" ’ cu. in. = -
v, cuin fa 'y . 810 3850
K. mo uniﬁ4 il _gwg "5'5"‘!7 '].":" 0.660 0.666

L
'.u erating Conditions: all taken to be at 20 C.
: [ g :

Particle densi N - , 3 -
Loading 9 g/cu. ft. - 0.3 10 10

Throughout cu. ft./min 133 610 & “

* Assume value
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Efficiency predictions calculated for the tests of Stairmand and Peterson and Whitby
are compared with their experimental values in Figures 2.3 and 24. The agreement is seen
to be excellent, within about 4% overall. A more sensitive examination of these data, made
by replotting the grade-efficiency curves on log probability paper reveals that such lack of
agreement as there is occurs mainly for the very small and the very large particles. This
may well be due to re-entrainment of the small particle (less than 1 to 2 microns) and to

bouncing from the cyclone wall, such , n observed by Mori et.al. (1968) of coarser

particles. These effects are o account in the development of the
theoretical Equation.

Data are also avai 4 VO m ‘nu enbergen (1965) who has plotted

cyclones efficiency against will be called 7. As u, and

P, are unobtainable it is i : ata to standard grade-efficiency

curves. However suffi lone design number C and y is
seen to be product of ; \\ efficiency of these cyclones can be

calculated and compared with ‘ ata 1 shown in Figures 2.5 and 2.6 which
are for cyclones the same desig b different dlameters. The scatter in data makes it
difficult to give a positive ment Tegarding ment but it appears to be generally
thin about 10% excep y’m‘ he calculation of C (and K,.)
the value of V,, in Equation (2 by V. This results in lower

values for C. However e effect is not very great in the cases, as the values of / are not

o ’“gﬁﬁﬁ? ‘VIEW]? WBIN3
q RIAINTUURINYANY
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— Stairmand Experimental (1951) 1

o
W

-~ Theoretical

Fractional Efficiency

Source: Ibid. p 202.

_Fractional Efficiency

-
~

Particle Diameter, {(microns)

‘a ‘ /
A TR WA G
Source: Ibid. p 208)
t'lJ‘ 1IANEIA.
ﬂﬂmr!et@ﬁ tte]s:j data w%Je“;so testeyl)y means o‘ the log-log plot
corresponding to Equation (2.21). The plots are shown in Figures 2.7, 2.8 and 29 In the

case of von Ebbengorst-Tangbergen data, the plot is modified be replacing logd , with

log 7" the modified equation being

l—C(n % l) ’Il/(2n+2)

log[— ln(l - 77)] = log 2|_TJ + 1 logT (2.22)
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Fractional Efficiency
o
w

[
o

¢ :

von Ebbenhorst Tengbergen
Experimental (1965)

o Plaster
o Clay

— Theoretical J

Figure 2.5 :

vOoR

Source: Ibid. p 203.

[

[}
[

mional Efficiency

l}:l'

o1

0 12

von Ebbenhorst Tengberg ¢
Expenmew (1965)

eI N El’lﬂ?

—£ Theoretical /s

)
p
-

023

N3l iInge e

l’pp u, ]llz
T’dt uD J

Figure 2.6 Comparison of new theoretical with experiment data

von Ebbenhorst Tangbergen

Source: Ibid. p 203.
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__ Stairmand (1 951) g

1

UBEBEIE Y |

Peterson & Whitby 1]

H‘]'f// /' 1965) ]

_.-ﬂ

~

Figure 2.7 Re
Source: Ibid. p 203.

v’o

D

fTe 'mam*a'wa'gm
A mummgp B
- o fp,T”s e
gy

=

Figure 2.8 Rectified plot of Tengbergen data 11 in. cyclone

Source: Ibid. p 203.
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Although there is some curvature to the plots of the Stirmand and the Peterson and
Whitby data, reasonable straight lines may be drawn in all four cases. The values of n
obtained by measuring the slope of each of these lines are shown below and compared with
the value of # calculated from Equation (2.1) which was used in the preparation of the

predicted grade-efficiency curves shown in Figures 2.3 to 2.6.

W

Table 2.2 Comparison between #

Source of Data n [Equation(2.1)]

mm
Stairmand | ‘W‘i;\ 0.54

_ J
Peterson and Whitby /// [‘E "\\?@:\\ 0.58

Tangbergen (11 in.) Ill ;&' \R\\\ 0.56

m.nl

Tangbergen (18 1/2 in.) I I .[@ -‘\0‘\\\ 0.60

PRIa0”
The agreement is good except il the : {: ! i- data.
From the value of the/ordiiate interce t 15, where d, =1 micron or T'=1 on
each of these log-log plots, a % ;_f De calculated and compared with that
obtained from the cycléné dimensions as given by Equat 10n/(2.19). These compare as

follows: ‘

y

Table 2.3 Comparison betwéemsC (Plot) and C Wnon (2. lgﬁ

Pl 18 p)

Sour@of Data C (Rigt) @ IEquation (2.19) |
Stairmard | 42 _ E] 55.2
Peterson afid Whitby 349 392 |
Tangbergen (11 in.) 17.6 238
Tangbergen (18 1/2 in.) 8.78 238

These comparison tend to indicate that the average residence time has been somewhat

overestimated.
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There are many other published grade-Efficiency curves which may be tested by
the log-log plot method, even though insufficient information is given to calculate predicted
curves by Equation (2.20). For example those given by Swift (1969) have been found to give
good straight lines. However this type of testing is difficult to carry out with precision
because most of the published curves are drawn to small scale which is difficult to read and

the original raw data are not quoted.

2.6 Comparison with other equations S
- "\‘ N

To indicate how the re ulis ob aingd with-the new equation compare with several
o Mo
other published methods ofspredieting gi w'ﬁ’\"‘\&g\\ es, the Stairmand data and the
Peterson and Whitby data \:\~ g to the methods of Lapple (1967),

Barth (1956) and Sproull 970) / Theie -is sufficie nformation to do this for the
Tengbergen data.

The comparative fesults . ' 3 2.10 and 2.11. It is seen that the other

gl
- -
E-
are 0? Jarg
i

point of inflection in curvaturefwhigi T in the experimental curves tested here.

methods give curves which 1 Off f\\ e experimental but also show a

Although these comparls ns

.t ,_

7 g 1“ : imited in scope, the new equation does

g
i

give clear promise of _Dio aion of Grade-Efficiency curves

-
than any other methadif D minary confirmation of the
premises upon which 1@5 based, tha 3 oncept of back-mixing of the uncollected
particles coupled with the.ﬂﬁrmlnation of ap appropriate average residence time for the

gas stream. Tlﬂm%@ %%ﬁ%?nw&t}qeﬂeﬁ and mechanics of the

cyclone with very“ttle recourse to any Empmclsm

ARIANN I UANAINYIA Y
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B |

o
\
A

Figure . 8 1/2 in. cyclone

Source: Ibid. p 204.
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Particle Diameter, d (microns)

Figure 2.10 Comparison of experimental Stairmand data with

-~

theoretical predictions by other methods

Source: Ibid. p 204.
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) =

. Peterson & Whitby

Experimental (1965)
~ - Barth Theory (1956)

Cyclone Efficiency, 77

f

‘,! // /
AR
I \
B

14

\
ther methods

Figure 2.11 Comps DELIr s erson & Whitby data

Source: Ibid. p 205.

2.7 Optimizing cyclone design
[~ Y
In an optimization or

0 |

inimize a specific quantity,

called the objective. These variables may be independent‘ef one another, or they may be

= BTN wenn s

1. At least one objectivg function to be, optimized

A WM AFRARNINEN %
3. Inequality constraints

There are two types of optimization problems.
1. Linear Programming

2. Non Linear Programming =

Linear Programming (LP) is one of the most widely used optimization techniques

and one of the most effective, The term linear programming was coined by George Dantzig
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in 1947 to refer to the procedure of optimization in problems in which both the objective
function and the constraints are linear. When stated mathematically, each of these
problems potentially involves many variables, many equations, and inequalities. A solution
must not only satisfy all of the equations, but also must achieve an extremum of the
objective function, such as maximizing profit or minimizing cost.

Linear programming (LP) problems are a type of convex programming problem,

where the objective function is convex

r e linear constraints form a convex set. This

means that a local optimum will - “I opeiatm.  Linear programming problems also

exhibit the special characteri e'opti nalsolulion of the problem must lie on some

constraint or at the intersection ol sev eral cons be satisfied.

The most widely use r-‘(, for 'h-ﬁ'* “Iogramming solution consists of:

1.1 Graphical megiiod / : \\\“\7\.1- cause of x-y-z planes. A

graphical illustration of the g6 :'| 3&\
a) Plotthe gonsirai §§N01[[-,‘ h ;‘ 2. _
b) Determine #le-réion o \\o

of the constraints). E _;‘E ﬁ, :-*

c) Find the p ngglong. the boundary of the feasible region that maximizes

consisting of three steps:
"

z plane (those values satisfy all

€ constraint intersections. The unique

maximizing (or minimizZipg) state for x will omhe of the feasible region for a

well-posed problem. EGf a problem with two vari -*"‘J imum will always occur at
the intersection of twoB more Cconstra bounds. An lidea can be generalized to n
variables; in the n-dimensional case the optimum will lie at the intersection of the bounds
of n or more difﬁ%ﬁa@' %Sgnﬂ j w ﬂ q ﬂ ‘j
Because dfimost LP problems wéll involve mo'r&than two varial:aej, a method more

versatile aWdﬁrﬁ Qﬂﬁ)mw a%ﬁ]é}ﬂ“ﬂ However, the
understa:ﬂng and analysis of an LP problem on a two-dimensional plot is very helpful in
understanding how you ought to treat a higher dimensional problem. In formulating a
numerical approach, we shall use the fact that the optimum for a linear programming
problem always lies at a corner of the feasible region. An e{ﬁcient search technique must
be used to progress from one corner to the next; in so deing the objective function is

continually improved.
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1.2 Simplex method the method of the “Sequential Simplex” formulated by Spendley,
Hext, and Himsworth (1962) uses a regular geometric figure (a simplex) to select points at
the vertices of the simplex at which to evaluate f (x). In two dimensions the figure is an
equilateral triangle. In three dimensions this figure becomes a regular tetrahedron, and so
on. At each iteration, to minimize f(x), f(x) is evaluated at each of three vertices of the
triangle. The direction of search is oriented away from the point with the highest value for

the function through the centroid of the si . By making the search direction bisect the

line between the other two points of the fria direction will go through the centroid.
ine 6.3), preserving the geometric
shape. The objective function 1S ti ‘at-new point, and a new search direction is

calculated.

Figure 2. lwﬂ?ction to a newgpeint in the Simplex method.

Source: Edgar aﬂ%lzﬁa I%q @W%m f& q&ﬂ)@ess Mc Graw-Hill.

p 193, 1989

quer ueadg ﬂ Descnbed a more ::alment but mﬁ complex) version of

the simplex method threat permitted the geometric figures to expand and contract

continuously during the search. Their method minimized a function of n variables using
(n+1) vertices of a flexible polyhedron. Details of the method together with a computer

code to execute the algorithm can be found in Himmelblau (1989).
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Non Linear Programming (NLP) treats more difficult problems nvolving
minimization (or maximization) of a nonlinear objective function subject to linear and/or

nonlinear constraints:
.. s
Minimize f(x) x= [xl X ...x”]

Subject to hj(x) 2= {) Jj=L2,....m (2.23)

g;(x)=0 j=m+1,..,p

substitution for it. In all thg 8 in the problem. In many problems

elimination of a single equality straint will often be 2 rior method to an approach in
which the constraint is retai mé constrained optimization procedure is executed.

In problems in equality constraints, we could

attempt to eliminate m il all the equality constraints can

be removed, and there are no uality.cons S, the objective function can then be

differentiated with respect to ga , 3 ing (# — m) variables and the derivatives

set equal to zero. Or, a computer -’-‘ﬁ- un rained optimization can be employed to
= ,,-' .

obtain x*. If the obje laints form a convex region, then

b

there is only one stati

problems in practice as;ﬂne t

constraints.

e PR U Ao e

with constraints: 4J

amﬁeﬁmmmmmaﬂ

® [terative quadratic programming methods

‘uﬂ . Unfortunately, very few

perr@ the elimination of all equality

® Penalty function methods
® Simulation methods
Simulation permits the evaluation of operating performance prior to the implementation of

a system ; it permits the comparison of various operational alternatives without perturbing
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the real system; it permits time compression so that timely policy decisions so that timely
policy decisions can be made. Finally, it can be used by many people because of its readily
comprehended structure and the availability of special-purpose computer simulation
languages.

However, simulation can be easily misused, and simulation results taken with more
confidence than is justified. The proper collection and analysis of data, the use of analytic

techniques when they will suffice, the,verification and validation of models, and the

The behavior of a studie ) | simulation model. This model
usually takes the form of ' g the operation of the system
These assumptions a al, and symbolic relationships

model can be used to investigal f questions about the real-world system.
Potential changes to the syster s st hes ated in order to predict their impact on

system performance. Simulation ¢ ob ed to study systems in the design stage,
et . :, o

before such systems afe an be used both as an analysis

tool for predicting the 5 O  char 1'*:4.- as a design tool to predict

the performance of newgfstems unde: g sets of van@es oI circumstances.
In some mstances;aﬂodel can be de@oped which is simple enough to be “solved”

by mathematicﬂ'\% %ﬁﬁﬂ&lﬁﬂn@ wcgdqyﬁe?e of differential calculus,

probability theor” algebraic methods or other mathematlcal techm ues. The solution
usually&ﬁ! ]o ﬂ{?xmlﬁlﬁ ﬁﬂlﬂvﬁff‘ﬁ %led measures of
performange of the system. However, many real-world systems are so complex that models
of these systems are virtually impossible to solve mathematically. In these instances,
numerical, compute based simulation can be used to imitate the behavior of the system
over time. From the simulation, data are collected as if a real system were being observed

This simulation-generated data is used to estimate the measures of performance of the

system.
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Simulation can be used for the following purposes:

1. Simulation enables the study of, and experimentation with the internal
interactions of a complex system, or of a subsystem within a complex system.

2. Informational, organizational and environmental changes can be simulated and
the effect of these alterations on the model's behavior can be observed.

3. The knowledge gained in designing a simulation model may be of great value

toward suggesting improvement in the s under investigation.

4. By changing simulati ar ing the resulting outputs, valuable

st important and how variables

interact. / ' .
5. Simulation M yeds e to reinforce analytic solution

6. Simulation can 0 expefime; th new designs or policies prior to

7. Simulation ca

A system is defined as a group of. ob that are joined together in some regular
comy of fome purpose. The state of a
,,,,,,,,,,,,, —

system is defined to .5‘;
time, relative to the objegves of the study.

1"’ describe the system at any
A model is defined‘ag Iepresentationgof a system for the purpose of studying the

syiom. o o0l YR | DYDSIYY T R A o o 2 o i, o

model is not onlyq] substitute for a syséem, it 1s also ‘a. simplification ﬁhe system Mihram
and Mihﬂﬁﬂ‘ﬂ] %ﬂﬁ . gﬂﬁﬁ]ﬁgu ﬁxﬁ‘iﬂl@fwiled to permit
valid conclusions to g drawn about the real !system. Different models of the same system
may be required as the purpose of investigation changes. Models can be classified as
being mathematical or physical. A mathematical model uses symbolic notation and
mathematical equations to represent a system. A simulation model is a particular type of

N

mathematical model of the system.
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Simulation models may be further classified as being static or dynamic,
deterministic or stochastic, and discrete or continuous. A static simulation model,
sometimes called a Monte Carlo simulation, represents a system at a particular point in
time. Dynamic simulation models represent systems as they change over time.

Simulation models that contain no random variables are classified as deterministic.

Deterministic models have a known of inputs which will result in a unique set of outputs.

Experimental

QWA IR N

Production runs

and analysis

Figure 2.13 Steps in a simulation study
Source: Jerry Banks and John S. Carson, II. Discrete-event system simulation. Prentice-Hall.

p 12, 1884
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2.7.2 Steps in simulation method

Figure 2.13 shows a set of steps to guide a model builder in a thorough and sound
simulation study. Similar figures and discussion of steps can be found in other sources
Shannon (1975); Gordon (1978); Law and Kelton (1982). The number beside each symbol in

figure 2.13 refers to the more detailed discussion in the text. The steps in a simulation

< egin with a statement of the problem.
that have the problem, the analyst

must ensure that the problem belng-aescri derstood. If a problem statement

study are as follows;

1. Problem formulation.

is being developed by the amalys importa; “'\‘i\h;_- policymakers understand and
agree with the formulation ; Ol -\X\\\m\ .13, there are occasions where

“study resses. In many instances,

policymakers and analy ae. herejis a prot em long before the nature of the

m-_d:.i d
a4
verall project plan.  The objectives indicate the

problem is known.

2. Setting of obj ﬁ
1

questions to be answered by point a determination should be made

concerning whether simulation is _f -:ate"r- 2._methodology for the the problem as

formulated and objective ~ Assumin i§ decided that simulation is

-

L
m

appropriate, the overall ] ** L of the alternative systems

L
et

to be considered, and aExeth 0 e fecti@vess of these alternatives. It

should also include the plans Erl the study in Ws of the number of variables involved, the

o s B PG PRI Gt

with the anticipatéd results at the end of each stage.
¢ o e/

YIRS TIRILTIN SR
art as sciqlce, Shannon (1975) provides ‘a lengthy discussion of this step. “Although it is
not possible to provide a set of instructions that will lead to building successful and
appropriate models in every instance, there are some general guidelines that can be
followed” Morris (1967). The art of modeling is enhanced by an ability to abstract the
essential features of a problem, to select and modify basic assdmpm’ons that characterize the

system, and then to enrich and elaborate the model until a useful approximation results.
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Thus, 1t is best to start with a simple model and build toward greater complexity. However,
the model complexity need not exceed that required to accomplish the purposes for which
the model 1s intended. Violation of this principle will only add to model building and
computer expenses. It is not necessary to have a one-to-one mapping between the model
and the real system. Only the essence of the real system is needed.

It is advisable to involve the model user in the model construction. Involving the

model user will both enhance the quali sultmg model and increase the confidence

4. Data collection. between the construction of the

model and the collection 1975) As the complexity of the

model changes, the requi eme ge. Also, since data collection

makes such a large porti e opalti lorm a simulation, it is necessary
I ") A

to begin it as early as posgibi ally together a - early stages of model building.

5. Coding. Since rbo: al-wie ', 1 n models that require a great deal
of information storage & i st be programmed for a digital
computer. The modeler mt e model in the general-purpose
language such as FORTRA or""" > simulation language such as GPSS,

SIMSCRIPT, or SLAM. A geneidlpilfpose latigy

equires a much longer development

el

LY
Overall, however, special-pu e oding (and verification) step

that more and more mode l

6. Verifi Veﬂf 3 Dﬂﬁ 5ﬁ ram prepared for the
simulation mod 3?1 ﬁﬁﬁ th complex models, it is
difficult, if not 1mp0851ble to code a maedel successfully,in its entirety wishout a good deal of

snss®) T FAA AR H A FIEI Vb e crecs

representea in the code, verification has been completed. For the most part, common sense

time, but usually executgs on the nputer much fasterthanhe special-purpose languages.

builders are using them.

1s used in completing this step.

7. Validated? Validation is the determinafion that a model is an accurate
representation of the real system. Validation is usually achieved through the calibration of
the model, an iterative process of comparing the model to actual system behavior and use

In the discrepancies between the two, and the insights gained, to improve the model.
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This process is repeated until model accuracy is judged acceptable. In the example of a
bank mentioned above, data were collected concerning the length of waiting lines under
current conditions. Does the simulation model replicate this system measure? This is one
means of validation.

8. Experimental design. The alternatives that are to be simulated must be

determined. Often, the decision concerning which alternatives to simulate may be function

9. Production is. uetion™ and their subsequent analysis,

are used to estimate

simulated. \

David Leith and WilliagaLi R A ion efficiency will be obtained by
using the largest possible v, ; I i d 5 / As was pointed out above C may be
maximized independentl iate choice of the Set Of seven geometric ratios which
specify the cyclone shape. ' “of pperating ondition the size of the cyclone
may then be selected so as _ N n y.

However the pressure ¢ .'" £ ( ne must also be taken into account.
One criterion for optigaum operation would be to maximize-the/ratio of collection efficiency
to pressure drop. vh £ e fou d then it could be coupled
with Equation (2.20) termme that combination of desig and operation which would

produce a maxi aﬁdﬁ ﬂ ﬁiﬁu rfo ﬁ of cyclones operated in
series may also ﬁﬁl ’%I) ea <ﬁlone separately with the
feed to the second cyclone taken as the outlet streameftom the first. Sueh combination may

ven ool INTIIEUHWR1INIETNE

It‘!s planned to deal with these topics in detail in further papers as well as to test

the applicability of this model to centrifugal separators of different types of design for

example scroll inlet or helical inlet cyclones.

La=n A e =T
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2.8 Survey of the literature

William Licht (1972). In order to optimize the design, a parameter may be constructed
which is proportional to the benefit cost ratio for a given cyclone configuration.
The "benefit” or accomplishment of collection may be taken to be proportional to the
configuration parameter K as used in Equation (2.20b) and given in Table 2.4. Note that

this is inversely related to the “cut diameter”. Cost is made up mainly of two parts: (a)

proportional to the total surface area of the
material of construction used, and (b) cos operation, which is proportional to power
consumption. Power consurfiption-also re; he initial cost of the gas moving

0) \"‘\ﬁ e be conceived as

rel

system.

A useful optimi

OP C

power£0.098 10 a f' [ | (2.24)

AP=5¥p m H,0, gauge (2.25)
where .

Py = density O

u i

Total surface area may be calculated by using (ﬂ@ Surf ) where “Surf " is again
L
0

¢ a
a function of Eﬂ?m ﬂﬁ?ﬂﬂd‘ m 24 for the standard
configurations, thods ion 'for othe ape are given by Licth. Power is
calculat%i]b pin‘ i g@ﬁn %ﬁ ﬁ ﬁz;},] at Wﬁx ;T ﬁdﬁlating conditions
then, let W a ‘ % -
q
K

OP =

Ny

(D*Surf ) Qu;, N,

dropping the various constants. The group (DzQui) may be replaced by Q3 /'K, K,,
résulting n ‘

KxK, K,
TN, x Surf x 0°

OP
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For a given gas flow, OP depends only on the configuration parameters,

K.,K,,K,,N,, and Surf. Using these as given in Table 2.4, values of OP are as follows:

a?

Table 2.4 Cyclone design configurations (Tangential Entry)

High Efficiency General Purpose

Term Description Shepherd Peterson
and Lapple Swift  and whitby
D Body diameter 1.0 1.0 1.0
a Inlet height: 0.5 0.5 0.583
b Inlet width: 0.25 0.25 0.208
g Qutlet length: 0.625 06 0.683
D, Outlet diameter: 0.5 0.5 0.5
h Cylinder height: 2.0 1.78 1.333
H Overall height: 4.0 3.75 317
B Dust outlet diame 0.25 0.4 0.5
K Configuration parame 402.9 381.8 342.3
N B Inlet velocity heads 8.0 8.0 7.76
Surf  Surface parameter 3.78 3.65 3.20

Source: Stairmand, C. Jy, Tra

Swift, P., 5
Shepherd, G. B.,and Lapple e em._m, 972 (1939)
Peterson, C. M., ang Whitby, K.T, ASHRAE Journ. 42 (1965)

Tab1e25Cyclonﬂ/pe azéjg ‘Vl Bﬂﬁw Eﬂ’lﬂ‘j

%}
g Co ra
Stairmand ' 2.35
Swift (high Eff) 1.96
Lapple 1.66
Swift (general Purpose) ) 1.64
Peterson and Whitby 1.67

Source: William Licht. “Control of particles by mechanical collectors,”. chapter 13. p 328.
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J.M.MARTINEZ-BENET and J.CASAL (1983). With high gas volumes, offen a number of
cyclones have to be used in parallel, in order to reach a given efficiency maintaining inlet
velocity and pressure drop between certain limits.

The total cost per unit time will therefore be a function of the fixed cost of the

cyclones, the energy cost of operating the cyclones, and the value of the lost particles:

= (fixed cost) + (energy cost)

cl
(2.26)
Nevertheless, from a mMS more convenient not to include

the value of the lost partic ﬁtber criteria will establish a fixed

value for the efficiency o 7 ]

Cles are necessary.

s, for example, or the usual
practice of setting more

The total cost lion of both pressure drop and
number of cyclones: an ) e ; . ' of, cyclong will produce a reduction in
pressure drop, and therefoie i eOStSH by, it will produce an increase in

capital cost. The total cos yclones can then be optimized in terms of the

number of cyclones, thus reaching ar T at an optimum number.
In this paper, a new procee 8} ed to achieve this optimization. The
i *
approach relies in tha ranird -and ¢ Li S and-is based on the efficiency

calculation method "ﬁ;i_ﬁ; S ‘l’: ter of the smallest particle
that will be collected ficiency curve of the cyclone
Licht, W., 1980. Inlet ve ocxty and pressure drop constraints are taken into account, and

appropriate acwﬁ wﬁTWWﬁlWﬂe] mn whose logic flowchart

1s also included.

TR iy

| d (p, )ﬂn*()]'m
L 9K K, uN J

D= (2.27)

Pressure drop for a cyclone can be calculated by the following-correlation:
AP L N : ( 9 ] N (2.28)
= = O = T——— .
2 p ' 1 2 p K” K,,N H
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The power costs are given by

Coer = A Pe, (2.29)

The capital cost can be expressed in terms of cyclone diameter in the following way

Leith. D., and Licht, W., AIChE Sympos. Ser. 68(126), 196 (1972). :

c =eD’ (2.30)

capital

Where Constanté e and j can easily be evaluated from the prices of two cyclones of different

diameter. The fixed costs per unittin

cﬁxc(l (231)
Where f is an investment fa€ g Allow for, installa ittings, piping, etc.
The total cost wil
c, = (2.32)
The operating costs includej« :thecost; the power, since maintenance is usually
negligible; infact, although the ¢ ey nuch shorter, for example 5 years, a
cyclone life of 20 years is frequ
In Equation (2.32) D cam be. EXD CSSE s of N. An equation will then be

obtained which gives, e

r

‘E" ‘Ij/3
. _POCNy N plgp)””* |
‘ 2K§K,3N2Ldlz ”nrﬁ)’”’*QJ ‘);H[ 9K, K, u N J ‘

i o 0} 18] FBYNSHY AT 2y v0 o ccones

Equation(2.33) 1sq!ne objective functlgn in which the only vanabl . It may be

@40 P T DALY MY B o

expressiorfiwill be obtained for the optimum number of cyclones which will correspond to a

minimum cost:

a 2 g2 f _](4”)H e
- [alo,~opene ™"
N"ZQ[ c.YHp N,,h 'L KK i JI )
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The number thus obtained must then be rounded off to the nearest integer. The optimum
number number of cyclones varies then directly with the total volumetric flow rate, for a
given efficiency. Therefore, a change in the total amount of gas to be treated will affect N R
proportionally, without changing the diameter of the cyclones.

There are two important constraints:

- Pressure drop cannot exceed a certain value. The criterion generally accepted is

the following:

Although inlet velocity for 4€or / ot of ¢ is usually in this range, in some
cases another constraint wi scessary) especially for small cyclone diameters. As
pointed out in the literatufe E#A. #enz (1964 and W_Licht (1977) inlet velocity
should be less than 1.35 times :.‘,}- }l? to avoid reentrainment. A new

constraint must therefore be infroduGed:- - - =
s
"ﬁf.— L‘ < ':

saltation velocity bein

g/t p,,—p

v, =49 CK” (2.35)

e U ANENIEN0T
ATV

Uy max (236)
" \ PN,
the constraint will be

15 m/s <wu, <min (4, . 30 m/s, 136v )

Minimum and maximum values (N, and N __) will then exit for the number of

cyclones, and N ., <N, < N_ . [If the value obtain from Equation (2.34) is not in this

max
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range, then the actual optimum will be the value of N, or N, _ closer to the calculated

n max

value. From Equation (2.27) and the above mentioned conditions,

1
N, = (Y‘ ) i (2.37a)
( V’ \3
Nmin = Lu J d_4 + l (237b)
7; max i

The parameter v being

(2.38)

the following constraints:

For high gas vol WO OF) yelones of the same configuration and
size may be used in parall bet g givided equally between them. In this case,
each smaller cyclone diamet used-than- e, cyclone diameter. The collection grade
efficiency for each cyclone is 'the san - ater than if only one larger one were used.

A large number of s &1 cy ol e”) may be used to increase

]

FI |
1 i

ﬂ‘IJEI’J'VIEWITWEI'lﬂ‘i
ammﬂimumawmaa

efficiency for very larg e



Table 2.6 Sample results of cyclone optimization program for examples No. 1 and No. 2

W

N() - *\-f_—

4’?‘

Parameter Data and results
Example No. 1 Example No. 2
K, 05 05
K, 0.25 0.25
N, 6.115 6.155
d 10x10°
1
1,800
1.3
%
22X10
I \\\ s
(/1) ﬁ" SN T
F1 W7 W\
72 AN MK
operating, sec/year e ""1.‘ 2.16)(‘107
d"ﬂ:ﬂ" K ‘;
n* : 4
¢, . $/Joule 10°

1

¢, : $lsct 57X10°
j -6
8.5X10
D ‘ a 0 64
et 2T
(Td=
AP - N/m ¢ 1948 . 15100
9 PlIBECER
|
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