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 Ears are the important organ for the hearing system. The system itself is very 

complicated. The clinicians attempt to determine the correct diagnosis using signs, 

symptoms and test results to formulate the hypothesis of the diagnosis before 

providing treatments. Most patients in this study have severe illness. Therefore, the 

clinicians decide to take the treatment by surgery rather than treating the patients 

with medicine. The result of the classification is very critical for the clinicians to 

support their diagnosis before giving the surgery to the patients.  This study 

endeavors on using intelligent capability of data mining to discover hidden patterns 

in the data. Here, Artificial Neural Networks (ANN), Naïve Bayes and Decision Tree 

are utilized as techniques to classify patients with chief complaints in ear diseases.  

The results of classifying the ear diseases are very encouraging with the percentage 

accuracy of 100% for all techniques. 
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CHAPTER 1 

INTRODUCTION 

 
1.1 Motivation and Problem Description 

There are various methods in data mining that can be applied to classify tasks. 

This thesis presents the experiments in classifying patients with ear diseases. The data 

set consists of 35 variables on 257 patients. The objective of this experiment is to 

determine the ear diseases in patients. There are 6 targets class of ear disease family: 

Acute Serous Otitis Media, Chronic Serous Otitis Media, Otosclerisis, Cholesteatoma, 

Conductive Hearing Loss, and Sensorinueral Hearing Loss. Three selected data mining 

approaches are Artificial Neural Network, Naïve Bayes, and Decision tree. The results of 

classification might be useful in predicting the patients’ disease and providing the 

suggestions for effective patients’ treatments. Applying an intelligent [1] tool to classify 

the chief complaints can support the decision maker to diagnose the patients’ 

symptoms in an effective way. To ensure that the patients would receive the appropriate 

treatments and patients would not become deaf. The technique with intelligent 

approaches may bring the huge impact to medical sector.  

 

In general, medical diagnosis is the way to diagnose the disease [2]. The 

diagnosis includes checks-up history, physical examination, look, touch and listen to, 

laboratory tests, and special lab tests. Knowledge, skill, and experiences are required in 

order to diagnose and analyze what are the possible causes of patients’ symptom.  After 

that, the treatment is planned for the patients according to the symptoms. The human 

body is compound of several complex systems, such as brain system, movement 

system, visual system, auditory system etc. The disease that happens in each body’s 

part requires a knowledgeable specialist to diagnose and suggest the treatment plan. 

 

The hearing system is an important system of human body because it is 

necessary for human’s communication system. The hearing system consists of a 

complicated organ. The patients who have hearing system problem are risk to deaf. The 

symptoms that relates to this case are severe patients and must treat by surgery. The 
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symptoms on ear diseases are varied and some of them seem to be similar to other 

diseases on a facial system, such as earache, headache, dizziness, fever, and roaring. 

The clinicians who deal with ear diseases are specialist who attempt to determine ear 

disease from special signs and symptoms. Doctors must use their expertise, knowledge 

and medical tools to diagnose patients. 

 

 Data mining is an innovation tool that analyzes the large data set by using 

mathematic formula such as statistic, probability or matrix. Data mining acts as a 

process for knowledge discovery in databases (KDD). The knowledge of human starts 

from learning and remembers the whole things in brain that we call the experience. 

Learning makes the correct or wrong decision which depends on analysis of each 

person. Sometimes, we have to do trial and error for solving the problem that we do not 

know the solution.  

 

1.2 The Objective of Research 

The objective of this research is to assist doctors in sorting out and diagnosing 

ear disease, and providing a tool for doctors to distinguish the symptom of ear disease 

from other similar symptoms of other diseases. As a result, the physicians can diagnose 

patients accurately and quickly. In addition, the treatment can be planned and 

information can be further transfer to specialist. 

 

1.3 Scope of Work 

The data employed in this experiment are collected from Ear Nose Throat (ENT) 

department at Ramathibodi Hospital, Thailand. The data are obtained from 257 patients 

with ear problems. Patients came from all over the country with different genders, ages, 

and occupations. All patients already had a general checkup, and had been thoroughly 

diagnosed ear problems by doctors with special medical tools. When the doctors are 

sure that the patients have ear problems. The doctors will plan for a surgical treatment, 

then, patients will be admitted to the inpatient department.  
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Three techniques utilized as classifiers are Artificial Neural Network, Naïve 

Bayes and Decision Tree. These approaches are chosen because they are widely used 

and applied successfully in many applications [3] [4] [5]. 

 

MATLAB and SPSS are used as the simulation software tools in this research. 

MATLAB [6], MATrix LABoratory, is a software that collects all equations related in 

mathematics, statistic, physics, matrix and others. MATLAB suites for all users who want 

to deploy the experiment by themselves. The user should have skill in C language to 

operate such a program. SPSS [7], Statistical Package for the Social Sciences is a 

statistic application. This software is very easy to use because there are many toolboxes 

and wizards for utilizing the user. The GUI from both applications is not much different 

but MATLAB has more details than SPSS since MATLAB is able to display all outputs 

from the user’s coding. 

  

 This thesis is structured as follows: 

 Chapter 2 provides the literature review. Chapter 3 describes the methodology. 

Chapter 4 discusses the experimental results. Chapter 5 gives the conclusion, 

discussion and future works. 

 

 



 

CHAPTER 2 

LITERATURE REVIEW AND BACKGROUND 

 
2.1 Literature Review 

Data mining are widely accepted as the technique for analyzing a large 

database. It has been used in various applications as follows: 

 

Fei Fei Wang, Siripun Sanguasintukul and Chidchanok Lursinsap [8] proposed 

the artificial neural network technique as the classifier to predict the paper‘s curl in a 

papermaking industry. The experiment is run by SAS software. The original data set 

consists of 328 attributes. Principal component analysis and Step-wise regression are 

employed as reduced dimension technique. There are 41 attributes obtained from 

principal component analysis technique and 23 attributes are collected from step-wise 

regression technique. The double dogleg algorithm and Quasi-Newton algorithm are 

provided as the learning algorithms. The results are then compared. The raw data set 

was divided into two groups: train set and test set. The ratio is 60:40. The artificial neural 

network with Quasi-Newton algorithm was selected as the final model for the forecasting 

process. The bagging technique was used as a measurement to improve the accuracy 

of the final result. Finally, the accuracy percentage is 96.35%.  

 

Naroumon Yordphet and Siripun Sanguansintukul [9] proposed the artificial 

neural network as the classifier for predicting the safety stock in a jewelry industry. All 

experiments are run by WEKA software. The data set consists of 372 records. The data 

set is divided into two groups: train set and test set.  The ratio is 70:30. Therefore, there 

are 260 records in the train set and 112 records in the test sets. The architecture of the 

network is 8-3-1: 8 for input nodes, 3 for hidden nodes and 1 for output node. The other 

two important parameters: learning rate and momentum are set to 0.1 and 0.2, 

consequently. The number of epochs is set to 50000.  The accuracy result is 97.37%. 
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Yi Wang, Siripun Sanguansintukul and Chidchanok Lursinsap [10] proposed the 

artificial neural network as a tool to predict the customer life value (CLV) for the mobile 

business. The data set consists of 12005 records and 126 different attributes. The data 

set is divided into two sets: train set and test set.  The ratio is 60:40. The principal 

component analysis (PCA) is used as the reduced dimension method. After PCA, the 

new input consists of 27 attributes. All experiment in this paper is run by SAS 

application. The accuracy from experiment is 96.5%. 

 

Sirilak Areerachakul and Siripun Sanguansintukul [11] proposed to classify the 

water quality using the artificial neural network. From 288 canals in Bangkok, the raw 

data set was collected from year 2003 – 2007. There are 11,820 records. Each record 

consists of 3 chemical factors: pH value, Dissolved Oxygen and Biochemical, and 

Oxygen Demand as input attributes. Five different classes were used as the 

measurement of water quality. The ratio of the train set to the test set is 60:40. Therefore, 

there are 7,092 records were used as the train set and 4,728 records were used as the 

test set. The architecture is 3-4-5, 3 is the number of input nodes, 4 is the number of 

hidden nodes, and 5 is the number of output nodes. The accuracy is 99.34%. 

 

J. Víctor Marcos, Roberto Hornero, Daniel Álvarez, Félix Del Campo and Miguel 

López [12] classified the Obstructive Sleep Apnea Syndrome patient (OSAS) with the 

artificial neural network. In this study, they compared two different neural network 

models: multi-layer perceptron (MLP) and radial basis function (RBF) networks.  The 

data set consists of 187 records: 76 records for negative diagnosis results and 111 

records for positive diagnosis results. Each record consists of 5 attributes and the last 

attribute is the attribute class. The data set was collected from the Hospital Clínico de 

Santiago de Compostela in Spain. In this study, the training set and the test set consists 
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of 113 and 74 objects respectively. OSAS is a respiratory disorder characterized by 

recurring episodes of upper airway occlusion during sleep.  

.  

Figure 1: The accuracy from MLP and RBF 

 

 
Figure 2: Data set from the Illinois training set and the Nebraska test set  

 

Figure 1 illustrates the number of hidden nodes from this paper. The solid line 

displays the number of hidden nodes and the accuracy percentage from using MLP 

algorithm and dash line shows the number of hidden nodes from using RBF algorithm. 

From the experiment, the architecture of both MLP and RBF networks was optimized by 

varying the number of hidden nodes from 2 to 74 nodes. The optimum number of hidden 
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layer for MLP and RBF are 14 and 19, consequently.  The accuracy is 89% for MLP and 

86% for RBF. Paul S. Heckerling, Ben S. Gerber, Thomas G. Tape and Robert S. Wigton 

[13] present the results from predicting pneumonia disease using artificial neural 

network.   

Figure 2 shows the training and testing data set. The training data set consists of 

907 records from Illinois University and 116 records for the testing set from Nebraska 

University. The data set was collected from the Intensive Care Unit (ICU). Each record 

consists of 35 attributes and 2 classes, Pneumonia and non-Pneumonia. Figure 2 

consists of three columns. The first column is an attribute name such as age, sex, race, 

asthma, congestive heart failure, chronic obstructive pulmonary disease, other lung 

disease, immunocompromising disease, dementia, other comorbid disease and 

pneumonia. The second column shows number and percentage of each attribute from 

the Illinois data set which we can read as follows: 

The data set obtains 546 records for female patients which it is 60.2% of 907 

records and 361 records for male patients which are equal to 39.8% of 907 records. 

There are 187 records for patients who have asthma symptom which it is 20.6% of 907 

patient records.  

The third column is similar to the second column but this column is the data set 

from the Nebraska Hospital. There are 63 records for female patients and 53 records for 

male patients. The percentage is 54.3 and 44.7, consequently.  

They examined the network with 0, 1 and 2 hidden layer architectures.  Finally, 

the architecture of network is 35-2-2. The learning rate and momentum are 0.5 and 0, 

respectively. The activation function employed is binary sigmoid transfer function. The 

artificial neural network can forecast correctly to 95%. 

 

Ahmed M. Badawi, Manal Abdel Wahed and Shaimaa M. Elembaby [14] 

proposed the artificial neural network technique as the measurement to classify patients 

for Lower Urinary Tract Symptoms (LUTS) and Bladder Outlet Obstruction (BOO). There 

are 457 records. Each record consists of 4 different attributes. There are three different 

classes. The original data set was set into two groups: train set and test set. 300 records 
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were used as the train set and 157 were used as the test set. The architecture of 

network is 4-11-3, 4 is the number of input nodes, 11 is the number of hidden nodes and 

3 is the number of output nodes. The learning rate and momentum are set to 0.7 and 

0.7. The accuracy percentage is 60.5% 

Wen-wei Ouyang, Xiao-zhong Lin, Yi Ren, Yi Luo, Yun-tao Liu, Jia-min Yuan, Ai-

hua Ou and Guo-zheng Li [15] proposed to classify the symptoms of TCM (Traditional 

Chinese Medicine) syndrome disease using naïve bayes algorithm. According to TCM, 

a body in harmony will not be diseased. The main syndromes are caused by dysfunction 

of the kidney, spleen, lungs and liver as reference in TCM literature. The symptoms that 

most often form the basis for TCM diagnoses can be TCM syndrome, For example, 

when the patients is feeling cold then it can actually be TCM syndrome like Spleen / 

Kidney Yang or Liver Qi stagnation or else like  other syndromes. 

The data set consists of 755 records, 384 records are used as the training set 

and 371 records is used as the testing set. Each record consists of 69 different 

symptoms and signs such as gender, age, height, weight, living environment, 

education, coughing, difficulty breathing, cardiac symptoms, chills and fever symptoms, 

upper respiratory tract symptoms, pale skin, head and body limbs, diet and stool. The 

rate of predicted accuracy is 78.55% and the error rate is 21.45%. 

 

Susan P. Imberman Ph.D., Irene Ludwig, M.D., and Sarah Zelikovitz, Ph.D. [16] 

proposed to classify the group of esotropic patients by applying the decision tree 

technique. The patients in this study have the abnormal vision with various symptoms 

and treatment levels. The treatments may begin with taking medicines up to performing 

surgery depending on their signs and symptoms.  The data set consists of 1307 patient 

records with an average of 14 visits per patient and also with the frequency of visits at 

most 52 visits and 2 visit at least. Each record consists of 54 different attributes. The 

main focus of this research is eyes deterioration. The accuracy using decision tree 

technique is 89% . 
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2.2 Background 

In this study, the data set is collected from the Internal Patient Department (IPD) 

of Eyes, Ears, Nose, and Throat (EENT), faculty of medicine at Ramathibodi Hospital, 

Thailand. All patients came from all areas over the country.  

 

The data set does not include the child patients who are lower than 15 years old 

because these patients cannot explain the exact symptoms to the clinician. The correct 

signs and symptoms are important for the correct diagnosis. Therefore, only adult 

patients are considered in this study. 

 

The data set was collected from October 2008 to March 2010. There are 257 

patient records. Each record consists of 35 attributes. The last attribute is a class 

attributes (disease) which consists of six different classes. These two following topics 

will be discussed in detail: 

  

- Ear anatomy introductory  

- Data set description 

 

2.2.1 Ear anatomy introductory 

The ear is a body part, which acts as a receiver for sound. The ear changes 

sound waves from outside into the signal of nerve impulses sent to the brain. Besides 

hearing, the ear plays a major role in the sense of balance and body position. Ear 

disease means any abnormal things that happen to the hearing system. The hearing 

system is very complicated, see figure 3 for the ear anatomy.  

 



10 

 
Figure 3: The ear anatomy [15] 

 

The ear consists of 3 major parts: external ear, middle ear and inner ear [16].  

The external ear, including the ear pinna, receives sound and passes through the 

middle ear. Such a sound is caused the eardrum membrane vibration to three bones 

(malleus or hammer, incus or anvil, and stapes or stirrup) in the middle ear. The sound 

wave transforms to nerve wave and passes through the inner ear cochlea, which then 

passes through the brain to translate into understanding and response to the sound. 

 

 
Figure 4: Position of Otoscope for ear examination [17] 

 

In general, patients in IPD must go through the basic diagnosis examination from 

the Out Patient Department (OPD). Figure 4 shows the Otoscope which is an ear 

examination tool. The doctor always carefully checks for possible symptoms that may 

severely effect to hearing loss. When a patient is diagnosed with hearing, then the 
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immediately surgery is needed. The clinicians must combine all their skills, knowledge 

and experiences to find out the cause of symptoms and advise the correct and effective 

treatments for patients. 

 

2.2.2 Data set Description 

In this study, there are 34 chief complaints (attributes) and 6 disease classes as 

following:  

 

34 Chief Complaints consists of [18] 

-  Sex: male or female (Nominal, Yes or No) 

-  Age: (Ordinal) 

- Otorrhea: purulent discharge (Nominal, Yes or No) 

- Speaking: abnormal speaking of patient (Nominal, Loud or Low) 

- Tinnitus: a sensation of noise as ringing or roaring (Nominal, Yes or No) 

- AB Gap: air-bone gap is the difference between the threshold for hearing  

            acuity by bone conduction and by air conduction (Nominal, Yes or No) 

- Hearing Loss: a case where speaker can or cannot hear the sound  

            (Nominal, Yes or No) 

- Ototoxicity: having a harmful effect on the organs or nerves concerned  

            with hearing and balance (Nominal, Yes or No) 

- Noise Induce: live in loud pollution area (Nominal, Yes or No) 

- Endocrine Induce: the patient has a disease that effects the ear problem  

            such as hypothyroid or SLE (Nominal, Yes or No) 

- Articulatory Defect: the performance of non-verbal (Nominal, Yes or No)  

- Vertigo: to be in a whirl (Nominal, Yes or No) 

- Fluid Fill Level High:  the level of fluid in the middle ear is higher than  

            normal (Nominal, Yes or No) 

- Otogia: earache (Nominal, Yes or No) 

- Facial Palsy:  patient’s face is not balance, effect from a dysfunction of  

            the cranial nerve (Nominal, Yes or No) 

- Keratin Mass: white keratin in the middle ear (Nominal, Yes or No) 
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- Ear Odor: terrible smell from the patient’s ear (Nominal, Yes or No) 

- Fullness: the feeling of ears clogged (Nominal, Yes or No)  

- Trauma: ear wound from the violent or the accident (Nominal, Yes or No) 

- Finding Term: the period of ear symptom that has been beginning until  

            present (Ordinal, 0-3 months or > 3 months) 

- Heredity: the process by which particular traits or conditions are  

            genetically transmitted from parents to offspring (Nominal, Yes or No) 

- Deaf And Pregnancy: female patient who has ever been deaf some time 

            during her pregnancy (Nominal, Yes or No) 

- Infection: ear is infected (Nominal, Yes or No) 

- Rhinitis: an inflammation of the nasal passages (Nominal, Yes or No) 

- Fever: an abnormal elevation of the temperature of the body because of  

            the disease (Nominal, Yes or No) 

- Red Tympanic Membrane: ear drum is bulge and color changes to red  

            (Nominal, Yes or No)  

- Ruptured Eardrum: signs and symptoms of a ruptured eardrum may  

            include (Nominal, Yes or No) 

- Bulging: ear drum is bulgy (Nominal, Yes or No) 

- Balance Problem: lost balance (Nominal, Yes or No) 

- Dizziness: a sensation of faintness or an inability to maintain normal 

            balance in a standing or seated position (Nominal, Yes or No) 

- Headache: a pain in the head (Nominal, Yes or No) 

- Back Ear Bulgy: a bulge at the back of external ear (Nominal, Yes or No) 

- Retracted Eardrum: the Eustachian tube open abnormally which equalize 

            the pressures in the middle ear from negative pressure in ear tube  

            behind the ear drum. This causes the drum to become retracted  

            (Nominal, Yes or No) 

- Confusion: a mental state characterized by disorientation regarding to  

            time, place or person causing bewilderment (Nominal, Yes or No) 
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6 Disease classes[19] consist of  

- Acute Serous Otitis Media (ASOM) 

ASOM is the kind of disease that happen when middle ear get 

inflammation with major symptoms include ear pain, fever, less hearing. 

Endoscope examination is required to diagnose the eardrum disease. Antibiotics 

and analgesics treatment is applied when symptoms are getting better, then 

surgery can be done afterward. 

 

- Chronic Serous Otitis Media (CSOM) 

CSOM is the disease of middle ear inflammation with major chronic ear 

pain, no fever, less hearing. Sometimes, there are complex acute symptoms. 

Endoscope examination is required to diagnose the disease as well as eardrum 

state. If there is an acute ear inflammation complex, the treatment can be done 

by antibiotics. After the recovery, ear can be treated by surgery. 

 

- Otosclerosis 

A genetic disease of bone changes and destroys the middle ear bone. 

The important symptoms are slowly decreased hearing. To reduce patients bone 

destruction and abnormality, firstly the treatment is done by giving drugs. Finally, 

the hearing aid or surgery is considered, depending on patients’ choice. 

 

- Cholesteatoma 

The state has accumulated Keratinizing Epithelium in each middle ear 

position. The formation of Keratin causes the destroying bone of middle ear by 

enzyme which is led to hearing loss symptom. It needs to be treated by incision 

in order to clot out Cholesteatoma. 

 

- Conductive Hearing Loss 

The hearing loss of impaired voice disorders due to several reasons 

such as auditory canal constricts and cerumen (the yellow or brown waxy 

secretions that are produced by sweat glands in the external ear canal) and 
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inflammation. Common symptoms consist of decreased hearing, liquid and 

purulent flowing out of the ear. Surgery is the way to cure such a disease. 

 

- Sensorineural Hearing Loss 

This happens from many causes such as infection, head impact from 

accidents, drugs and chemicals. Common symptoms consist of decreased 

hearing, earache, fever, headache, dizziness. Treatment for the disease is done 

by sterilization drug or cochlear implant. 

 

CLASS FREQUENCY PERCENTAGE (%) 

Acute Serous Otitis Media 37 14.40 

Chronic Serous Otitis Media 108 42.02 

Otosclerosis 41 15.95 

Cholesteatoma 28 10.89 

Sensorineural Hearing Loss 19 7.39 

Conductive Hearing Loss 24 9.35 

 257 100 

 

Table 1: Frequency and percentage ratio of each class 

 

Six different classes of disease are shown in Table 1. The first column displays 

the disease classes. The second column shows frequency or number of records in each 

class. The last column is the percentage ratio of each class. There are 37 records for 

Acute Serous Otitis Media, 108 records for Chronic Serous Otitis Media, 41 records for 

Otosclerosis, 28 records for Cholesteatoma, 19 records for Sensorineural Hearing Loss 

and 24 records for Conductive Hearing Loss. 

 

Next chapter discusses the methodology employed in the experiments. 

 

  



 

CHAPTER 3 

METHODOLOGY 

 

 In this study, the intelligent capability of data mining is used to extract hidden 

patterns in the data set, as can be seen in the following figure. 

 

Learning

Algorithm

Model

Cross-Validation

K-Fold = 10

Test Set

Training Set

Artificial Neural Network

Learning 

Model

Principal Component Analysis

Source

Dataset

Reduced 

Dimension 

Methods

Decision Tree Classifier

Naïve Bayes Classifier

Start

End

Raw Dataset

Figure 5: Data processing 

 

Figure 5 shows the experimental processes. It starts from raw data set which 

consists of 35 attributes, 257 records and 6 different classes. The raw data set is 

transformed using Min-max normalization. The details of transformation will be 

discussed later. Here, the raw data set after the transformation process will be called as 

a data set. The data set can be employed in three different ways. Firstly, the data set is 

used as the training set. This training set will be experimented using three different 

learning algorithms 1) Artificial Neural Network 2) Naïve Bayes and 3) Decision Tree. 

Then, the performances of these algorithms are measured using the first data set. 

Secondly, the data set is processed by the reduced dimension method; PCA for this 

study. Numbers of input attributes are reduced. These reduced attributes will be used 

as the input to train these three learning algorithms. After the training process with  
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reduced attributes, the performance of three algorithms is measured. Lastly, the data set 

using cross-validation will be trained with these three algorithms and then the 

performance of models is measured. Here, the cross-validation is set to 10 folds. 

 

Generally, the training set is employed for building the classification model. The 

test set is utilized for measuring the accuracy of the model 

 

The raw data set is transformed using normalization process which is the 

process to convert the raw data set into the range between 0.0 and 1.0 

 

There are many techniques for data transformation. Min-Max normalization is 

one of widely used techniques. It is based on linear function. The result is formed as a 

fraction, which is less than 1.0. The transformed values can be computed as the 

following equation: 

 

… [20] 

 

Where: 

  

V’I = new value of Vi 

mini = minimum of V attribute 

maxi = maximum of V attribute 

Vi = the value of V attribute 

 

 Three classifiers artificial neural network, Naïve Bayes, and Decision tree are 

used as learning algorithms. The discussion of each technique is as following: 

 

3.1 Artificial Neural Network (ANN) 

 The ANN is a famous technique, which simulates biological human brain working 

process. Human brain consists of neurons, synapses, dendrite, and axons. The ANN 
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consists of input layer, hidden layer, and output layer. Each layer consists of many 

neurons which are completely connected as network.  

 

 
Figure 6: Perceptron [21] 

 

Where: 

 X1…Xm   are input nodes 

 W1…Wm are connection weights 

 Bias   is another input node, the value of bias is 1 

 ∑   is the summation processor 

    is the activation function 

   

Figure 6 illustrates a perceptron. A perceptron or a single layer perceptron [22] 

is a supervised classification algorithm. This single layer perceptron is a type of linear 

classifier which is a simple kind of feedforward neural network. 

 

The perceptron was invented in 1957 by Frank Ronsenblatt [23]. The perceptron 

learning rule is a method for finding weights in a network. In general, the assumptions of 

the learning rule include: 

1) a one layer network is used with a binary step function 

2) mean square error (MSE) is used as a cost function 

3) target values are between + 1 and – 1 
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 However, there are some limitations with this network, for example, perceptron 

cannot solve the XOR (exclusive OR) problem because a single layer generates only a 

linear decision boundary. 

 

 In 1969, Minsky and Papert [24] proposed the solution to XOR problem by using 

a second layer of units. This layer combines the response from perceptron units. 

 
Figure 7: Multi-layer perceptron [25] 

 

 Figure 7 shows the multi-layer perceptron or multi-layer network. Such a figure 

illustrates 3 nodes in the input layer, 4 nodes in the hidden layer, and 2 nodes in the 

output layer.  

 

Input layer: each node represents each input attribute from the data 

set. 

Output layer: each node denotes each output class. 

Hidden layer:  one or more layer between the input and output layer. It is 

claimed that the hidden layer acts as the function 

approximator that can approximate any function which is 

so-called “Universal Approximator” [26]. 
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Here are some important properties of this architecture. 

1) layers are fully connected 

2) there are no direct connections between input and output layer 

3) there  are no connections within the same layer 

4) input, hidden and output units do not have to be the same numbers. 

5) bias is often included as an extra weights 

  

 The purpose of the different layers are: The first layer draws linear boundary. The 

second layer combines the boundary. The third layer generates arbitrary boundary 

shapes [27] 

 Backpropagation (BP) is a learning algorithm for the feed forward neural 

network. BP was inventes by Rumelhart, Hinton and Williams (1986) [28]. This learning 

algorithm has 2 phrases. In the first phrase (forward pass), input signals are feed-

forwarded or propagated through the network. For the second phrases (backward 

pass). The error is propagated starting from the output layer. The error is the difference 

between actual (computed) output values and target (desired) output values. 

 In this study, BP has been utilized for training the network. BP learning algorithm 

can be summarized as follows: 

1) the learning rate (η), momentum (α) are set 

2) initial random weights and bias are set 

3) repeat until criteria is satisfied (number of iterations (epoch) or error are met) 

input patterns are presented to input layer 

function signal for input, hidden and output units are computed 

target is presented to output units 

error signals for output units are computed 

error signals for hidden units are computed 

all weights are updated 

input next patterns and targets are presented 

    end repeat [29]. 
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 Each full presentation of all patterns is called epoch. The order of presented 

training patterns prefers to be random to avoid the correlation between consecutive 

training pairs. Choosing initial weights are crucial because, these initial weights will 

determine the starting points from the global minimun. The learning rate (η) controls the 

step size when weights are adjusted. With small learning rate, the learning is smooth but 

slow. Whereas, the big learning rate can speed the learning but there is a risk of 

divergence. The purpose of momentum (α) is to reduce instablility problem while 

increasing th convergent rate. Rate of change (E) can be used as the stopping criteria 

usually it is set as a small value. Nevertheless, the goal is to classify the new pattern 

correctly. 

   

3.2 Naïve Bayes (NB) 

  NB is a probalistic based on Naïve Bayes’ Theorem. This classifier assumes 

feature independency. This means that the existence or non-existence of a particular 

feature of a class is not related to any other features.  

The class-conditional independence assumption greatly simplifies the training 

step since the one-dimensional class-conditional density for each feature can be 

estimated individually. While, the class-conditional independence between features is 

not true in general. Research [30] shows that this optimistic assumption works well in 

practice. This assumption of class independence allows the Naive Bayes classifier to 

better estimate the parameters required for accurate classification while using less 

training data than many other classifiers [31]. This makes it particularly effective for data 

sets containing many predictors or features [32]. 

 

 Bayes’s classifier is trained under supervised learning. The conditional 

probability under Bayes’ theorem can be shown as following equation: [33] 

 

 =  

 

 When  C is a class variable 

  F1,…,Fn are feature variables 
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 It is important to note that,  NB classifier combines the above model with a 

common rule. The common rule is to pick the hypothesis that is the most probable. 

 

3.3 Decision Tree (DT) 

Decision tree is a non parametric statistics because assumptions about the 

distribution of the class variables are not required. 

 

Several popular decision tree algorithms include ID3 [34], C4.5 and CART 

(Classification and regression tree). The decision tree algorithm is iterative and based 

on Hunt algorithm. Local minimum without backtracking is employed. Normally, the 

result may not be optimum but it is considered to be very fast. 

 

Decision tree is a tree-like graph. The general idea of building the tree is starting 

with root node and recursively add child nodes until the training data is fit. Each branch 

in the tree represents the decision rule. Each leaf node is the predicted value for that 

node. In other words, the leaf node is used to classify the instances. 

 

The interest question is how to select the attribute. A feature is selected as the 

split attribute according to the impurity. Most well known indices to measure degree of 

impurity are entropy, GINI index and classification error. These indices measure how 

well an attribute separate the training samples to the target classes. Here, GINI index is 

applied in the experiments. 

 

GINI index is calculated by summing the product of the probability of each 

chosen item with the probability of a mistake in classifying that item. If all cases fall in 

the same category, the GINI index will be minimum value (zero) [35]. 
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Here is the formula to compute GINI index [36]. 

.  

 =  

 

 There are several advantages in employing the decision tree such as 1) easy to 

understand and interpret 2) able to handle both numerical and categorical data 3) 

require little data preparation. 

 

3.4 Principal Component Analysis (PCA) 

 Since there are a large number of input attributes, it is more likely that subsets of 

these variables might be correlated. These correlated variables might reduce the 

accuracy and reliability of a classification model because of the overfitting problem. In 

addition, these redundant variables can increase the processing costs. Thus, reducing 

the dimensionality without losing the information or performance accuracy is one of the 

key ideas in mining the data. 

 

 PCA was invented by Karl Pearson [37] in 1901. The procedure includes 

orthogonal linear transformation, in which, a set of possible corrected variables are 

converted to a new co-ordinate system. The greatest variance by the projection lies on 

the first co-ordinate. 

 

General algorithm for PCA is as follows: 

1) obtain the data 

2) subtract the mean 

3) calculate variance 

4) calculate eigenvectors and eigenvalues of co-variance 

5) choose components and finding a feature vector 

6) develop the new data set 
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3.5 Cross-Validation 

 Cross-Validation is a data mining technique which aims to increases the 

accuracy percentage of the result by dividing the original data set into k-groups or k-

folds. In general, the number of partition is set to 10. 

 

 The objective of k-fold cross-validation is increasing the accuracy of the 

prediction. The algorithm selects one partition as the test set and other partitions as the 

training set. All partitions are used as the test set. Then, the learning step will be stop. 

The error from each round will be recorded. Finally, the numbers of results is equal to 

numbers of partitions. The results are then summed and divided by number of folds (k). 

 

 The experimental results are illustrated in next chapter. 



 

CHAPTER 4 

EXPERIMENTAL RESULT 

 

 This chapter illustrates the experiments and their results. All experiments are 

simulated using Matlab [38], the suitable program for calculation in the form of matrix. 

The experiments can be divided into 3 main categories as following: 

 

• Experiments without the Principal component analysis 

- Training with Artificial neural network  

- Training with Naïve Bayes 

- Training with Decision tree 

• Experiments with the Principal component analysis (PCA) 

- Training with Artificial neural network 

- Training with Naïve bayes 

- Training with Decision tree 

• Experiments with K-fold cross-validation 

- Training with Artificial neural network 

- Training with Naïve Bayes 

- Training with Decision tree 

 

4.1 Experiments without the Principal component analysis (PCA) 

The ratio of the train set and test set is 60:40 for all techniques. Therefore, 257 

patient records are divided into 154 records for training and 103 records for testing. 

 

4.1.1 Training with Artificial neural network  

The multilayer perceptron is trained under supervision using the back-

propagation algorithm [39] [40]. Both learning rate and momentum value are set to 0.1. 

Note that, 0.1 is the number that came from the trial experiments. With this number the 

optimal results is produced.  
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Figure 8: Neural network is trained on data set without PCA 

 

 Figure 8 illustrates the result from training set using Matlab. This result consists 

of 4 parts; neural network, algorithms, progress and plots.  

First part, the neural network, displays the architecture of the network. From the 

figure, there are 34 nodes, 12 hidden nodes with sigmoid activation function and 6 

output nodes with sigmoid activation function.  
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In the second part, algorithms, shows the details of the training algorithm. These 

include data division is random. The training utilizes gradient descent with momentum. 

The performance is measured by mean square error.  

Third part, progress, displays number of epoch, time performance (MSE) and 

gradient error.  

Last part, plots, shows the result in the form of 2-D graph.  

 

  Prediction result 

  A B C D E F 

D
ia

gn
os

is
 re

su
lt 

A 15 0 0 0 0 0 

B 0 11 0 0 0 0 

C 0 0 43 0 0 0 

D 0 0 0 10 0 0 

E 0 0 0 0 17 0 

F 0 0 0 0 0 7 

Table 2: Confusion matrix of neural network is trained on data set without PCA 

 

 Table 2 displays the confusion matrix from the experiment using artificial neural 

network. The confusion matrix explains the information on the actual diagnostic and the 

predicted class from the network. In the table, each row represents the actual 

diagnostics, whereas, each column of the matrix represents the predicted results from 

the network. The interpretation is as follows:  

The labels A, B, C, D, E and F represent ear disease classes. For example, A is 

ASOM, B is Cholesteatoma, C is CSOM, D is Conductive hearing loss, E is Otosclerosis 

and F is Sensorineural hearing loss. The performance of the neural network approach 

can be evaluated using the number in the matrix. 

- Horizontal reading from diagnostic result for ear disease class A (Acute Serous 

Otitis Media) is 15 and the predicted result from the network is also 15 which means all 

records are predicted correctly. Thus, the accuracy percentage for class A is 100% 
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- Horizontal reading from diagnostic results for ear disease class B 

(Cholesteatoma) is 11 and the predicted result from the network is also 11. All records 

are predicted correctly. Thus, the accuracy percentage for class B is 100%.  

- Horizontal reading from diagnostic results for ear disease class C (Chronic 

Serous Otitis Media) is 43 and the predicted result from the network is also 43. All 

records are predicted correctly. Thus, the accuracy percentage for class C is 100%.  

- Horizontal reading from diagnostic results for ear disease class D (Conductive 

Hearing Loss) is 10 and the predicted result from the network is also 10. All records are 

predicted correctly. Thus, the accuracy percentage for class D is 100%.  

- Horizontal reading from diagnostic results for ear disease class E 

(Otosclerosis) is 17 and the predicted result from the network is also 17. All records are 

predicted correctly. Thus, the accuracy percentage is for class E 100%.  

- Horizontal reading from diagnostic results for ear disease class F 

(Sensorineural Hearing Loss) is 7 and the predicted result from the network is also 7. All 

records are predicted correctly. Thus, the accuracy percentage for class F is 100%.  

 

Finally, the architecture of the network in this study is 35-12-6.  

 

4.1.2 Training with Naïve Bayes 

  Prediction result 

  A B C D E F 

D
ia

gn
os

is
 re

su
lt 

A 15 0 0 0 0 0 

B 0 11 0 0 0 0 

C 0 0 43 0 0 0 

D 0 0 0 10 0 0 

E 0 0 0 0 17 0 

F 0 0 0 0 0 7 

Table 3: Confusion matrix of Naïve Bayes is trained on data set without PCA. 
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The predicted output using naïve bayes classifier can be illustrated as confusion 

matrix in Table 3. The confusion matrix demonstrates the number of actual diagnostic 

class and the predicted class. Each row of the matrix represents the actual diagnostics, 

whereas, each column of the matrix represents the predicted results. The results can be 

interpreted as follows 

The labels A, B, C, D, E and F denote ear disease classes. For example, A 

represents Acute Serous Otitis Media, B is Cholesteatoma, C is Chronic Serous Otitis 

Media, D is Conductive Hearing Loss, E is Otosclerosis and F is Sensorineural Hearing 

Loss. Performance of the Naïve bayes approach can be evaluated using numbers in the 

matrix. The examples of interpretations are:  

- Horizontal reading from diagnostic results for ear disease class A (Acute 

Serous Otitis Media) is 15 and the predicted result from the network is also 15. All 

records are predicted correctly. Thus, the accuracy percentage of class A is 100% 

- Horizontal reading from diagnostic results for ear disease class B 

(Cholesteatoma) is 11 and the predicted result from the network is also 11. All records 

are predicted correctly. Thus, the accuracy percentage of class B is 100%.  

- Horizontal reading from diagnostic results for ear disease class C (Chronic 

Serous Otitis Media) is 43 and the predicted result from the network is also 43. All 

records are predicted correctly. Thus, the accuracy percentage of class C is 100%.  

- Horizontal reading from diagnostic results for ear disease class D (Conductive 

Hearing Loss) is 10 and the predicted result from the network is also 10. All records are 

predicted correctly. Thus, the accuracy percentage of class D is 100%.  

- Horizontal reading from diagnostic results for ear disease class E 

(Otosclerosis) is 17 and the predicted result from the network is also 17. All records are 

predicted correctly. Thus, the accuracy percentage of class E is 100%.  

- Horizontal reading from diagnostic results for ear disease class F 

(Sensorineural Hearing Loss) is 7 and the predicted result from the network is also 7. All 

records are predicted correctly. Thus, the accuracy percentage of class F is 100%.  

It can be seen that the network correctly classified 102 records from a total test 

data set 102 records. The accuracy percentage is 100 %.  
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4.1.3 Training with Decision tree 

Acute Serous 

Otitis Media
Otorrhea

Sensoriesneural 

Hearing Loss
Otosclerosis

Conductive Hearing 

Loss

Tinnitus

NO YES

Cholesteatoma

NO YES

Chronic Serous Otitis 

Media

NO YES

BackEarBalgy

NO YES

AB Gap

YES

Speaking

NO

Figure 9: The result from training using decision tree on data set without PCA. 

 

Figure 9 shows the result from the training using decision tree. We can go 

through the decision tree as top-down approach until the leaf node is reached. For 

example, on top of the graph, if the value of BackEarBalgy in the test set is Yes, the 

result from predicting is Chronic Serous Otitis Media but if the value of BackEarBalgy is 

No,the attribute on the left (Tinnnitus) is considered instead. When the Tinnitus value in 

the test set is No, the predicted result is  Acute Serous Otitis Media but if the value of 

Tinnitus is Yes, Otorrhea is considered as the next attribute. Then when the Otorrhea 

value is Yes, AB Gap attribute is considered, if value of AB Gap attribute is Yes, the 

result from predicting is Conductive Hearing Loss, in the other hand, the result is 

Cholesteatoma. If the value of Otorrhea is No, Speaking attribute is considered. When 

the value of Speaking attribute is Yes, the result from predicting is Otosclerosis but if the 

value of Speaking attrubute is No, the predicted result is Sensoriesneural Hearing Loss. 

 

The training using GINI split method can be discuss as follows: 
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Step one: 

Attributes GINI Split  Attributes GINI Split 

BackEarBulgy 0.455197133  FacialPulsy 0.590890937 

RetractedEardrum 0.455197133  FindingTerm 0.622120645 

Confussion 0.455197133  KeratinMass 0.631329775 

Tinnitus 0.533892852  EarOdor 0.631329775 

Fever 0.533892852  AB_Gap 0.645252803 

Headache 0.538674991  Ototoxicity 0.650015361 

Vertigo 0.557665689  Speaking 0.659508234 

Dizziness 0.562135262  Hearing_Loss 0.659508234 

Trauma 0.567131319  Articulatory_Defect 0.659508234 

BalanceProblem 0.574809644  Otogia 0.659508234 

Infection 0.581274659  DeafandPregnancy 0.67358448 

Fullness 0.581486552  NoiseInduce 0.691770902 

FluidFillLevelHigh 0.585434995  EndocrineInduce 0.691770902 

Rhinitis 0.585434995  Heredity 0.69956408 

RedTempanicMembrane 0.585434995  Sex 0.726733324 

Bulging 0.585434995  Age 0.731252168 

Otorrhea 0.587476113  RuptureEardrum 0.751300728 

Table 4: Result of GINI split in step one 

 

Table 4 shows the GINI value calculated for each attribute. The values are 

shown in ascending order (lowest to highest). Generally, the best splitted attribute 

should be the attribute with the lowest GINI value. Therefore, attributes: BackEarBulgy, 

RetractedEardrum and Confussion can be choosen as the splitted attributes. Here, 

BackEarBulgy is selected as the best split for the first step.  
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Step two: 

Attributes GINI Split  Attributes GINI Split 

Tinnitus 0.541956882  AB_Gap 0.617251462 

FluidFillLevelHigh 0.541956882  Ototoxicity 0.627259259 

Rhinitis 0.541956882  Speaking 0.637891738 

Fever 0.541956882  Hearing_Loss 0.637891738 

RedTempanicMembrane 0.541956882  Articulatory_Defect 0.637891738 

Bulging 0.541956882  Otogia 0.637891738 

Infection 0.563408692  FindingTerm 0.659986505 

BalanceProblem 0.564194458  DeafandPregnancy 0.682336182 

Fullness 0.566113625  NoiseInduce 0.691327913 

Trauma 0.566113625  EndocrineInduce 0.691327913 

Dizziness 0.567397586  Heredity 0.703882195 

Vertigo 0.568773449  Sex 0.714583333 

FacialPulsy 0.568773449  Age 0.735000000 

Otorrhea 0.585218703  RuptureEardrum 0.783950617 

KeratinMass 0.597897898  RetractedEardrum 0.783950617 

EarOdor 0.597897898  Confussion 0.783950617 

Headache 0.599334357      

Table 5: Result of GINI split in step two 

 

 The coresponding GINI value for each attributed is recomputed. The results of 

GINI values for all attributes are shown in ascending order as Table 5. In generally, the 

splitted attribute is the one with the lowest GINI value. There are 6 attributes with the 

lowest value; Tinnitus, Fluidfilllevelhigh, Rhinitis, Fever, Redtempanicmembrane and 

Bulging. Here, Tinnitus attribute is chosen as the split attribute for the second step. 
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Step three: 

Attributes GINI Split  Attributes GINI Split 

Otorrhea 0.464918650  FacialPulsy 0.528629579 

Infection 0.464918650  Sex 0.603866382 

Headache 0.472582144  NoiseInduce 0.604098153 

KeratinMass 0.478782558  EndocrineInduce 0.604098153 

EarOdor 0.478782558  DeafandPregnancy 0.613297151 

Fullness 0.478782558  Heredity 0.621393035 

Trauma 0.478782558  Age 0.660999814 

BalanceProblem 0.484108538  FindingTerm 0.704668963 

AB_Gap 0.502393692  FluidFillLevelHigh 0.728001782 

Dizziness 0.502393692  Rhinitis 0.728001782 

Ototoxicity 0.516379640  Fever 0.728001782 

Speaking 0.528629579  RedTempanicMembrane 0.728001782 

Hearing_Loss 0.528629579  RuptureEardrum 0.728001782 

Articulatory_Defect 0.528629579  Bulging 0.728001782 

Vertigo 0.528629579  RetractedEardrum 0.728001782 

Otogia 0.528629579  Confussion 0.728001782 

Table 6 Result of GINI split in step three 

 

 Table 6 shows the GINI values that are re-calculated for all the corresponding 

attributes. From the results in table 6, Otorrhea gives the lowest GINI value. Therefore, 

this attribute is chosen as the split attribute in the third step.  
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Step four: 

Attributes GINI Split  Attributes GINI Split 

Speaking 0  Otorrhea 0.438276114 

Hearing_Loss 0  AB_Gap 0.438276114 

Articulatory_Defect 0  FluidFillLevelHigh 0.438276114 

Vertigo 0  KeratinMass 0.438276114 

Otogia 0  EarOdor 0.438276114 

FacialPulsy 0  Fullness 0.438276114 

BalanceProblem 0  Trauma 0.438276114 

Headache 0  Infection 0.438276114 

NoiseInduce 0.186393290  Rhinitis 0.438276114 

EndocrineInduce 0.186393290  Fever 0.438276114 

Sex 0.225225225  RedTempanicMembrane 0.438276114 

Heredity 0.225225225  RuptureEardrum 0.438276114 

DeafandPregnancy 0.337297297  Bulging 0.438276114 

Age 0.371968122  Dizziness 0.438276114 

Ototoxicity 0.412912913  RetractedEardrum 0.438276114 

FindingTerm 0.434034034  Confussion 0.438276114 

Table 7: Result of GINI split in step four 

 

 Table 7 shows the GINI values that are re-computed for their corresponding 

attributes. It can be seen that 8 attributes: Speaking, Hearing_loss, Ariculatory_Defect, 

Vertigo, FacialPulsy, BalanceProblem and Headache gave the lowest GINI value. Here, 

speaking is chosen as the split attribute in the forth step. 
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Step five: 

Attributes GINI Split  Attributes GINI Split 

AB_Gap 0  Articulatory_Defect 0.497777778 

Ototoxicity 0  Vertigo 0.497777778 

KeratinMass 0  FluidFillLevelHigh 0.497777778 

EarOdor 0  Otogia 0.497777778 

Fullness 0  FacialPulsy 0.497777778 

Trauma 0  Heredity 0.497777778 

BalanceProblem 0  DeafandPregnancy 0.497777778 

Dizziness 0  Infection 0.497777778 

Headache 0  Rhinitis 0.497777778 

Age 0.311111111  Fever 0.497777778 

FindingTerm 0.384000000  RedTempanicMembrane 0.497777778 

Sex 0.444444444  RuptureEardrum 0.497777778 

Otorrhea 0.497777778  Bulging 0.497777778 

Hearing_Loss 0.497777778  RetractedEardrum 0.497777778 

NoiseInduce 0.497777778  Confussion 0.497777778 

EndocrineInduce 0.497777778      

Table 8: Result of GINI split in step five 

 

 Table 8 shows the GINI value in ascending order for each attribute. Here 

AB_Gap attribute is chosen as the split attribute in the fifth step. 
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   Prediction result 

  A B C D E F 

D
ia

gn
os

is
 re

su
lt 

A 15 0 0 0 0 0 

B 0 11 0 0 0 0 

C 0 0 43 0 0 0 

D 0 0 0 10 0 0 

E 0 0 0 0 17 0 

F 0 0 0 0 0 7 

Table 9: Confusion matrix of decision tree is trained on data set without PCA. 

 

 Table 9 illustrates the confusion matrix from decision tree. The result can be 

interpreted as follows: 

The labels A, B, C, D, E and F denote ear disease classes. For example, A 

represents Acute Serous Otitis Media, B is Cholesteatoma, C is Chronic Serous Otitis 

Media, D is Conductive Hearing Loss, E is Otosclerosis and F is Sensorineural Hearing 

Loss. Performance of the Naïve Bayes approach can be evaluated using numbers in the 

matrix. The examples of interpretations are:  

- Horizontal reading from diagnostic results for ear disease class A (Acute 

Serous Otitis Media) is 15 and the predicted result from the network is also 15. All 

records are predicted correctly. Thus, the accuracy percentage of class A is 100% 

- Horizontal reading from diagnostic results for ear disease class B 

(Cholesteatoma) is 11 and the predicted result from the network is also 11. All records 

are predicted correctly. Thus, the accuracy percentage of class B is 100%.  

- Horizontal reading from diagnostic results for ear disease class C (Chronic 

Serous Otitis Media) is 43 and the predicted result from the network is also 43. All 

records are predicted correctly. Thus, the accuracy percentage of class C is 100%.  

- Horizontal reading from diagnostic results for ear disease class D (Conductive 

Hearing Loss) is 10 and the predicted result from the network is also 10. All records are 

predicted correctly. Thus, the accuracy percentage of class D is 100%.  
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- Horizontal reading from diagnostic results for ear disease class E 

(Otosclerosis) is 17 and the predicted result from the network is also 17. All records are 

predicted correctly. Thus, the accuracy percentage of class E is 100%.  

- Horizontal reading from diagnostic results for ear disease class F 

(Sensorineural Hearing Loss) is 7 and the predicted result from the network is also 7. All 

records are predicted correctly. Thus, the accuracy percentage of class F is 100%.  

It can be seen that the network correctly classified 102 records from a total test 

data set 102 records. The accuracy percentage is 100 %.  

 

4.2 Experiments with Principal component analysis (PCA) 

The PCA technique has been utilized to reduce number of input attributes. The 

reduction details can be seen in Appendix C. After the PCA process, there are 14 

attributes, namely AB Gap, BackEarBulgy, BalanceProblem, Confussion, FacialPulsy, 

Fever, Fullness, Hearing Loss, Otogia, Otorrhea, Ototoxicity, RetractedEardrum, 

Speaking and Vertigo are employed as input attributes. In other words, these attributes 

are main symptoms used as input. 

The data set used in all techniques (Artificial neural network, Naïve bayes, and 

Decision tree) is divided into 2 groups: train set and test set. The ratio is 60:40. 

 

4.2.1 Training with  Artificial neural network with PCA 

The ANN is simulated using Matlab. The learning rate and momentum of training 

the network is set to 0.1. The value 0.1 is obtained from experimental results that are 

expected to give the optimal result. 



37 

 
Figure 10: Neural network is trained on data set with PCA. 

 

 Figure 10 shows the result of training the network using Matlab. Here, the 

network architecture is 15-6-6. The first number 15 is the number of input nodes which is 

14 including class attribute. The second number 6 is the number of hidden nodes. The 

third number 6 is the number of output nodes or number of classes.  
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  Prediction result 

  A B C D E F 

D
ia

gn
os

is
 re

su
lt 

A 15 0 0 0 0 0 

B 0 11 0 0 0 0 

C 0 0 43 0 0 0 

D 0 0 0 10 0 0 

E 0 0 0 0 17 0 

F 0 0 0 0 0 7 

Table 10: Confusion matrix of neural network is trained on data set with PCA. 

 

 The confusion matrix in table 10 prediction result by the artificial neural network. 

The discussion is as follows:  

- Horizontal reading from diagnostic results for ear disease class A (Acute 

Serous Otitis Media) is 15 and the predicted result from the network is also 15. All 

records are predicted correctly. Thus, the accuracy percentage for class A is 100% 

- Horizontal reading from diagnostic results for ear disease class B 

(Cholesteatoma) is 11 and the predicted result from the network is also 11. All records 

are predicted correctly. Thus, the accuracy percentage for class B is 100%.  

- Horizontal reading from diagnostic results for ear disease class C (Chronic 

Serous Otitis Media) is 43 and the predicted result from the network is also 43. All 

records are predicted correctly. Thus, the accuracy percentage for class C is 100%.  

- Horizontal reading from diagnostic results for ear disease class D (Conductive 

Hearing Loss) is 10 and the predicted result from the network is also 10. All records are 

predicted correctly. Thus, the accuracy percentage for class D is 100%.  

- Horizontal reading from diagnostic results for ear disease class E 

(Otosclerosis) is 17 and the predicted result from the network is also 17. All records are 

predicted correctly. Thus, the accuracy percentage for class E is 100%.  

- Horizontal reading from diagnostic results for ear disease class F 

(Sensorineural Hearing Loss) is 7 and the predicted result from the network is also 7. All 

records are predicted correctly. Thus, the accuracy percentage for class F is 100%.  
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4.2.2 Training with Naïve Bayes with PCA 

From the previous experiment using NN between topic 4.1.1 with data set 

without PCA   and 4.2.1 with data set with PCA, both experimental results are the same 

even though the dimention is not the same. Now, Naïve bayes is used as training 

algorithm  for the experiment. 

  Prediction result 

  A B C D E F 

D
ia

gn
os

is
 re

su
lt 

A 15 0 0 0 0 0 

B 0 11 0 0 0 0 

C 0 0 43 0 0 0 

D 0 0 0 10 0 0 

E 0 0 0 0 17 0 

F 0 0 0 0 0 7 

Table 11: Confusion matrix of naïve bayes is trained on data set with PCA  

 

 Table 11 displays the results using NB on data set with PCA technique. The 

confusion matrix table can be interpreted as follows: 

- Horizontal reading from diagnostic results for ear disease class A (Acute 

Serous Otitis Media) is 15 and the predicted result from the network is also 15. All 

records are predicted correctly. Thus, the accuracy percentage for class A is 100% 

- Horizontal reading from diagnostic results for ear disease class B 

(Cholesteatoma) is 11 and the predicted result from the network is also 11. All records 

are predicted correctly. Thus, the accuracy percentage for class B is 100%.  

- Horizontal reading from diagnostic results for ear disease class C (Chronic 

Serous Otitis Media) is 43 and the predicted result from the network is also 43. All 

records are predicted correctly. Thus, the accuracy percentage for class C is 100%.  

- Horizontal reading from diagnostic results for ear disease class D (Conductive 

Hearing Loss) is 10 and the predicted result from the network is also 10. All records are 

predicted correctly. Thus, the accuracy percentage for class D is 100%.  
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- Horizontal reading from diagnostic results for ear disease class E 

(Otosclerosis) is 17 and the predicted result from the network is also 17. All records are 

predicted correctly. Thus, the accuracy percentage for class E is 100%.  

- Horizontal reading from diagnostic results for ear disease class F 

(Sensorineural Hearing Loss) is 7 and the predicted result from the network is also 7. All 

records are predicted correctly. Thus, the accuracy percentage for class F is 100%.  

  

4.2.3 Training with Decision tree with PCA 

Otorrhea
Acute Serous Otitis 

Media

Sensoriesneural 

Hearing Loss
Otosclerosis

Conductive Hearing 

Loss

Fever

NO YES

Cholesteatoma

NO YES

Chronic Serous Otitis 

Media

NO YES

BackEarBalgy

NO YES

AB Gap

YES

Speaking

NO

 Figure 11: The result from training using decision tree on data set with PCA. 

 

Figure 11 shows the result from the training using decision tree. We can go 

through the decision tree as the top-down approach until the leaf node is reached. For 

example, at the root node of the graph, if the BackEarBalgy attribute value is "YES", the 

predicting result is Chronic Serous Otitis Media class. However, if the value of the 

attribute BackEarBalgy is "NO", and the Fever attribute value is "NO". Then, the 

predicted class is Otorrhea. If attribute BackEarBalgy value is "NO", and the Fever 

attribute value is "YES", then the class is Acute Serous Otitis Media. The interpretation 

goes on in this manner until the leave nodes predicted class are reached. 
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The training using GINI split method can be discuss as follows: 

 

Step one: 

Attributes GINI Split 

BackEarBulgy 0.455197133 

Confussion 0.455197133 

RetractedEardrum 0.455197133 

Fever 0.533892852 

Vertigo 0.557665689 

BalanceProblem 0.574809644 

Fullness 0.581486552 

Otorrhea 0.587476113 

FacialPulsy 0.590890937 

AB Gap 0.645252803 

Ototoxicity 0.650015361 

Hearing Loss 0.659508234 

Otogia 0.659508234 

Speaking 0.659508234 

Table 12: Result of GINI split in step one 

 

Table 12 shows the GINI value calculated for each attribute. The values are 

shown in ascending order (lowest to highest). Generally, the splitted attribute should be 

the attribute with the lowest GINI value. Therefore, attributes: BackEarBulgy, Confusion 

and RetractedEardrum can be choosen as the splitted attributes. Here, BackEarBulgy is 

selected.  
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Step two: 

Attributes GINI Split 

Fever 0.541956882 

BalanceProblem 0.564194458 

Fullness 0.566113625 

Vertigo 0.568773449 

FacialPulsy 0.568773449 

Otorrhea 0.585218703 

AB Gap 0.617251462 

Ototoxicity 0.627259259 

Speaking 0.637891738 

Hearing Loss 0.637891738 

Otogia 0.637891738 

RetractedEardrum 0.783950617 

Confussion 0.783950617 

Table 13 : Result of GINI split in step two 

 

The coresponding GINI value for each attributed is recomputed. The results of 

GINI values for all attributes are shown in ascending order as Table 13. In generally, the 

splitted attribute is the one with the lowest GINI value. Fever is the attribute with the 

lowest value. Therefore, Fever attribute is chosen as the split attribute. 
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Step three: 

Attributes GINI Split 

Otorrhea 0.46491865 

Fullness 0.478782558 

BalanceProblem 0.484108538 

AB Gap 0.502393692 

Ototoxicity 0.51637964 

Speaking 0.528629579 

Hearing Loss 0.528629579 

Vertigo 0.528629579 

Otogia 0.528629579 

FacialPulsy 0.528629579 

RetractedEardrum 0.728001782 

Confussion 0.728001782 

Table 14 : Result of GINI split in step three 

 

Table 14 shows the GINI values that are re-calculated for all the corresponding 

attributes. From the results in table 14, Otorrhea gives the lowest GINI value. Therefore, 

this attribute is chosen as the split attribute.  
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Step four: 

Attributes GINI Split 

Speaking 0 

BalanceProblem 0 

Hearing Loss 0 

Vertigo 0 

Otogia 0 

FacialPulsy 0 

Ototoxicity 0.412912913 

Fullness 0.438276114 

AB Gap 0.438276114 

RetractedEardrum 0.438276114 

Confussion 0.438276114 

Table 15 : Result of GINI split in step four 

 

Table 15 shows the GINI values that are re-computed for their corresponding 

attributes. It can be seen that 6 attributes: Speaking, BalanceProblem, Hearing loss, 

Vertigo, Otogia, and FacialPulsy gave the lowest GINI value. Here, speaking is chosen 

as the split attribute. 
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Step five: 

Attributes GINI Split 

AB Gap 0 

BalanceProblem 0 

Ototoxicity 0 

Fullness 0 

Hearing Loss 0.497777778 

Vertigo 0.497777778 

Otogia 0.497777778 

FacialPulsy 0.497777778 

RetractedEardrum 0.497777778 

Confussion 0.497777778 

Table 16 : Result of GINI split in step five 

 

 Table 16 shows the GINI value for each attribute in ascending order. Here AB 

Gap attribute is chosen as the split attribute. 

  

  Prediction result 

  A B C D E F 

D
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A 15 0 0 0 0 0 

B 0 11 0 0 0 0 

C 0 0 43 0 0 0 

D 0 0 0 10 0 0 

E 0 0 0 0 17 0 

F 0 0 0 0 0 7 

Table 17: Confusion matrix of decision tree is trained on data set with PCA 

 

 Table 17 illustrates the confusion matrix from decision tree. The result can be 

interpreted as follows: 
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The labels A, B, C, D, E and F denote ear disease classes. For example, A 

represents Acute Serous Otitis Media, B is Cholesteatoma, C is Chronic Serous Otitis 

Media, D is Conductive Hearing Loss, E is Otosclerosis and F is Sensorineural Hearing 

Loss. Performance of the Naïve bayes approach can be evaluated using numbers in the 

matrix. The examples of interpretations are:  

- Horizontal reading from diagnostic results for ear disease class A (Acute 

Serous Otitis Media) is 15 and the predicted result from the network is also 15. All 

records are predicted correctly. Thus, the accuracy percentage of class A is 100% 

- Horizontal reading from diagnostic results for ear disease class B 

(Cholesteatoma) is 11 and the predicted result from the network is also 11. All records 

are predicted correctly. Thus, the accuracy percentage of class B is 100%.  

- Horizontal reading from diagnostic results for ear disease class C (Chronic 

Serous Otitis Media) is 43 and the predicted result from the network is also 43. All 

records are predicted correctly. Thus, the accuracy percentage of class C is 100%.  

- Horizontal reading from diagnostic results for ear disease class D (Conductive 

Hearing Loss) is 10 and the predicted result from the network is also 10. All records are 

predicted correctly. Thus, the accuracy percentage of class D is 100%.  

- Horizontal reading from diagnostic results for ear disease class E 

(Otosclerosis) is 17 and the predicted result from the network is also 17. All records are 

predicted correctly. Thus, the accuracy percentage of class E is 100%.  

- Horizontal reading from diagnostic results for ear disease class F 

(Sensorineural Hearing Loss) is 7 and the predicted result from the network is also 7. All 

records are predicted correctly. Thus, the accuracy percentage of class F is 100%.  

It can be seen that the network correctly classified 103 records from a total test 

data set 103 records. The accuracy percentage is 100 %.  

  

4.3 Experiments with the Cross-Validation 

Cross-Validation algorithm is a technique, in which the objective is to decrease 

the error from prediction by splitting the raw data set into k-fold. One of them is selected 

as the test set and others are the training set. Repeat the process by choosing different 

test set. The process is stop when we reach k test set. 
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 The error from experiments are then summed and divided by numbers of folds. 

Here, k is equal to 10. Repeat the experiments for each learning algorithm. The 

accuracy of the learning algorithm will be obtained. 

 

4.3.1 Training with  Artificial neural network 

Number of test set Accuracy percentage 

1st 100.00% 

2nd 100.00% 

3rd 100.00% 

4th 100.00% 

5th 100.00% 

6th 100.00% 

7th 100.00% 

8th 100.00% 

9th 100.00% 

10th 100.00% 

CV. 100.00% 

Table 18: The result from training using Artificial Neural Network with Cross-Validation 

 

 Table 18 displays the accuracy percentage of training the neural network with 

cross-validation. The accuracy percentage is 100% for all simulations. Note that, the 

network architecture is 35-12-6. The learning rate and momentum are set to 0.1. The 

activation function is sigmoid function 
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4.3.2 Training with Naïve Bayes 

Number of test set Accuracy percentage 

1st 100.00% 

2nd 100.00% 

3rd 100.00% 

4th 100.00% 

5th 100.00% 

6th 100.00% 

7th 100.00% 

8th 100.00% 

9th 100.00% 

10th 100.00% 

CV. 100.00% 

Table 19: The result using Naïve bayes learning algorithm with Cross-Validation 

 

In this section, the 10 folds cross-validation is applied with Naïve Bayes learning 

algorithm. Table 19 shows the accuracy percentage for each simulation. It can be seen 

that each simulation has reach 100% accuracy in the same manner as training with 

neural network. 
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4.3.3. Training using Decision tree  

Number of test set Accuracy percentage 

1st 100.00% 

2nd 100.00% 

3rd 100.00% 

4th 100.00% 

5th 100.00% 

6th 100.00% 

7th 100.00% 

8th 100.00% 

9th 100.00% 

10th 100.00% 

CV. 100.00% 

Table 20: The result from training using Decision Tree with Cross-Validation 

 

Decision tree algorithm with 10 fold cross-validations is run. Table 20 shows the 

accuracy percentage for each simulation. The accuracy percentage for each simulation 

can reach 100% 

 



 

CHAPTER 5 

CONCLUSION DISCUSSION AND FUTURE WORK 

 
5.1  Conclusion and Discussion 

 Diagnosis is important in medical process, the purpose is to classify the main 

symptom of diseases and suggest the correct treatment to the clinicians. The 

experimental results illustrate that techniques can be used this framework as a tool to 

assist the physicians in predicting the disease class from the basic signs and 

symptoms.  

 These three methodologies illustrate the potential for medical diagnosis. The 

result of classifying ear diseases is very encouraging with a hundred percent accuracy 

for all three techniques.  

 All patients in this study are severe cases so the clinician needs to provide the 

surgery treatment. Therefore, the diagnosis stages are very critical for the patients. The 

clinician expects the high accuracy result from this study. The experimental results in 

this study could be used as useful information for medical decision support. 

 

Three main issues should be mentioned are: 

 Comparing three input data sets 

 Comparing three learning algorithms 

 Commenting about Matlab 

 

5.1.1 Comparing three input data sets (original data set, with PCA, with cross-

validation) 

The original data set consists of 34 input attributes but it can be effectively 

reduced to 14 input attributes using the principal component analysis. The experimental 

results are still 100% accuracy. Principal component analysis technique gives the 

advantage in this study. However, there is no additional advantage from cross-validation 

since the classification results have already reach 100% accuracy before applying the 

cross-validation technique.  

 



51 

 

5.1.2 Comparing three learning algorithms 

Artificial neural networks have been succeeded in applying with various 

applications including classifying chief complaint in ear diseases [41]. However, training 

the network can be very slow. In addition, there are many parameters involved in the 

training such as momentum, learning rate, activation function and number of hidden 

nodes. Choosing the parameters which give the optimal results are tedious and time 

consuming.  

For Naïve Bayes, the computations are much simpler than the neural networks. 

The training took less time than training the network. However, the accuracy 

performance is the same as the network in this study. Both algorithms results in 100% 

accuracy.  

For decision tree, the algorithm is straight forward. To choose the split attribute, 

the GINI index for each attribute must be recomputed in each iteration. The result from 

training using decision tree algorithm is a tree-like graph. The graph shows the decision, 

their possible consequences and outcomes. Surprisingly, the tree-like graph that 

obtained from the experiment is the same as the treatment decision made by the IPD 

clinicians. 

 

5.1.3 Commenting about Matlab 

Matlab is a programming application for algorithm development, data analysis, 

image processing and numerical computation. The latest version (R20112a) of Matlab 

was selected as the experimental tool. This version has many wizards and tools to 

support users for instance nnstart, cvpartition and NaiveBayes.fit. The users should have 

some experiences in programming so that they can develop or adjust the desired 

algorithms. The coding is shown in appendix B. Results from Matlab can be displayed in 

the form of graph and image. 

 

5.2  Future work 

The medical diagnosis acts as a process of finding the possible disease. The 

clinicians try to use their knowledge and experience to determine the correct disease 
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from signs and symptoms occurred. The hypothesis of disease is very critical mainly 

depending on the physician‘s analysis and vision. In some cases, the wrong diagnosis 

leads to the wrong treatments which are very risky for patients’ health being or life. 

This research is still at its beginning. The data set consists of only adult patients 

whose ages are over 15 years old. The classification of ear diseases in children patients 

are still remains. It is very difficult to get the correct symptoms from children because 

these young patients cannot explain or define their signs or symptoms clearly.  

 For future work, some other techniques will be explored and compared. It is 

interesting to see whether the accuracy percentage is still reach 100% when the number 

of class is increased. 
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APPENDIX A 

INTRODUCTION TO MATLAB 

 

Introduction 

Matlab is a tool for doing numerical computations with matrices and vectors. It can also 

display information graphically. 

 

Definition of Variables 

Variables are assigned numerical values by typing the expression directly, for example, 

typing: 

a = 1+2 

ans: a = 3 

 

The answer will not be displayed when a semicolon is put at the end of an expression, 

for example type a = 1+2; 

 

MATLAB utilizes the following arithmetic operators:  

 + addition  

 - subtraction  

 * multiplication  

 / division  

 ^ power operator  

 ' transpose  

A variable can be assigned using a formula that utilizes these operators and either 

numbers or previously defined variables. For example, since was defined previously, the 

following expression is valid: 

b = 2*a; 

To determine the value of a previously defined quantity, type the quantity by itself: 

b 

ans: b = 6 
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If your expression does not fit on one line, use an ellipsis (three or more periods at the 

end of the line) and continue on the next line. 

c = 1+2+3+...  

5+6+7;  

There are several predefined variables which can be used at any time, in the same 

manner as user-defined variables:  

 i sqrt(-1)  

 j sqrt(-1)  

 pi 3.1416...  

For example: 

y= 2*(1+4*j) 

ans: y = 2.0000 + 8.0000i 

There are also a number of predefined functions that can be used when defining a 

variable. Some common functions that are: 

 abs magnitude of a number (absolute value for real numbers)  

  angle angle of a complex number, in radians  

 cos cosine function, assumes argument is in radians  

 sin sine function, assumes argument is in radians  

 exp exponential function  

For example, with y defined as above: 

c = abs(y) 

ans: c = 8.2462 

c = angle(y) 

ans: c = 1.3258 

With a=3 as defined previously, 

c = cos(a) 

ans: c = -0.9900 

c = exp(a) 

ans: c = 20.0855 
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Note that exp can be used on complex numbers. For example, with y = 2+8i as defined 

above, 

c = exp(y) 

ans: c = -1.0751 + 7.3104i 

which can be verified by using Euler's formula: 

c = exp(2)cos(8) + je(exp)2sin(8) 

 

Definition of Matrices 

MATLAB is based on matrix and vector algebra; even scalars are treated as 1x1 

matrices. Therefore, vector and matrix operations are as simple as common calculator 

operations. 

Vectors can be defined in two ways. The first method is used for arbitrary elements: 

v = [1 3 5 7]; 

creates a 1x4 vector with elements 1, 3, 5 and 7. Note that commas could have been 

used in place of spaces to separate the elements. Additional elements can be added to 

the vector: 

v(5) = 8; 

ans: v = [1 3 5 7 8].  

Previously defined vectors can be used to define a new vector. For example, with v 

defined above 

a = [9 10];  

b = [v a];  

creates the vector b = [1 3 5 7 8 9 10]. 

The second method is used for creating vectors with equally spaced elements: 

t = 0:.1:10;  

creates a 1x101 vector with the elements 0, .1, .2, .3,...,10. Note that the middle number 

defines the increment. If only two numbers are given, then the increment is set to a 

default of 1: 

k = 0:10; 

creates a 1x11 vector with the elements 0, 1, 2, ..., 10. 

Matrices are defined by entering the elements row by row: 
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M = [1 2 4; 3 6 8]; 

creates the matrix 

There are a number of special matrices that can be defined: 

 null matrix:  M = [ ];  

 nxm matrix of zeros:  M = zeros(n,m);  

 nxm matrix of ones:  M = ones(n,m);  

 nxn identity matrix:  M = eye(n);  

A particular element of a matrix can be assigned: 

M(1,2) = 5; 

places the number 5 in the first row, second column. 

Operations and functions that were defined for scalars in the previous section can also 

be used on vectors and matrices. For example, 

a = [1 2 3];  

b = [4 5 6];  

c = a + b  

ans:  c =  5  7   9  

Functions are applied element by element. For example, 

t = 0:10;  

x = cos(2*t);  

creates a vector x with elements equal to cos(2t) for t = 0, 1, 2, ..., 10. 

Operations that need to be performed element-by-element can be accomplished by 

preceding the operation by a ".". For example, to obtain a vector x that contains the 

elements of x(t) = tcos(t) at specific points in time, you cannot simply multiply the vector 

t with the vector cos(t). Instead you multiply their elements together: 

t = 0:10;  

x = t.*cos(t); 

 

 



 

APPENDIX B 

CODING 

 

I. Artificial Neural Network [42] 

% Clear all parameters 

  clear; 

clc; 

  

% attribute 

a = xlsread('ND_ANN.xls', 1, 'A2:AH258'); 

  

% class 

c = xlsread('ND_ANN.xls', 1, 'AI2:AI258'); 

c_newff = xlsread('ND_ANN.xls', 1, 'AJ2:AO258'); 

  

% partition training and test set 

holdout = cvpartition(c,'holdout',0.6); % 60 percent 

  

% training and test attribute 

training_attribute = a(holdout.training,:)'; 

test_attribute = a(holdout.test,:)'; 

  

% training and test class 

training_class = c_newff(holdout.training,:)'; 

test_class = c_newff(holdout.test,:)'; 

  

% set inputs and training 

inputs = training_attribute;  

  targets = training_class; 
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% set hidden node 

hidden_node = 12;  

  

% set epochs 

num_epochs = 10000;  

  

% set minimum error 

min_error = 0.001;   

  

% set learning rate 

learning_rate = 0.1; 

 

% set momentum  

momentum = 0.1;  

  

net = newff(inputs, targets, hidden_node, {'tansig', 'tansig'}, 'traingdm'); 

  

% set training 

net.divideParam.trainRatio = 1;  

net.divideParam.valRatio = 0; 

net.divideParam.testRatio = 0; 

  net.trainParam.epochs = num_epochs;  

net.trainParam.min_grad = min_error; 

net.trainParam.lr = learning_rate; 

net.trainParam.mc = momentum; 

  

[net, tr] = train(net,test_attribute,test_class); 

  outputs = net(inputs); 

  [err, cm] = confusion(targets, outputs) 
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II. Naïve bayes [43] 

% clear all parameters 

clear; 

clc; 

  

% attribute  

a = xlsread('ND.xls', 1, 'A2:AH258'); 

  

% class 

[num, txt, raw] = xlsread('ND.xls', 1, 'AI2:AI258'); 

c = txt; 

  

% partition training and test set 

holdout = cvpartition(c,'holdout',0.4); % 40 percent 

  

% training and test attribute 

training_attribute = a(holdout.training,:); 

test_attribute = a(holdout.test,:); 

  

% training and test class 

training_class = c(holdout.training,:); 

test_class = c(holdout.test,:); 

  

%nb = NaiveBayes.fit(training_attribute, training_class, 'Distribution', 'mvmn'); 

nb = NaiveBayes.fit(training_attribute, training_class, 'Distribution', 'kernel'); 

  

% predict 

nb_predict = nb.predict(test_attribute); 

  

% confusion matrix 

nb_cmatrix = confusionmat(test_class, nb_predict) 
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III. Decision Tree [44] 

% Clear all parameters 

clear; 

clc; 

  

% attribute  

a = xlsread('ND.xls', 1, 'A2:AH258'); 

  

% class 

[num, txt, raw] = xlsread('ND.xls', 1, 'AI2:AI258'); 

c = txt; 

  

% partition training and test set 

holdout = cvpartition(c,'holdout',0.4); % 40 percent 

  

% training and test attribute 

training_attribute = a(holdout.training,:); 

test_attribute = a(holdout.test,:); 

  

% training and test class 

training_class = c(holdout.training,:); 

test_class = c(holdout.test,:); 

  

% show tree Field name 

t = classregtree(training_attribute, training_class); 

view(t); 

  

% add field name  

names_value = {'Sex', 'Age', 'Otorrhea', 'Speaking', 'Tinnitus', ... 

'AB Gap', 'Hearing Loss', 'Ototoxicity', 'NoiseInduce', 'EndocrineInduce', ... 

'Articulatory Defect', 'Vertigo', 'FluidFillLevelHigh', 'Otogia', 'FacialPulsy', ... 
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'KeratinMass', 'EarOdor', 'Fullness', 'Trauma', 'FindingTerm', ... 

'Heredity', 'DeafandPregnancy', 'Infection', 'Rhinitis', 'Fever', ... 

'RedTempanicMembrane', 'RuptureEardrum', 'Bulging', 'BalanceProblem', … 

'Dizziness', 'Headache', 'BackEarBulgy', 'RetractedEardrum', 'Confussion'}; 

t = classregtree(training_attribute, training_class, 'names', names_value); 

view(t); 

  

% predict 

predict = eval(t, test_attribute); 

  

% confusion matrix  

t_cmatrix = confusionmat(test_class, predict)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

APPENDIX C 

Principal Component Analysis 

 

 In this research, we run the PCA by SPSS Clementine version 12.0  which it is 

the latest version. We will show how, as the following; 

 
Figure 12: Clementine main application window 

  

To start the application, choose Clementine 12.0 from the SPSS Inc program 

group on the Windows Start menu. 
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Figure 13: set the parameter  

  

From figure 13, we select type of file from Sources tab then select PCA Factor 

from modeling tab. 

 
Figure 14: result from PCA  

 

 From figure 14, we run the PCA then the result will show in the right hand side. If 

we want to see the result, double click on the icon PCA Factor. The window PCA Factor 

will show on screen. 
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 On the PCA Factor table, we will get 5 components which get the accumulative 

percentage is 89.828%.  

 
Figure 15: detail of 5 components 

 

 From the figure 15, if we scroll down from figure15, we will see the detail of those 

components which the first column is the attribute name and component column is the 

value from PCA algorithm.  

 
Figure 16: analyze the 5 components 

 

 From the figure 16, we export the detail of 5 components to spreadsheet. We 

sort by descending. We consider only the positive result and select the higher value. In 

this cast, we select the value more over 0.6 which 14 attributes were selected.  
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