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Modification of the Constrained Hung-Turner Beam-Forming Algorithm for improving
directional array performance using Phase-Independent Derivative Constraint
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Abstract

This paper proposes a modification of the constrained
Hung-Turner beamforming algorithm for improving
directional array performance especially in the case of an
inappropriate reference point selection that can result an
undesirably high side lobe beam former response. This
modification can be achieved by using a_phase-
independent derivative constraint. The computer
simulations show that the proposed algorithm provides
the significant improvement of the directional arpay
performance in comparison with the Hung-Turner and
the constrained Hung-Turner algorithm.

Index Terms- Hung-Turner algorithm, derivative constraint,
phase-independent derivative constraint

Introduction

Most array-processing algorithms concern with- .

jammer suppression problem. The Hung-Turner beam
forming [1] and an improved version, conventional
derivative constrained Hung—Tuner beam formmg [2], are the
efficient algorithms for jammer suppression. The attractive
advantages of involving the conventional derivative

constraint with the jammer directions leading to the

constrained Hung-Turmner algorithm [2]; as_a result, the

For the conventional Hung-Tumer algorithm, the optimal
weight vector will be found by maximizing the antenna gain
toward the desired direction and nulling toward each jammer
direction.

2

-
nafoy
W E

(1.1)
‘siubjecno wia®)=0 ,for k=1, - ,L  (1.2)

and wow=l (1.3)

L . T
a@){l, A ,e—J(M—l)E} TR,

£ {é%dsin(e) 3)

asfé.g(é):GS) “4)

jammer suppression level can be improved merrfhm—ﬂre—!(efiﬁ"'(&‘ﬁk) ©)

conventional Hung—Tuner algorithm.

The suppressmn level of the constrained Hung-
Turner algorithm is well considerable, however, the high
side-lobe can occur due to an inappropriate reference point
selection of jammer [3]. This problem can be reduced by
replacing the conventional derivative ¢onstraint with phase-
independent derivative constraint, which' the high-side-lobe
problem will be evaluated while the substantial suppression
of the jammer is still maintained. In this paper, we explored
three schemes, the conventional “Hung-Tumér; ‘constrained
Hung-Turner and the proposed schemes.

Conventional Hung-Turner and constrained
Hung-Turner algorithm

We assume below the array manifold of uniform
linear array with the M elements is available and the number
of element is larger than the number of jammer. The jammer
waveforms are mutually and temporally uncorrelated. In
addition, the single desired direction had to be known priori.

where 85 1s the desired direction, 0y is the jammer

direction, H denotes Hermitian transposition, w is the
optimal.weight vector;, L is, the.number of jammers, a(9) is
the steering vector, T denotes Transposition, d is a distance
between two adjacent elements and A is a wavelength. The
solution of (1) is.given by [2] as follow:

1 L

w=——on—_pya; eC" (6)
allpda,

P =1-aaHa)laH MM 0

A=_[a(el) a(6) a(0p)] ecMt ®)



where Ais the jammer wave front matrix, PAL is the

orthogonal complement of A .

The constrained Hung-Tumer algorithm is. a
modification of the conventional Hung-Tumer algorithm
with conventional derivative constraint. The optimal weight
vector provides the sharp null more flat in the directional
pattern toward jammer direction. Using the analogy with the
conventional Hung-Turner algorithm, the formulation of the
constrained Hung-Tumer algorithm is given by:

2
max"wHas ©.1)
w E
subject to an(ek)=0 , fork=1, -« |L 9.2)
" { wHa(e) }
k=1 .. ™9
_ =0 ’ "
ag" o =9k for{n =1, ’TTI 9:3)

and wHw=l /,(94)

where N is the number of derivative order. The 7'2tiye

term of (9.3) can be rewritten as:

i
.

wHD"a(0))=0
I

where D =diag{0,1,2,..,.M -1} ’,‘(1 1)
!

The solution of (9) is given by [2] as follow:

3
w=;P§LaSECMXI ol
\,a?l’é‘as -
Py =1-B@B"B)'BH e CMM . (13)
B=[A DA - DNA]GCM‘L‘N“) (14)

The conventional derivative constraint as (9.3) can provide
the flat main-beam responsé but it may result in the high
side-lobe level. This phenomenon comes from the ‘fact that
the conventional derivative " constraint includes both
magnitude and phase of signals to its constraint. The high
side-lobe level occurs due to the phase constraint. Because
the phase response of the beam former output is controlled
by the phase references. If we choose the inappropriate phase
references for evaluation, we will encounter this problem
automatically, due to the fact that the appropriate phase
references cannot be easily obtained and may depend on the
signal environment.

F
’ | |
£ aoy,

.
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An altemative way to control the beam former output
response without constraining the phase response is to
constraint the derivatives of the power response. Since the
power response and its derivative are invariant to the phase
references

Proposed algortithm:
Modification of constrained Hung-Turner using
phase independent derivative constraint

The proposed algorithm modifies cost function of
constrained Hung — Tumner by changing from zero to ¢.The
concept of this modification is that

"4 2
raixpa | (15.1)
W a3
- . H
‘subjectio  wa(0y)=¢, fork=1, - ,L (15.2)
ll n
a"p(e 1 .
| OO o, for{ <k oL (15.3)
‘agn 9=6k n=1, -+ ,N
7 oand Awhivie1 (15.4)

fwheré};qe Rand ¢ - 0In (15.3), P(e) is the power response
" of the beam former given by:

= Jl".‘.»
o
J—._I,I‘ LY =

Y, g _"‘J‘_'_

" Then the first order deriv'é_tilyes of P(6) when 0 =6, can be

.
2 »(6) o i !
% 6=ek—2Re{wﬂa§ka (6, )W} = 2eRefw )
a7)
where ag A 0 2(6) ’
k =0t 0=0)
- ra i _ —J(m-l)gk oy
=[)(m=1)e ‘ oM 1 0®

Re{}is real operator . The nonlinear derivative constraint

problem in (17) can be converted to a linearly constrained
problem by converting the complex valued problem to a real
value problem [4]. The new real valued matrices are formed
from the original complex valued matrix in the following
manner:



_ [ Re{w} 2Mx1
wg = _lm{w}] eR (19)
[Re{(-i) a(0})}
a = 20
SR T mi-) a(ek)}] =
_|D © 2Mx2M
c-[o D] R @1

where wpgis the real optimal weight vector in real

format. 0 is the MxM zero matrix. With these transformed
matrices, it can be shown that the equivalent transformed
problem for the original phase-independent derivative
constraint from (17) becomes;

2£Rc{wHa€k}=25w'£G 3R (0y)=0 (22‘)
So, if we combine all of (15) , the result via null ,gcﬁs‘fr
becomes

(1 EE'E)E )asR+eEE E)-E
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optimal weight can maximize the main-lobe toward the
desired direction and nulling toward each jammer direction
but its term of phase dose not varying to each jammer
direction.

SINR Analysis based on data snapshot for
moving jammer

We considered the case of two moving jammer and
compare each algorithm in term of SINR. The received
signal can be defined as

r(i) =agSq () + A@)S () +n(i) € e (28)

where rm/ 18T fgcwed signal ,S4(i)is desired signal,s ; HO) is

Jammer s:gnak‘f(n) is moving jammer wave front matrix

VCI'SlllS the snapshot index i A(i)=[a(61(i)) n(GL(i))] and

u(i) is Additive white gaussian noise .Signal will be modeled
as in[ 1] assumed that signal in each path is independent with
another. To identify jammer signal we will consider the
maximum strength of signal path. Following to [2] we have:

d #
i)

- .

/ “Spanir(i~ L), % kG - n}
whereE=[aR(9k) G’F,,R (Ok) - a&-Span{a(el), a(@y), - ,a(eL)}
“ if d&mred signal power = 0 and noise power=0 29)
If ¢—> 0, the last term of the right side of (23) will be .. . LY (‘ L Y, A ——
lected. Th 7 Z)
Shiptacs 2 S a]gonthm’ can be shown as:
= (1 EE'E “ET) @dFL }r“‘ MxL
=\I-EEE) ag R 3 4= QG) 'tr(l D f(L n) - ri-n] ec®  (30)
So, for N=1, the result of proposed algorithm fopN— :_J S
become Y@ =[or® : Gor ] R @n
I ; o
wR = e Pﬂ;‘aS,R e R#M~x! (25) The trangformation of @, in (31) is the same form as (19)
\fas,R PEagRr
. -1 X
PEG)S1-Y5 (i)(Y2 MLy, (i)) Yo () eRIM  (33)
rg =1-eE" g TP e RM*M (26)
Seythat; the optimal weight veetor of our,Propose algorithm
in.moving jammer scenario can be shown as:
E= [A gr | GA é,R] QRaL 27

where Ag r is the 2MxL jammer wave front matrix in the

real format as (20) andag p is the 2Mx1 steering response in

the desired direction that expressed in the real version as
(19). The solution of proposed algorithm is called the phase-
independent derivative constraint. This provides that the

: 1
wr ()= —
"aS,RPY (l)a&R

and SINR is

e RzMXl

Py (Dagr (33)



: 2
pglwg(i)“&kl
SINR(i) = 34
WR ()R R ()WR (i)
where
R () = E{ r(iyr(y) ! } (Exact) (35)

o _| Re(Rp (D} - Im{R (i)} 2Mx2M
RmRr®)= [Im{kn(i)} Re(R 1 (i)} ]E ¥ (36)

In order to compare the output SINR of each algorithm with
optimal output SINR of adaptive array as [2].

SINR ) = psagR;,l,aS (&)
where pgis the desired signal power
H 3
R = E{ on } (Exact) (38)

Simulation result

In all simulation experiments, we assumed an
uniform linear array along z-axis with spaced at intervals of
half length and no mutual coupling.

Fig.1 represents directional performance

corresponding to the 8-element array and two narrowband
non moving jammer impinging from the directions -40 and- "

30 degree. These directions are the appropriate reference
point selection in order to the good performance for the botl -
conventional and constrained Hung-Tumer.It is shown that
our proposed algorithm also given the same level_of_resnh as.
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The simulation results are obtained by using the same
condition as in [2].That is the additive sensor noises will be
assumed to be uncorrelated from sensor-to-sensor and with
the signals and to have the same power between desired
signal power and noise power is 1 watt in each sensor. We
also assume equipowered, mutually uncorrelated jammer
source with jammer-to-noise power ratio equal to 30 dB in
each array sensor for each jammer.

Fig.4 represents instant directional performance at
i=50 of fig.3. This result implied to the robustness in the
presence of spatial correlation of each algorithm. Because in
this scenario, the both of trajections of moving jammer at
i=50 are equal to 30 degrees. Therefore, our proposed
algorithm which has the better directional performance in
this' scenario must be the more robust algorithm in the
presence of spatial correlation.

Inali'simulation, we used the derivative order=1 but
without averaging over dimension technique.

-
DOA=0 ; DOJ= 40 and 30
e Conventional Hung-Turner
1.2 —— Constrained Hung-Turner
2 -1 o —— Proposed Algorithm
s
a’ 1t
d s vl
B
28T
< i
osl”
L E o4l
S 178
= 02l

i 0
. Angle Direction in degree

50

Fig.1 Directional petformance in the case of appropriate

other two algorithms. -

Fig2  represents  directional perfonnance
corresponding to the 8-element array ancj_ﬁ the two
narrowband non moving jammer impinging from the
directions 18 and 20 degree. It is clear that when the“given
directions are mappropnate reference point selection,| our
proposed algorithm gives a better result .than both the
conventional and constrained Hung-Turhér algorithm. Note
that, these directions were experimentally obtained from the
directions which could result) ithe ™ worst, (directional
performance of constrained Hung-Tamer.

Fig.3 shown the performance in term of SINR with
corresponding to the two moving jammer and 16-element-
array where the trajection of the jammer motion versus the
snapshot index i are[2]

01 (G)=35"-0.1% 39.1)

0, ()=25° +0.1°i (39.2)

referencg point selection

DOA=9 ; DOJ= 18 and 20

-------- Conventional Hung-Turner

] —— Constrained Hung-Turner
g 1.2 ——Proposed Algorithm

g

©

£

<

£

:

z

Angle Direction in degree

Fig.2 Directional performance in the case of inappropriate
reference point selection



— - Optimal SINR
. (N - Conventional Hung-Turner
—— Constraint Hung-Tumer
20t —— Proposed Algorithm
o 10
S M
[4
Z 0}
(7]
10}
-20 ]
o 1 i 1 I
< 20 40 60 80 100
Snap shot

Fig.3 Output SINR with out averaging over dimension
technique -
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Conclusion

This paper proposed a modification of the constrained-Hung-
Tuner algorithm using phase-independent, |derivative
constraint which can improve the array performance such ‘as
high side lobe level reduction, reducing beam width,
providing the acceptable SINR and robustness in the
presence of spatial correlation. Thus, its overall directional
performance is better than both Hung-Turner and the
constrained Hung-Tumer.
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3(9)=(1-Ps,, (#))a%), (4)(ah,, (#)ds,, (#)) a5, (9) (R.3)

AP (9) agflugues

PO (¢)=3(9)+37(9) i
NAT0UN §’, //
&) (1 ULePs  (9)U, AR )| (1-UReP;, (#)U )-l
a¢ Byr S| R™ ag, BsR’ BsR
=Z,(¢)U5ePY) (9) \ \ (0.5)
Yhaunsii (A.5) NANANTOUNS I
azaz¢$¢) = BsR (azal£¢)JU;sRP§
=UprZ, (¢)U£SRP(1) \f gsk 93 (¢)
=UprZ, (¢) ULt i:_'_‘!--,—'f_'::- 2Pz (¢
=UpZ, ($) UL PR
= UsinZi (#)UsePs, (4)Z: (9) (A.6)
ﬂﬁEJ’M’IEJ"ﬂﬁWEJ’]ﬂ‘ﬁ
WANNTN (A.6) unlaaluannisi (A1) qv‘lmﬂ w
ﬁuﬁ aNm? N‘WI'W]EH d
P(l) (¢) =P, [+PD (#)Z,(¢)P, Pa,m )\ UsrZy (¢)UB:RPO) (9)Z, (¢)
P, ()22 ()P, + P, (9)( Vsl (4) V5Pl (9)2:(9))P.
--p ((r+r.,, (#)UaaZi (9)Usa ) (B2, (9)2:00P, ) (A7)

o . B
o z7 (¢)=2, (4) Fufuaunisi (A.7) fananeu
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PP (9)= P, 2L ($)PY (9)Z,(4)P, (0.8)
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