CHAPTER IT

THEORETICAL CONSIDERATION AND LITERATURE REVIEW

Creating and reviewing proofs re ant throughout the entire process of

graphic production. Proofing allows : d correct mistakes in one stage

—

printing
Errors occur duringth : "texg pr ofing prepress staff who use naked
eyes in proofing text on t | . In Digital Im: Analysis this process is uses an

In digital image proce g7 the 2 \ peration is used in applications that
typically require the measurem __ym : n of image information.

Generally, the ----------------------- yzing ,,.f.....m-,_..- an image begins with image
segmentation and s #t ations are used to isolate
highlights of interest. Thlfrylelds objects’ outlmes as well as other measurements. As a
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these measuremé‘"ts are used to place the obj ects under con51derat10n into specific
plage j P
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2.1 Theoretical Background

2.1.1 Proofs
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because itqusually produce nonpictorial results. The mission of image analysis is to

understand an image by quantifying its elements. Those of interest are generally
objects such as cells, bolts, a whole aircraft, or individual characters on a page of text.
Their quantification includes measures of size, indicators of shape, and descriptions of

outlines. Other elements of interest may include brightness, color, and
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texture. Image interpretation is the first essential step in image analysis which leads to
automated machine vision. The sequence of image analysis start from, breaking an
image into individual objects, then measuring these objects, and finally classifying

objects based on these measurements.[1-2]

ﬂ‘UEJ’J'VIEWl?WEJ’]ﬂ‘i

Flg e 2-1 A flow dlagrgm for the i 1mage analysis operatlon
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2.1.2.1 Image Segmentation

The first step in any image analysis endeavor is to simplify the image by

reducing it to its basic elements or objects. This is the domain of the image

object. Many featur’ an be used to describe an ct. Frequently, the best to use is
‘fj ons. We can compare this

o one of many categories.

the most easily meas

information with known data to classify an object i
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Object shapes come in a variety of forms and can be extended to
include others as needed. The most precise way to define the outline of an object is to

examine it and record specifically how it behaves. There are numerous techniques for



doing this. From the most fundamental method of explicitly listing boundary pixel

locations to various methods of more precise boundary description.

2.1.2.2.1.1 Explicit Descriptions

Fundamental %omposed of a single-pixel-wide

sequence of pixels that ‘ peﬁnet&o‘bject. Each pixel adjoins a
JtOp, b\hq{on one of its four diagonals.

neighboring pixel either to it

In this way, we can say th
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Figure 2-2 The explicit description of an object boundary listed as the sequential

(x,y) boundary pixel locations.

This boundary description can be stored, and later used to recreate the outline by

simply going through the list and plotting the points. In this way, the list of (x,y)



boundary locations can be said to uniquely characterize the shape of an object’s

perimeter. This is the most fundamental and precise representation of an object’s

shape.[2]
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This direction give code 2

This direction give code 3 \..

Figure 2-3 Chain code direction assignments



Absolute Chain Code List

2
3

he current location, a code of

3 ” is recorded. If the adjoining i%;u 10 the upper right, a “ 1 7 is recorded, and so

pixel, as shown in figure 2-4. The result codes showing which direction was

taken in going from each boundas v pixel to thé next. The resulting chain code list
describes the object’ s boundary and no information is lost "j een the chain code list
k.. e )

and the (x,y) pixel location s ¢-boundary pixels is still fully

w]ﬂné}%ﬁ% %‘w ‘ﬁ@eﬂﬁfjﬂmply going through

the chain code listtand repeating the o?gmal movements found when the boundary was
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characterl;e exactly the perimeter of the object.

represented.

The chain code described above is referred to as an absolute chain
code. Each code represents the absolute direction, taken from one boundary pixel to

the next boundary pixel.[2-3]
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2.1.2.3 Object Classification

To complete the image analysis process, we must also classify the
measurements. This means that we must compare the measurements of a new object

with those of a known object or other known criteria. In this manner, we can determine

VC ory of objects.
)stics of the objects that we are

interested in classifying.w inclide

whether an object belongs to a particu

We usually know t

s such as machine vision and

B

image interpretation wher: ature details of the objects of

interest. In these cases w known characteristics, such

Second, we set tolera ‘establishin measurements must be to

match the established ¢ eria And third, we create classification groups, or categories,

to which an omcuﬂh?awﬂm (Tq ﬂ f]tffﬁu.re measurements in

comparison withthe established criteria
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2.2 Literature Review

Casey and Wong [1] explained image analysis theoretically and how to use the

extracted information from an image. They discussed the document analysis operation
as a part of image segmentation.

Gregory [2] applied the technig

explicit description and absolute chain

)r in a document. He then studied

ctmng with known features that

code to determine the code of each ¢
the information acquired from
had been isolated in object c

Weeks [3] explaine

e has been segmented into
different objects. It is o

the bjects using a small set of
descriptors, thus reducing

y ofithe imag ognition process.
Lay [4] designed mappi ﬂg{i’j m

and studied the feasibility of an
active machine vision syste

rement task, for example, a car
accident compared with usmgat pe measur:
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Chen et al [5] used

synthesis when matching an

;agi

images. They constru e

machine image derived
from the Euclidean mod
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