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            Biometrics such as fingerprints, retinal or iris scanning and face recognition are 

actively used for identifications. Cognitive biometrics using brain signals have become 

interesting identification tools because the brain is the most complex biological 

structure known and its wave signals are very difficult to mimic or steal. In this 

dissertation, EEG signals are used to identify a person as different persons have 

different EEG patterns. EEG signals can be measured from different locations. 

However, many signals can degrade recognition speed and accuracy.  A practical 

technique combining independent component analysis (ICA) for signal cleaning and a 

supervised neural network for person identification is proposed. From 16 different EEG 

signal locations, four truly relevant locations of 1,000 data points (F4, C4, P4, O2), 

1,500 data points (F8, F3, C3, P4), and 3,000 data points (Fp1, F4, P4, O2) by SOBIRO 

algorithm were selected. This selection was used to identify a group of 20 persons with 

high accuracy and can separate the persons who are not in the group. The significant 

location for identification is position P4 which is the parietal lobe of the brain. 
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1 

CHAPTER I 

INTRODUCTION 

1.1 Problem and Motivation 

Biometrics information such as fingerprints, retinal or iris scanning, face recognition 

are actively used for identifications [1]. Cognitive biometrics using brain signals have 

become interesting as identification tools. The brain is the most complex biological 

structure known to man and its wave signals are very difficult to mimic or steal. To 

understand how the brain functions, many techniques such as electroencephalography 

(EEG), magnetoencephalography (MEG), function magnetic resonance imaging (fMRI), 

and positron emission tomography (PET) have been utilized. Each technique has its own 

strengths and weaknesses. 

Researchers have used EEG to analyze patterns and images of the human brain 

because EEG has a desirable property for excellent time resolution and low cost of 

instrumentation. MEG has the same temporal resolution as EEG but has a much better 

spatial resolution. Nevertheless, MEG requires sophisticated devices that can be 

operated only in special facilities. fMRI measures changes of blood flow in the brain. It is 

an indirect method for measuring neural activity based on BOLD (Blood Oxygen Level 

Dependency). The changes of blood flow that occur in capillary beds in the specific 

regions of the brain are thought to represent various neuronal activities. PET is able to 

monitor glucose and oxygen metabolism as well as neurotransmitter activity in different 

areas within the brain. This can correlate with the level of activities in the particular 

region in the brain. Both fMRI and PET are limited to temporal resolutions and require 

sophisticated devices. 

It has been shown in previous studies that EEG is unique and can be used for 

biometric identification and authentication. Paranjape [2] used an autoregressive (AR) 

model and discriminant function analysis to identify the EEG signals. Poulos [3,4] 

applied Fast Fourier Transform (FFT) and AR model for features extraction. Their 

classification was based on the Learning Vector Quantizer (LVQ) and Computational 

Geometry (CG) approaches. Palaniappan [5-8] examined the Visual Evoked Potential 

 



 

 

2 

(VEP) as an improved method for employing EEG biometric features. Marcel [9] 

proposed use of statistical framework based on a Gaussian mixture and maximum a-

posteriori models for personal authentication. 

In this dissertation, EEG signals were used to identify a person as different persons 

have different EEG patterns. EEG signals can be measured from different locations. Too 

many signals can degrade the recognition speed and accuracy. A practical technique 

combining Independent Component Analysis (ICA) for signal cleaning and a supervised 

neural network for classifying signals was proposed. 

 

1.2 Objective 

The objectives of this work strive to acquire locations (channels) on the scalp that 

are the most promising for personal identification. Furthermore, the minimum number of 

channels necessary for the identifications will also be explored. The all EEG signals are 

cleansed by Independence Component Analysis technique. The clean EEG signals of 

each person are identified by a neural network.  

 

1.3 Scope of work 

In this dissertation, the scope of work is constrained as follows: 

1. The EEG data were collected from the normal patients at Chulalongkorn 

Comprehensive Epilepsy Program (CCEP) under the Patronage of Professor 

Dr.Her Royal Highness Princess Chulabhorn. 

2. The subjects were resting with their eyes open and 16 electrodes were placed 

on their scalp. 

3. Independence component analysis technique was used for signal cleaning. 
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4.  A supervised neural network technique was performed on pattern recognition 

task for identifications. 

 

1.4 Contribution 

This dissertation proposed a new method for biometric identification by brain wave 

signals (EEG). The contributions of this research are as follows:  

1. The personal identification by EEG has more advantage than other biometric 

personal identifications because EEG signals are difficult to mimic or steal.   

2. The technique combines outstanding features of both Independent Component 

Analysis (ICA) and supervised neural network for personal identification.  

3. The methodology can correctly determine the subjects who are in the group with 

high accuracy. In addition, it can separate subjects who are outside the group. 
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1.5 Research Methodology  

1. Reviewing and study the research papers that were related to the EEG use for 

identification. 

2. Developing a new method for identification by technique combining 

Independent Component Analysis (ICA) for signal cleaning and a supervised 

neural network for identification EEG signals. 

3. Collecting EEG signals. 

4.  Automatically allocating the significant range of EEG signals. 

5. Selecting appropriate ICA algorithms. 

6. Selecting minimum relevant channels. 

7. Confirming of the 4-Channel combinations. 

8. Exploring conditions perform the best for identification. 

9. Explaining biological significance of the selected channels.    

 

1.6 Dissertation Organization 

The remainder of the dissertation is organized as follows. Chapter 2 introduces 

background and literatures reviews. The methodologies of EEG identification process 

and their experiment results are showed in chapter 3. Chapter 4 concludes the 

dissertation.  
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CHAPTER II 

BACKGROUND AND LITERRATURE REVIEWS 

 

In this chapter, the background on the biometrics for personal identification and 

Electroencephalography are described. Literatures related to prototype methods, 

Independent Component Analysis (ICA) and Neural Classification Concept are also 

reviewed.   

 

2.1 Background 

In this section, the background of biometrics and electroencephalography are 

reviewed.   

 

2.1.1 Biometrics 

The biometrics systems have been used by humans for thousands of years to 

recognize each other. The first evidence that showed humans have used biometric as 

early as pre-historical age is the evidences found in the caves estimated 31,000 years 

old. The caves were adorned with pre-historical pictures signed with fingerprint stamps 

of the authors. The other evidence was found in China in the 14th century. The explorer 

Joao de Barros reported the Chinese merchants were stamping children's palm prints 

and footprints on paper with ink to distinguish the young children from one another. This 

is one of the earliest known cases of biometrics in the use and is still being used today. 

The term "biometrics" is derived from the Greek words “bio” means life and “metric” 

means to measure. Biometrics became an interesting topic now in regarding to 

computer and network security. The first real biometric system was created by French 

anthropologist Alphonse Bertillion in 1870. He developed an identification system called 

Bertillonage, a method of bodily measurement which got named after him. The 

bertillonage is based on detailed records of body measurement, physical description 

and photographs. Despite their imprecise measures and difficulties in apply 

methodology, the Bertillonage was an important advance on criminal and people 

identification. His system was used by police authorities throughout the world, until it 
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began to fail when it was discovered that many people shared the same anthropological 

measures.  

Biometrics characteristics can be divided into three main classes. The first 

physiological biometrics relate to the shape of the different parts of body [1], [30] such 

as:  

• DNA: Deoxyribonucleic Acid (DNA) is the one-dimensional ultimate unique 

code for each person. The exception is identical twins. This biometric has 

some drawbacks: 1) contamination and sensitivity, 2) no real-time 

application is possible, and 3) privacy issues.  

• Ear shape: The shape of the ear and the structure of the cartilaginous tissue 

of the pinna are distinctive. Matching the distance of salient points on the 

pinna from a landmark location of the ear is the suggested method of 

recognition in this case. 

• Face recognition: Facial images are the most common biometric 

characteristic used by humans to make a personal recognition. The most 

popular approaches to face recognition are based on the location and 

shape of facial attributes such as eyes, eyebrows, nose, lips and chin, and 

their spatial relationships, or the overall analysis of the face image that 

represents a face as a weighted combination of a number of canonical 

faces. Facial recognition system should be able to automatically detect a 

face in an image, extract its features and then recognize it from a general 

viewpoint (i.e., from any pose) which is a rather difficult task. Another 

problem of face is a changeable social organ displaying a variety of 

expressions. 

• Fingerprints: A fingerprint is the pattern of ridges and valleys located on the 

tip of each finger. Fingerprints have been used for personal identification for 

many centuries. Patterns have been extracted by creating an inked 

impression of the fingertip on paper. The matching process involves 

comparing the two-dimensional minutiae patterns extracted from the user's 

print with those in the template. The problem with the fingerprint recognition 



 

 

7 

systems are that they require a large amount of computational resources, 

including the cut and bruises on the fingerprints.    

 

• Hand and finger geometry: The hand geometry recognition is based on a 

number of measurements the lengths and width of the fingers and the 

location of joints, shape and size of palm. Hand geometry information may 

not be invariant during the growth period of children. There is even 

verification systems available that are based on measurements of only a few 

fingers instead of the entire hand because of these devices are smaller than 

those used for hand geometry. 

• Infrared thermogram: (facial, hand or hand vein). It is possible to capture the 

pattern of heat radiated by the human body with an infrared camera. That 

pattern is considered to be unique for each person but image acquisition is 

rather difficult where there are other heat emanating surfaces near the body. 

Infrared sensors are expensive which is a factor inhibiting wide spread use 

of the thermograms.  

• Iris recognition: Its complex pattern can contain many distinctive features 

such as arching ligaments, furrows, ridges, crypts, rings, corona, freckles 

and a zigzag collarette. Iris scanning is less intrusive than retinal because 

the iris is easily visible from several meters away. Responses of the iris to 

changes in light can provide an important secondary verification that the iris 

presented belongs to a live subject. Irises of identical twins are different.  

• Odor: Each object spreads around an odor that is characteristic of its 

chemical composition and this could be used for distinguishing various 

objects. This would be done with an array of chemical sensors, each 

sensitive to a certain group of compounds. A component of the odor emitted 

by a human body is distinctive to a particular individual but deodorants and 

perfumes could lower the distinctiveness.  

• Palm print: Like fingerprints, palms of the human hands contain unique 

pattern of ridges and valleys. Although palm is larger than a finger, palm 
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print is expected to be even more reliable than fingerprint. Palm print 

scanners need to capture larger area with similar quality as fingerprint 

scanners, so they are more expensive.   

• Retina: Retina scan is rich in structure that supposed to be a characteristic 

of each eye and each individual. Since it is protected in an eye itself, and it 

is not easy to change or replicate the retinal vasculature. It is claimed to be 

one of the most secure biometric. 

   The second is behavioural biometrics. This type of biometrics relates to the 

behaviour of a human. Some examples of this type of biometrics are: 

• Gait: Gait is the peculiar way one walks and it is a complex spatio-temporal 

biometrics. It is not supposed to be very distinctive but can be used in some 

low-security applications. Gait is a behavioral biometric and may not remain 

the same over a long period of time, due to change in body weight or serious 

brain damage. Since video-sequence is used to measure several different 

movements this method is computationally expensive. 

• Signature: The way a person signs his or her name is known to be 

characteristic of that individual. Signatures are a behavioral biometric that 

change over a period of time and are influenced by physical and emotional 

conditions of a subject. In addition to the general shape of the signed name, 

a signature recognition system can also measure pressure and velocity of 

the point of the stylus across the sensor pad.  

• Typing rhythm (Keystroke): Keystroke is the action of tracking (or logging) 

the keys struck on a keyboard. It is believed that each person types on a 

keyboard in a characteristic way. This is also not very distinctive but it offers 

sufficient discriminatory information to permit identity verification. 

   The third biometrics is a combination of physiological and behavioural biometrics. 

• Voice: The features of an individual's voice are based on physical 

characteristics such as vocal tracts, mouth, nasal cavities and lips that are 

used in creating a sound. These characteristics of human speech are 

invariant for an individual, but the behavioral part changes over time due to 
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age, medical conditions and emotional state. The pattern matching 

algorithms used in voice recognition are similar to those used in face 

recognition. A disadvantage of voice-based recognition is that speech 

features are sensitive to a number of factors such as background noise.  

Biometric systems provide two different functions. 

1. Authentication (or verification). This system validates a person's identity by 

comparing the captured biometric data with his/her own biometric stored in the 

system database. 

2. Identification. This system recognizes an individual by searching data of all 

users in the system database for a match. 

A biometric system is a pattern recognition system with two stages of operation, the 

first stage is enrollment and the second stage is recognition as shown in Figure 2.1. 

Enrollment is the stage in which some biometric reference information about the person 

is stored in the system database. The second stage is recognition. During this stage, the 

system scans the user's biometric trait, extracts features and performs a matching 

process against the reference biometric information stored in the system database. 

 

 
Figure 2.1:  A typical EEG biometric system for personal identification consisting of four 

main modules. 
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In this work, we investigate the EEG as biometrics for a personal identification 

system. Figure 2.1 depicts a diagrammatic block visualization of EEG personal 

identification system used in the course of the works. This depicted system consists of 

the following four main modules. 

1. Sensor module: This module records the EEG signals of an individual at the 

enrollment and the recognition stages.   

2. Feature extraction module: The EEG signals are cleaned and their features are 

extracted. A neural network is deployed for recognition these signals. The 

recognition accuracy of each individual subject is registered for further 

authenticating subjects who are in the system database (insider) and subjects 

who are not in the system database (outsider). 

3. Matching module: This module determines whether the measured EEG signal 

belongs to the signal already collected in the database. If it matches any signal 

then the individual subject is identified as an insider. Otherwise, that one is 

identified as an outsider.       

4. System database module: This module stores the EEG signals of all enrolled 

individuals into the biometric system database. 

 
2.1.2 Electroencephalography (EEG) 

EEG is the measurement of electrical activity produced by the brain as recorded 

from electrodes placed on the scalp. The strength of each signal is considered rather 

low and the signal measured from any location of scalp can be interfered by signals 

from other locations due to the activities of the brain such as eye tracking and EMG 

(electromyography). In addition, the noise in EEG may be created by the surrounding 

large electrical potentials from the environment. Brain waves are categorized into five 

basic groups according to their frequencies as follows: 1) Delta (1-4 Hz), 2) Theta (4-8 

Hz), 3) Alpha (8-12 Hz), 4) Beta (12-30 Hz), and 5) Gamma (30-50 Hz). Although none of 

these waves are ever emitted alone, the state of consciousness of the individual may 

result in one frequency being more pronounced than others.  

Brain waves were first recorded in 1874 by Richard Caton, who connected 

equipment directly to the cerebral cortex of a rabbit. In 1929, Hans Berger published the 
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first information on scalp-recorded brain waves in humans. The differential input was first 

amplified by B. H. C. Matthews in 1934 and revolutionized the high-gain amplification of 

biologic electrical signals, including brain waves. In 1935 Frederic Gibbs, Hallowell 

Davis, and William Lennox, published the first EEG paper in English dealing with 

epilepsy in humans. EEG is now extensively used in diagnosing epilepsy and in the 

study of how the brain functions in both animals and humans.  

EEG is the most valuable diagnosis of epilepsy. It is also used to help predict a 

person's chance of recovery after a change in consciousness. The most advanced form 

of EEG usages is applied in the basic Brain Computer Interface (BCI), neuroscience 

research and statistical signal processing. 

 
2.2 Literature Reviews 

This section reviews the independent component analysis and the neural 

classification concept. 

 

2.2.1 Independent Component Analysis (ICA) 

The EEG signal is intrinsically a mixture of the other signals, such effects as delays, 

reverberations, non-linear distortions [27]. It is assumed that the EEG signals from the 

electrodes on the scalp picks up brain sources and non-brain sources related to 

movements of eyes and muscles. The objective of ICA is to clean and separate the 

individual signals from different areas of the brain. 
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Figure 2.2: Simplified model of brain sources and EEG signals. 

 

In this respect, each signal can be viewed as a vector. Typically, when concerning a 

vector space, it is assumed that the bases of the space are orthonormal. The accuracy 

of this assumption is not confirmed since the actual structure of the space is unknown. 

To cope with these unknown factors, all bases are assumed to be independent and non-

orthogonal since any orthogonal space is just a special case of non-orthogonal space. 

We considered this non-orthogonal space as the natural space of the vector distribution. 

The separation of these mixed signals is based on this natural space. A signal 

separation technique called independent component analysis (ICA) was deployed to 

decompose multivariate data into a linear sum of non-orthogonal vectors with basic 

coefficients being statistically independent [10]. Let s = [s1s2…sn]T be a noiseless input 

vector of n EEG signals at current time t. These n signals are mixed together by using a 

constant mixing matrix M. Let o = [o1o2...on]T be the observed vector of n EEG signals 

obtained from mixing matrix M and s by the following computation. 

 

                                                      o = Ms+ v                     (2.1) 

 

v is an unknown noise vector. In other words, o is the set of EEG signals recorded 

from the subject's scalp. s are the actual signals produced within the brain. Obviously, 

the values of each s i and each element in mixing matrix M are unknown. The only known 
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value is the value of each oi. To derive the values of s and mixing matrix M, signal vector 

o is multiplied by a de-mixing D as follows. 

 

                 y = Do                   (2.2) 

 

 

The result is an estimated signal vector y = [y1y2...yn]T of signal vector s. Generally, 

the accurate value of each element in matrix D is measured by Kullback-Liebler 

divergence. However, the correctness of this divergence is based on how the 

probability of each si is assumed and how each element in de-mixing matrix D is 

adjusted. 

 

 

 
 

Figure 2.3: The general model of ICA and extraction of sources. 

 

 

There are many proposed ICA algorithms to estimate the elements in de-mixing 

matrix D [10] and brain signals s. In this paper, the following ICA algorithms are 

considered: AMUSE [10], ERICA [11-12], EVD2 [10], EWASOBI [13-14], FAJDC4 [10], 

FJADE [10], FOBI-E [10], JADEop [15-16], JADETD [10], MULCOMBI [10], POWERICA 

[10], QJADE [10], SAD [10], SIMBEC [17-19], SOBI [20-21], SOBI-BPF [22-23], SOBIRO 

[24], SONS [10], SYMMETRIC [10], THINICA [10], UNICA [10], and WASOBI [13-14].    
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2.2.2   Neural Classification Concept 

Neural network is a process paradigm that mimics the structures and functions of 

the human nervous system. Pattern recognition is an important application which can be 

implemented using a feed-forward neural network that has been trained accordingly. 

During the training, the network learns to associate output with input patterns. When the 

network is used, it identifies the input pattern and tries to output the associated output 

pattern similar to the way the human brain works. 

 

 

Figure 2.4: One layer network with m inputs and k neurons. 

 

Figure 2.4 shows a neural model for one-layer network with m inputs and k neurons 

in mathematical terms, we can describe a neuron nk using the following equations. 

              
1

m

k km m
j

n w x
=

= ∑      (2.3) 

              ( )k k ka f n b= +               (2.4) 

where 

x1, x2, …, xm   are input signals. 

w1,1, w2,1, …, wk,m are weights of neuron k. 
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n1, n2, …, nk   are activation values. 

b1, b2, …, bk   are bias. 

()f    is an activation function. 

a1, a2, …, ak   are output signals of the neuron. 

 

The separated signals from the ICA process cannot be directly used to identify a 

person. The relevant features must be extracted from these signals and the problem of 

identification a person is transformed into a classification problem. There are several 

classification techniques. However, the features extracted in this study form a feature 

vector and concern the real vector space with unknown vector distribution. Thus, a 

classifier based on neural computing is adopted for identification a person since it is 

rather a powerful technique for managing the unknown vector distribution of the space. 
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CHAPTER III 

METHODOLOGY OF EEG IDENTIFICATION PROCESS 

 

A major factor surrounding the viability of this dissertation is the detail of the 

identification process. Accuracy of the results is based on the group of subjects in the 

experiments, however there is no standard benchmark data set for comparison. The 

identification process in this dissertation consists of the following 7 main procedures: 

 

1. Collecting EEG signals 

2. Automatically allocating the significant range of EEG signals 

3. Selecting appropriate ICA algorithms 

4. Selecting minimum relevant channels 

5. Confirming of the 4-Channel combinations 

6. Exploring conditions perform the best for identification 

7. Explaining biological significance of the selected channels 

 

The details of all procedures are given in the next sections. 
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3.1 Collecting EEG Signals 

EEG signals were collected from 40 normal subjects (18 men and 22 women) from 

Chulalongkorn Comprehensive Epilepsy Program (CCEP) at Chulalongkorn Hospital in 

Bangkok. The age range of the subjects is between 10 and 40 years. The EEG signals 

were recorded while subjects were resting with their eyes open from 16 electrode 

channels attached to their scalp. According to 10-20 system, the following locations on 

the scalp are considered: FP1, F7, T3, T5, FP2, F8, T4, T6, F3, C3, P3, O1, F4, C4, P4, O2. 

Figure 3.1(a) shows these locations and Figure 3.1(b) denotes the corresponding 

channel numbers on the scalp. The pairs of signal location and its channel name are 

summarized as follows. 

 

   

                                   (a)                                                              (b) 

Figure 3.1: The locations of electrode placements on the scalp using 10-20 system and 

the corresponding channel numbers. (a) Locations of electrodes. (b) Channel numbers 

of the electrodes. 
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Table 3.1: 10-20 system EEG locations and their corresponding channel names. 

Locations Channel Names

Fp1 ch 1

F7 ch 2

T3 ch 3

T5 ch 4

FP2 ch 5

F8 ch 6

T4 ch 7

T6 ch 8

F3 ch 9

C3 ch10

P3 ch11

O1 ch12

F4 ch13

C4 ch14

P4 ch15

O2 ch16
 

 

The recording sessions used mono-polar montage with reference at the mastoid 

area A1 and A2 as shown in Figure 3.1 The EEG amplifier was Grass model 8 plus. The 

sampling rate was 200 Hz. EEG data were notch filtered at 60 Hz. The data were 

digitized by BMSI board using Stellate Harmony EEG software and exported as EDF 

(European Data Format). For each subject, in each trial, 3,000 data points (15 second 

recording) were simultaneously collected from each of 16 channels. An example of the 

raw EEG signals obtained from channels 2, 10, 11, and 12 of a subject is shown in 

Figure 3.2(a). 
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(a) 

 

 

(b) 

Figure 3.2: The data points of observed EEG signals and source EEG signals after ICA 

process. (a) Some observed EEG signals from channels ch2, ch10, ch11, and ch12 of a 

subject. (b) The EEG signals after being processed by ICA algorithm (ERICA). 
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3.2 Automatically Allocating the Significant Range of EEG Signals 

The Electromyography (EMG) signals included in the EEG signals were collected in 

the previous step and were removed from the EEG signals since they were irrelevant. 

The EEG signals are small when compared with EMG. This point is used to find the 

significant range of EEG signals. 

Automatically allocating the significant range of EEG signals started by dividing raw 

EEG signals into groups of 3,000 data points. The next step found the average value in 

every group. The smallest average value group was selected as the significant range of 

EEG signals. The algorithm for automatically selecting the EEG signals is as follows: 

1. Divide the raw EEG signals into 200 data points windows.  

2. Slide and combine 15 windows of 200 data points windows from the previous step   

to obtain a group of 3,000 data points. Figure 3.3 illustrates how this process is 

done. 

3. Change the data value in every window to the positive numbers. 

4. Find the average of the data value in each group. 

5. Compare the average value of each group to find the group with the smallest 

    value. 

6. The group with the smallest average value is then selected as the significant 

    range of EEG signals. 
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Figure 3.3: Combine 15 windows to be the group of 3,000 data points. 
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3.3 Selecting Appropriate ICA Algorithms 

The collected signals from EEG electrodes were considered as the observed signals 

o in ICA since each observed signal oi, for 1 ≤ i ≤ 16, was a mixture of 16 EEG 

channels from different locations on the scalp. The purpose of this step is to select a set 

of appropriate ICA algorithms for this problem. For each subject, 3,000 observed EEG 

signals were sampled and separated to obtain each actual source signal si by 

deploying each ICA algorithm from 22 different ICA algorithms implemented in ICALAB 

[10]. An example of the EEG signals after being processed by ICA algorithm (ERICA) 

from channels 2, 10, 11, and 12 of a subject is shown in Figure 3.2(b).  

To select the appropriate ICA algorithms, the obtained source signals were divided 

into training, validating, and testing patterns for neural classification. An appropriate ICA 

algorithm should give high classification accuracy. To prepare the source signals for 

neural classification, a sequence of 3,000 data points were partitioned into six sample 

sets of length 500 data points each. Three trials based on 5, 10, and 20 subjects were 

conducted. In each sample set, every sequence of 10 data points were grouped as 

follows: (a) the first six data points were grouped as training patterns, (b) the next two 

data points were grouped as validating patterns, and (c) the last two data points were 

grouped as testing patterns. 

Figure 3.4 illustrates how training, validating, and testing patterns were grouped from 

the signals of channels 1 to 16. The numbers 1, 2, and 3 denote the training, validating, 

testing patterns, respectively. Based on this grouping scheme, it can be seen that 60% 

of the data points are for training, 20% are for validating, and the other 20% are for 

testing.  

Since 16 channels were simultaneously considered in this process, each input 

pattern including training, validating, and testing, consisted of 16 elements. All training 

patterns were learned by a multi-layer perceptron with scaled conjugate gradient 

backpropagation learning rule. A 3-layer feed-forward neural network with 20 hidden 

neurons and n output neurons was deployed. The value of n is equal to the number of 

subjects. For example, there are five output neurons in case of five subjects. Hyperbolic 

tangent was used as the kernel function and activation function. 
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Figure 3.4: Format of data partitioning to form the training, validating, and testing 

groups. 

 

 

3.3.1 Experimental Results 

Table 3.2 summarizes the accuracy of neural classification with different ICA algorithms 

when applied to 5, 10, and 20 subjects. 8 ICA algorithms namely ERICA, EWASOBI, 

JADEop, SIMBEC, SOBI, SOBI-BPF, SOBIRO, WASOBI were the appropriate ICA 

candidates for further experiments because these algorithms give 100% accuracy for all 

subject numbers. 
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Table 3.2: The accuracy percentage of each ICA algorithm when applied to 5, 10, and 

20 subjects. 

Algorithms 5 Subjects 10 Subjects 20 Subjects

AMUSE 91.44           78.54           57.16           

ERICA 100.00       100.00       100.00       

EVD2 57.16           84.78           55.66           

EWASOBI 100.00       100.00       100.00       

FAJDC4 100.00         100.00         95.00           

FJADE 100.00         100.00         95.00           

FOBI-E 96.20           81.02           44.85           

JADEop 100.00       100.00       100.00       

JADETD 94.85           75.96           51.16           

MULCOMBI 100.00         100.00         95.00           

POWERICA 100.00         100.00         95.00           

QJADE 100.00         100.00         90.00           

SAD 90.88           70.34           45.67           

SIMBEC 100.00       100.00       100.00       

SOBI 100.00       100.00       100.00       

SIOBI-BPF 100.00       100.00       100.00       

SOBIRO 100.00       100.00       100.00       

SONS 94.40           74.38           50.43           

SYMMETRIC 100.00         100.00         89.62           

THINICA 100.00         100.00         95.00           

UNICA 100.00         100.00         95.00           

WASOBI 100.00       100.00       100.00        
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3.4 Selecting Minimum Relevant Channels 
In order to determine the minimum number of relevant channels for personal 

identification, all possible channel combinations, i.e. ch1 to ch16 were tested by starting 

from one channel, two channel combinations, three channel combinations and four 

channel combinations. Since only one channel could not a satisfied results. See more 

discussion in section 3.4.1. Here, Erica algorithm was employed for all channel 

combinations. The best channels are those combinations that produce the highest 

classification accuracy for all groups of subjects. Next, 2, 3, and 4 combinations were 

considered. In case of two channels, there are (
16

C2) or 120 possible combinations. The 

signals from each combination set were processed and classified by the process 

discussed in the previous section.  A 3-layer feed-forward neural network with 20 hidden 

neurons and n output neurons was deployed. Hyperbolic tangent was used as the 

kernel function and activation function. 

 
3.4.1 Experimental Results 

Table 3.3 shows the result of one channel. The accuracy percentage for all 

subjects numbers could not reach 100 percent. As a matter of fact, the accuracy 

percentages are quite low. Table 3.4 shows the combination groups that give 100% 

accuracy in 5, 10 and 20 experimental subjects. The best result occurs when there are 

only 5 subjects. But when the number of subjects increases, the accuracy decreases. It 

is obvious that using only 2 channels is not effective enough to identify a large group of 

subjects. A similar procedure is adopted for the cases of 3-channel and 4-channel 

combinations. Table 3.5 illustrates the top 5 with the highest accuracy channel 

combinations on 3 channels. Note that, with 3 channels, there are (
16

C3) or 560 possible 

combinations. Table 3.6 displays the rank in order of the channel combination using 4 

channels. Here, there are (
16

C4) or 1,820 possible combinations. Interestingly, in the 

case of 4-channel combinations, the groups of 5 and 10 experimental subjects can 

achieve 100% accuracy. Whereas, the group of 20 experimental subjects achieved 

almost 100% accuracy.  
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Table 3.3: The percentage of accuracy for one channel when applied to 5, 10 and 20 

subjects with ERICA algorithm. 

 

Channel  5 Subjects 10 Subjects 20 Subjects

ch 1 88.04        54.70         27.76           

ch 2 80.96        59.34         36.64           

ch 3 84.56        50.68         29.20           

ch 4 65.88        64.86         35.15           

ch 5 81.80        59.42         35.27           

ch 6 69.96        52.90         31.10           

ch 7 62.80        54.36         29.49           

ch 8 65.40        43.64         30.25           

ch 9 85.88        51.94         33.26           

ch10 93.52        63.56         33.23           

ch11 85.00        57.32         38.37           

ch12 75.60        48.02         29.06           

ch13 74.56        57.54         34.47           

ch14 71.72        53.64         30.58           

ch15 79.48        49.34         32.50           

ch16 92.36        53.84         31.68           
 

 

 

 

 



 

 

27 

 

Table 3.4: The percentage of accuracy for 2 channels when applied to 5, 10 and 20 

subjects with ERICA algorithm. 

 

Channel  Combination 5 Subjects 10 Subjects 20 Subjects

ch 2 ch 7 100.00         91.96           61.67           

ch 2 ch 9 100.00         91.12           59.04           

ch 2 ch14 100.00         72.62           47.76           

ch 2 ch15 100.00         74.28           48.44           

ch 5 ch10 100.00         71.90           39.46           

ch 5 ch15 100.00         83.76           20.34           

ch 9 ch10 100.00         88.42           44.07           

ch10 ch16 100.00         88.10           54.05           

ch12 ch15 100.00         64.96           54.62           
 

 

 

 

 

Table 3.5: The percentage of accuracy for 3 channels when applied to 5, 10 and 20 

subjects with ERICA algorithm. 

 

    Channel  Combination 5 Subjects 10 Subjects 20 Subjects

ch 4 ch 5 ch10 100.00         100.00         90.52           

ch 4 ch10 ch13 100.00         99.96           68.08           

ch 4 ch13 ch15 100.00         100.00         75.16           

ch 5 ch 9 ch10 100.00         99.98           55.34           

ch 9 ch13 ch15 100.00         99.98           83.41           
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Table 3.6: The percentage of accuracy for 4 channels when applied to 5, 10 and 20 

subjects with ERICA algorithm. 

 

          Channel  Combination 5 Subjects 10 Subjects 20 Subjects

ch 2 ch10 ch11 ch12 100.00         100.00         98.71           

ch 2 ch 4 ch 5 ch15 100.00         100.00         98.03           

ch 4 ch 5 ch10 ch15 100.00         100.00         97.34           

ch 2 ch 4 ch 7 ch11 100.00         100.00         96.96           

ch 2 ch 4 ch13 ch15 100.00         100.00         96.43           
 

 

 

3.5 Confirmation of the 4-Channel Combinations 
Current assumptions stated that 4-channel combination is the best candidate for 

classification. To confirm this assumption, the neural network must be able to determine 

a person not belonging to one of 20 experimental subjects as an unknown person 

(outsider subjects). The determining algorithm called Outsider will be discussed in the 

next section. Three related factors must be concerned, namely  

1. Eight selected ICA algorithms from Table 3.2. ERICA was used in last 

experiments section and the other 7 ICA algorithms, including EWASOBI, 

JADEop, SIMBEC, SOBI, SOBI-BPF, SOBIRO, WASOBI were used to confirm 

that 4-channel combination is the best candidate for classification. The 

results of applying 8 different ICA algorithms are summarized in Table 3.7.  

2. Twenty additional experimental outsider subjects. These new subjects were 

experimented by the same process as discussed in Section 3.4. 

3. More considered channels. To determine the minimum number of channels 

and the best combination of these channels, it is necessary to experiment 

with more channels and observe the situation when the identification 

accuracy is unchanged. Here, the numbers of channel from 5 to 7 were 

studied. The rationale of using these numbers will be clarified in Section 

3.5.3. 
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Table 3.7: Percentage of accuracy for 4-channel combinations, 500 data points with 

different ICA algorithms. 

ICA Algorithms The best accuracy The best accuracy The best accuracy

for 5 subjects for 10 subjects for 15 subjects

ERICA 1,502 combinations 185 combinations ch 2 ch10 ch11 ch12

reach 100% reach 100% 98.71%

SOBI-BPF 1,511 combinations 218 combinations ch 3 ch 8 ch 9 ch12

reach 100% reach 100% 98.57%

SOBIRO 170 combinations 22 combinations ch 5 ch10 ch13 ch15

reach 100% reach 100% 97.87%

SOBI 110 combinations 4 combinations ch 6 ch 7 ch12 ch15

reach 100% reach 100% 96.22%

WASOBI 1,814 combinations 65 combinations ch 3 ch 6 ch 9 ch10

reach 100% reach 100% 94.26%

JADEop 40 combinations 4 combinations ch 9 ch11 ch14 ch15

reach 100% reach 100% 93.48%

SIMBEC 110 combinations 14 combinations ch 8 ch12 ch13 ch16

reach 100% reach 100% 93.48%

EWASOBI 862 combinations 34 combinations ch 4 ch 5 ch 8 ch13

reach 100% reach 100% 91.17%  
 

 

      Before discussing the optimum number, the process of how to select the best 

combination of four relevant channels in detail was repeated as follows. Four 

experiments were conducted. In the first experiment, 3000 data signal points were 

partitioned into six groups. Each group contained 500 data points. In the second 

experiment, 3000 data signal points were partitioned into three groups. Each group had 

1000 data points. In the third experiment, 3000 data signal points were partitioned into 

two separated groups. Each group consisted of 1500 data points. Lastly, in the fourth 

experiment, all 3000 data signal points were put into a single group. 
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Experiment 1: 3,000 data points signals from each subject were partitioned into six 

groups of 500 data points each. These 500 data points in the first group were divided 

into training, validating, and testing patterns for classification. But the data points from 

groups 2 to 6 were used for testing only. All six groups are named as (500)
1G , (500)

2G , 
(500)
3G , (500)

4G , (500)
5G , and (500)

6G . 

 

 
Figure 3.5: The EEG signal 3,000 data points are divided into six groups for testing. 

 

 

Experiment 2: 3,000 data points signals from each subject were partitioned into three 

groups of 1000 data points each. These 1,000 data points in the first group were divided 

into training, validating and testing patterns for classification. But the data points from 

group 2 and 3 were used for testing only. All three groups are named as (1000)
1G , (1000)

2G

, (1000)
3G . 
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Figure 3.6: The EEG signal 3,000 data points are divided into three groups for testing. 

 

Experiment 3: 3,000 data points signals from each subject were partitioned into two 

groups of 1500 data points each. The first group was divided into training, validating 

and testing patterns for classification. But the data points from another group were used 

for testing only. Both groups are named as (1500)
1G , (1500)

2G . 

 

Figure 3.7: The EEG signal 3,000 data points are divided into two groups for testing. 
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Experiment 4: All 3,000 data point signals from each subject were used for this 

experiment. This group was divided into training, validating and testing patterns for 

classification which are named as (3000)
1G . In addition to the above experiments, the 

neural network must be able to determine a person who does not belong to one of 20 

experimental subjects as an unknown person. The determining algorithm called 

Outsider will be discussed in the next section. 

 

Figure 3.8: The EEG signal 3,000 data points, all for testing. 

 

3.5.1 Determining Outsider Subject 

The group of first 20 subjects, i.e. subjects 1 to 20, were used for training or called 

the insider group. Any subject not belonging to the insider group is called outsider. Let 
( )m
iG  be a set of m data points of signal group i, for 1 i M≤ ≤ . Suppose subject j 

belongs to an insider group. Let ( )( , )m
ia j G be the percentage of accuracy of subject j 

tested by the m data points in signal group i. The minimum percentage of accuracy of 

subject j is defined as ( )min ( , )m
i ia j G∀ . 

Suppose subject k is an unknown subject and it is determined as subject k̂  by the 

neural network with percentage of accuracy of ( )( , )m
ia k G , for 1 i M≤ ≤ . The maximum 

percentage of accuracy of subject k is defined as ( )max ( , )m
i ia k G∀ . 
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Subject k is determined as an outsider if 

1. The neural network determines as different subject k̂  in each group in each 

experiment. For example in Table 3.11, subject 32 is determined as subject 13 in 

sets (1000)
1G  and (1000)

2G  but it is determined as subject 20 in set (1000)
3G .  

2. The maximum percentage of accuracy of subject k smaller than the minimum 

percentage of accuracy of subject k̂  is defined as follows: 

 
( ) ( )ˆmax ( , ) min ( , )m m

i i i ia k G a k G∀ ∀<                                 (6.1) 

 
3.5.2 Experimental Results  

Experiment 1 
The result of experiment 1 is summarized in Tables 3.8 and 3.9. Here, the observed 

signals from ch2, ch10, ch11, and ch12 by ERICA algorithm were used in the 

experiment since this combination gives the highest accuracy. 

Three parameters used in ERICA algorithm were set as follows: 

(a) Pre-whitening was set to yes. 

(b) The maximum number of iteration was to 1000. 

(c) Ordering was set to none. 

 There are 40 subjects considered in the process. The observed signals from the 

first 20 subjects were used for training as well as testing. The other additional 20 

subjects, i.e. subjects 21 to 40, were not involved in any training process but were used 

to determine subjects 21 to 40 as unknown persons. From the experiment, it can be 

seen that some outsider subjects were not correctly identified. The numbers in the 

parentheses in Table 3.9 denote the subjects wrongly identified by the neural network. 

For example, subject 21 in the first row of Table 3.9 was wrongly identified as subject 16 

when being tested with the data points in groups (500)
1G , (500)

2G , (500)
3G , (500)

4G , (500)
5G , 

and (500)
6G , respectively. In this case ( )max ( , )m

i ia k G∀  from Table 3.9, subject 21, 
(500)
2G  was equal to 99.60 and ( )ˆmin ( , )m

i ia k G∀  from Table 3.8, subject 16, (500)
5G  was 

equal to 89.00. Since ( ) ( )ˆmax ( , ) min ( , )m m
i i i ia k G a k G∀ ∀≥ . It is obvious that using 500 

data points can correctly identified only insider subjects but cannot correctly identified 

outsider subjects. 
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Table 3.8: The percentage of accuracy for 1-20 subjects (insider) when tested with the 

best 4-channel combinations, ERICA algorithm, and 500 data points in experiment 1. 

Insider

Subject

1 100.00     100.00     99.20       98.40       93.40       98.80       

2 100.00     100.00     100.00     98.20       100.00     100.00     

3 100.00     100.00     100.00     100.00     100.00     100.00     

4 100.00     100.00     100.00     100.00     100.00     100.00     

5 100.00     99.60       100.00     99.80       100.00     100.00     

6 97.00       99.60       99.80       99.60       97.60       99.40       

7 99.60       97.80       95.00       99.00       94.60       94.00       

8 100.00     99.40       92.40       100.00     100.00     99.60       

9 100.00     100.00     100.00     99.80       100.00     100.00     

10 97.40       96.40       93.40       97.80       96.20       90.00       

11 100.00     99.00       95.60       99.00       98.80       99.60       

12 100.00     100.00     100.00     99.20       99.80       95.00       

13 99.80       98.60       99.20       100.00     100.00     100.00     

14 95.40       81.00       81.80       91.60       82.40       81.20       

15 99.40       92.80       95.40       97.00       92.60       94.20       

16 96.80       96.20       97.60       94.80       89.00      93.00       

17 94.60       92.60       94.60       94.40       98.00       96.40       

18 95.80       89.40       93.20       94.80       86.60       90.60       

19 98.40       98.40       99.40       98.40       99.60       90.60       

20 100.00     99.80       100.00     100.00     99.80       100.00     

(500)
1G (500)

2G (500)
3G (500)

4G (500)
5G (500)

6G
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Table 3.9: The percentage of accuracy for subjects 21-40 (outsider) tested with the best 

4-channel combinations, ERICA algorithm, and 500 data points in experiment 1. 

Outsider

Subject

21 (16) 99.00 (16) 99.60 (16) 98.80 (16) 99.00 (16) 98.60 (16) 99.40 

22 (11) 66.00 (11) 69.80 (11) 71.00 (11) 73.80 (11) 65.60 (11) 71.00 

23 (7) 76.60 (7) 59.20 (7) 77.20 (7) 68.00 (7) 63.40 (7) 69.20 

24 (6) 49.60 (6) 48.60 (6) 40.00 (6) 51.60 (6) 40.20 (6) 33.80 

25 (7) 48.40 (7) 51.20 (7) 49.40 (7) 45.00 (7) 48.00 (7) 47.80 

26 (7) 92.20 (7) 95.00 (7) 97.60 (7) 98.00 (7) 93.20 (7) 98.80 

27 (6) 53.00 (19) 46.00 (19) 45.20 (19) 54.40 (6) 52.80 (6) 53.60 

28 (7) 41.00 (7) 44.60 (7) 49.40 (7) 36.60 (7) 35.20 (7) 41.40 

29 (1) 81.60 (1) 82.80 (1) 84.40 (1) 84.80 (1) 85.60 (1) 77.20 

30 (7) 83.20 (7) 81.60 (7) 88.60 (7) 88.20 (7) 93.40 (7) 88.40 

31 (13) 53.80 (13) 71.40 (13) 65.40 (13) 80.60 (13) 56.00 (13) 65.80 

32 (6) 35.00 (19) 58.80 (19) 37.40 (19) 46.00 (19) 41.00 (19) 45.80 

33 (20) 51.40 (20) 53.40 (20) 56.20 (20) 49.80 (20) 51.00 (20) 56.00 

34 (13) 63.00 (13) 59.80 (13) 46.80 (13) 45.40 (13) 49.80 (13) 50.20 

35 (12) 85.80 (12) 82.80 (12) 76.80 (12) 84.40 (12) 77.20 (12) 82.00 

36 (7) 97.40 (7) 97.00 (7) 96.40 (7) 93.20 (7) 95.60 (7) 95.60 

37 (7) 52.80 (7) 47.20 (7) 61.40 (7) 89.40 (7) 82.40 (7) 79.00 

38 (14) 57.00 (14) 71.40 (14) 84.80 (14) 75.60 (14) 68.20 (14) 70.60 

39 (15) 68.00 (15) 48.20 (15) 50.80 (15) 63.60 (15) 63.60 (15) 58.60 

40 (14) 47.20 (14) 34.00 (14) 40.60 (14) 49.80 (14) 59.00 (14) 43.20 

(500)
1G (500)

2G (500)
3G (500)

4G (500)
5G (500)

6G
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Experiment 2 

Both ERICA and SOBI-BPF algorithms were used in this experiment. However, the 

results based on these algorithms are not satisfactory enough. Hence, SOBIRO 

algorithm was used instead. Two parameters used in SOBIRO algorithm were set as 

follows. 

(a) Number of time-delayed covariance matrices was set to 100. 

(b) Ordering was set to none. 

Prior to the identification process, the most optimum 4-channel combination was 

required. 

Table 3.10 summarizes the combinations that achieved an accuracy higher than 

95%. The best combination is from ch13, ch14, ch15, and ch16. The signals from these 

channels were used to authenticate 20 subjects. The process of training and testing is 

as follows. The first 1000 data points in (1000)
1G  were for training, validating and testing 

but the other data points in (1000)
2G  and (1000)

3G  were for testing. 

Table 3.11 shows the identification accuracy of each subject. Subjects 21 to 40 were 

not involved in the training process and quantified as unknown persons. The numbers in 

the parentheses denote the subjects that were inaccurately identified by the neural 

network. Based on the outsider algorithm previously discussed, it can be seen that 

subjects 21 to 40 can be correctly determined as unknown persons. 
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Table 3.10: Selected 4-channel combination having percentage of accuracy higher than 

95% with SOBIRO algorithm, and 1,000 data points in experiment 2. 

      Channel Average

    Combination Accuracy percentage

ch13 ch14 ch15 ch16 98.51

ch  3 ch  6 ch  9 ch15 98.15

ch  3 ch  6 ch13 ch15 98.04

ch  6 ch13 ch14 ch16 97.74

ch  6 ch13 ch15 ch16 97.52

ch  5 ch  6 ch15 ch16 97.47

ch  3 ch12 ch13 ch16 96.66

ch  9 ch12 ch13 ch14 96.6

ch  2 ch  5 ch  6 ch16 96.54

ch  5 ch  6 ch  7 ch  8 96.4

ch  1 ch  9 ch15 ch16 96.18

ch  3 ch11 ch12 ch16 96.08

ch  4 ch12 ch13 ch16 95.94

ch  9 ch14 ch15 ch16 95.79

ch  3 ch  4 ch  5 ch  6 95.5

ch  3 ch  8 ch14 ch15 95.47

ch  2 ch  6 ch14 ch15 95.31

ch  6 ch11 ch12 ch13 95.28

ch  3 ch  4 ch15 ch16 95.21

ch  1 ch  8 ch  9 ch15 95.14
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Table 3.11: The percentage of accuracy for 40 subjects tested with the best 4-channel 

combination (ch13, ch14, ch15, ch16), SOBIRO algorithm, and 1,000 data points in 

experiment 2. 

Insider Outsider

Subject Subject

1 99.90    100.00  100.00  21 (17) 75.00 (17) 79.40 (17) 67.60

2 99.60    100.00  100.00  22 (  7) 63.40 (  7) 65.20 (  7) 57.40

3 100.00  100.00  100.00  23 (18) 73.00 (18) 72.60 (18) 69.80

4 100.00  99.80    100.00  24 (18) 60.20 (18) 67.60 (18) 61.20

5 100.00  99.80    99.00    25 (11) 54.20 (11) 52.40 (11) 51.00

6 99.90    99.80    99.60    26 (20) 60.60 (20) 67.20 (20) 65.80

7 99.00    94.60    92.00    27 (  7) 49.00 (  7) 47.20 (  7) 57.80

8 99.90    99.60    100.00  28 (  7) 34.00 (  7) 32.60 (  7) 32.80

9 99.60    100.00  100.00  29 (  6) 60.80 (  6) 50.20 (  6) 56.60

10 99.70    99.40    99.20    30 (18) 43.80 (18) 41.00 (18) 40.80

11 99.90    100.00  91.00    31 (11) 87.80 (11) 46.60 (11) 85.20

12 96.70    99.60    98.00    32 (13) 37.40 (13) 32.60 (20) 29.00

13 93.90    96.00    94.20    33 (13) 84.00 (13) 80.60 (13) 85.20

14 98.40    98.80    96.40    34 (20) 78.40 (20) 86.80 (20) 87.80

15 99.70    99.20    98.20    35 (20) 59.60 (20) 62.40 (20) 65.60

16 90.50    88.00    91.40    36 (18) 79.40 (18) 76.40 (18) 67.20

17 99.70    99.00    99.60    37 (15) 25.20 (15) 29.40 (15) 27.80

18 97.40    98.40    96.40    38 (19) 85.00 (19) 75.20 (19) 87.00

19 98.90    100.00  100.00  39 (  7) 69.60 (  7) 71.20 (  7) 70.80

20 97.50    97.60    98.40    40 (12) 33.60 (12) 34.80 (12) 29.00

(1000)
1G (1000)

2G (1000)
3G (1000)

1G (1000)
2G (1000)

3G
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    Experiment 3 
The combination of channels ch6, ch9, ch10, and ch15 by SOBIRO algorithm was 

selected for the identification process. Table 3.12 summarizes the combinations having 

percentage of accuracy higher than 95%. The signals in group (1500)
1G  of subjects 1 to 

20 were for training, validating and testing but the signals in group (1500)
2G  were for 

testing only. To test whether the neural network can correctly determine a person as an 

unknown person, subjects 21 to 40 were involved only in testing by the outsider 

algorithm. Table 3.13 shows the percentage of accuracy for 40 subjects. The numbers 

in the parenthesis denote the subject wrongly authenticated by the neural network. It 

can be seen that the network correctly determined subjects 21 to 40 as unknown 

persons. 
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Table 3.12: Selected 4-channel combination having percentage of accuracy higher than 

95% with SOBIRO algorithm, and 1,500 data points in experiment 3. 

      Channel Average

    Combination Accuracy percentage

ch  6 ch  9 ch10 ch15 98.8

ch  5 ch  6 ch  7 ch15 98.75

ch  6 ch  9 ch14 ch15 98.71

ch  6 ch  7 ch13 ch15 98.68

ch  2 ch  6 ch15 ch16 98.47

ch  3 ch  6 ch13 ch15 98.11

ch  1 ch  6 ch  9 ch15 98.02

ch  6 ch  8 ch  9 ch15 97.87

ch  1 ch  6 ch13 ch15 97.79

ch  9 ch10 ch13 ch15 97.61

ch  2 ch  6 ch10 ch15 97.39

ch  2 ch  6 ch  7 ch15 97.24

ch  9 ch13 ch15 ch16 96.91

ch  6 ch13 ch14 ch15 96.82

ch  3 ch  5 ch15 ch16 96.33

ch  3 ch  5 ch  7 ch15 96.19

ch  2 ch12 ch15 ch16 95.88

ch  3 ch  7 ch  9 ch15 95.67

ch  2 ch  6 ch  8 ch15 95.66

ch  3 ch  7 ch12 ch15 95.63
 

 

 



 

 

41 

 

Table 3.13: The percentage of accuracy for 40 subjects tested with the best 4-channel 

combination (ch6, ch9, ch10, ch15), SOBIRO algorithm, and 1,500 data points in 

experiment 3. 

Insider Outsider

Subject Subject

1 100.00   100.00   21 (10) 41.20 (10) 51.60

2 100.00   99.60     22 (  5) 30.20 (  5) 44.80

3 100.00   100.00   23 (11) 60.40 (11) 40.80

4 100.00   100.00   24 (17) 76.60 (17) 73.40

5 100.00   100.00   25 (10) 48.60 (10) 45.80

6 99.70     98.20     26 (  7) 82.80 (  7) 83.00

7 99.60     97.60     27 (  7) 77.80 (  7) 68.80

8 99.90     100.00   28 (14) 47.20 (14) 78.40

9 100.00   100.00   29 (  8) 69.80 (  8) 70.40

10 100.00   100.00   30 (19) 57.40 (19) 61.80

11 99.30     97.80     31 (17) 41.80 (17) 58.60

12 100.00   100.00   32 (12) 61.60 (12) 51.80

13 92.70     98.00     33 (10) 78.60 (10) 69.80

14 96.40     95.80     34 (15) 46.80 (15) 63.60

15 93.20     94.60     35 (13) 49.60 (13) 67.80

16 98.60     96.40     36 (15) 67.60 (15) 49.00

17 96.70     98.00     37 (15) 67.80 (15) 79.00

18 100.00   100.00   38 (  2) 67.80 (  2) 89.00

19 100.00   100.00   39 (15) 47.20 (15) 65.20

20 100.00   100.00   40 (17) 93.80 (17) 94.80

(1500)
1G (1500)

2G (1500)
1G (1500)

2G
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    Experiment 4 

SOBIRO algorithm was still used in this experiment. The combination of channels 

ch1, ch13, ch15, and ch16 was selected for the identification process since it gave the 

highest accuracy for 3,000 data points as shown in Table 3.14. The signals in group 
(3000)
1G  of subjects 1 to 20 were for training, validating and testing and in group (3000)

1G  

of subjects 21 to 40 were for testing. To test whether the neural network can correctly 

determine a person as an unknown person, subjects 21 to 40 were involved only in 

testing by the outsider algorithm. Table 3.15 shows the percentage of accuracy for 40 

subjects. It can be seen that the network correctly determined subjects 21 to 40 as 

unknown persons. 

The results of experiments 1-4 suggested that only 500 data points were eligible to 

determine insider subjects but insufficient to use for identification of outsider subjects. 

From the experiments, we found that 1,000, 1,500, and 3,000 data points can correctly 

determine insider and outsider subjects with high accuracy.  

From Tables 3.11, 3.13, and 3.15, the numbers in parentheses denote the subject 

numbers authenticated by the neural network. These subject numbers are used to 

determine outsider subjects. For any subject, if the subject number identified by the 

neural network is different in each experiment, then that subject is determined as the 

outsider subject. For example, subject 27 in Table 3.11 and Table 3.13 were determined 

as subject 7 but this subject in Table 3.15 was determined as subject 5. Hence, subject 

27 was considered as the outsider subject. 
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Table 3.14: Selected 4-channel combination having percentage of accuracy higher than 

95% with SOBIRO algorithm, and 3,000 data points in experiment 4. 

      Channel Average

    Combination Accuracy percentage

ch  1 ch13 ch15 ch16 98.85

ch  5 ch  6 ch  7 ch15 98.73

ch10 ch13 ch15 ch16 98.70

ch  6 ch  9 ch10 ch15 98.67

ch  3 ch  5 ch13 ch15 98.37

ch  6 ch  7 ch  9 ch15 98.20

ch12 ch13 ch15 ch16 98.10

ch  6 ch13 ch15 ch16 98.05

ch  3 ch  6 ch13 ch15 97.99

ch  6 ch  9 ch13 ch15 97.71

ch  6 ch  9 ch12 ch15 97.38

ch  3 ch12 ch13 ch16 97.15

ch  9 ch14 ch15 ch16 96.82

ch  1 ch  3 ch13 ch15 96.64

ch  1 ch  5 ch  9 ch16 96.59

ch  3 ch  9 ch15 ch16 96.17

ch  9 ch12 ch15 ch16 96.05

ch  3 ch13 ch14 ch15 95.84

ch  3 ch  7 ch13 ch15 95.50

ch  3 ch  9 ch13 ch15 95.16
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Table 3.15: The percentage of accuracy for 40 subjects tested with the best 4-channel 

combination (ch1, ch13, ch15, ch16), SOBIRO algorithm, and 3,000 data points in 

experiment 4. 

Insider Outsider

Subject Subject

1 100.00     21 (12) 39.20

2 99.97       22 (20) 48.80

3 99.97       23 (20) 55.80

4 100.00     24 (20) 63.00

5 99.73       25 (  1) 33.20

6 99.87       26 (19) 41.80

7 99.67       27 (  5) 51.40

8 100.00     28 (20) 69.80

9 99.73       29 (  3) 70.20

10 100.00     30 (14) 59.20

11 99.73       31 (11) 94.20

12 98.43       32 (20) 89.80

13 95.63       33 (  5) 40.00

14 97.13       34 (12) 44.20

15 98.30       35 (15) 50.60

16 98.67       36 (18) 51.00

17 99.20       37 (20) 40.40

18 95.37       38 (19) 95.80

19 99.60       39 (20) 73.20

20 96.07       40 (  4) 39.00

(3000)
1G (3000)

1G
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3.5.3 Compare 4 Channel with 5, 6, 7 Channel Combinations 

In order to confirm the 4-channel combination is the best for classification. The 

combination of 5, 6 and 7 channels were explored and compared with 4-channel 

combination. The experiment based on 3,000 data points of SOBIRO algorithm and 40 

subjects were conducted. In case of 5 channels, there are (
16

C5) or 4,368 possible 

combinations. In case of 6 and 7 channels, there are 8,008, and 11,440 combinations. 

The results of percentage accuracy of 5, 6, 7 channels were shown in Tables 3.16, 3.17, 

and 3.18, respectively. 

 

3.5.4 Experimental Results  

To compare the accuracy percentage of insider subjects for 4, 5, 6, and 7 channel 

combinations, Tables 3.15-3.18 using the first column and second column were 

considered. From Tables 3.15, the average accuracy percentage for authentication of 

20 insider subjects in case of 4 channels from ch1, ch13, ch15, and ch16 is 98.85%. 

From Table 3.16, for 5 channel combination from ch5, ch6, ch9, ch10, and ch15, the 

average accuracy percentage is 99.87%. From Table 3.17, for 6 channel combination 

from ch1, ch5, ch6, ch9, ch10, and ch15, the average accuracy percentage is 99.97%. 

From Table 3.18, for 7 channel combination from ch5, ch6, ch7, ch9, ch13, ch14, and 

ch15, the average accuracy percentage is 100%.  

To compare the accuracy percentage of outsider subjects for 4, 5, 6, and 7 channel 

combinations, Tables 3.15-3.18 using the third column and fourth column, were 

considered. From Table 3.15, the maximum percentage of accuracy for 4 channel 

combination is 95.80% from subjects 38. This indicates that subject 38 was incorrectly 

identified as subject 19. From Table 3.16, 5 channel combination, the maximum 

percentage of accuracy is 97.60% from subject 32. This indicates that subject 32 was 

inaccurately authenticated as subject 12. From Table 3.17, 6 channel combination, the 

maximum percentage accuracy is 99.40% from subject 39. This indicates that subject 
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39 was inaccurately authenticated as subject 15. From Table 3.18, 7 channel 

combination, the maximum percentage accuracy is 99.40% from subject 23. This 

indicates that subject 23 was inaccurately authenticated as subject 12. 

To compare the difference between the accuracy percentage of outsiders, who were 

wrong predicted by neural network, and insiders for 4, 5, 6, 7 channel combinations, 

Table 3.15-3.18 were used for analysis. The accuracy percentage of outsiders is defined 

by ( )max ( , )m
i ia k G∀ . Whereas the accuracy percentage of insiders, who are wrong 

authenticated, is defined by ( )ˆmin ( , )m
i ia k G∀ . From Table 3.15, the difference between 

( )max ( , )m
i ia k G∀ and ( )ˆmin ( , )m

i ia k G∀  for 4 channel combination is 3.8. In the same 

manner, from Tables 3.16-3.18, the differences of accuracy percentage are 2.4, 0.6, and 

0.6, respectively. These results are summarized in Table 3.19. Notice that, for any 

subject, when the number of channels increases, the difference between the accuracy 

percentage in case of authenticating as an outside and as an insider is decreased as 

shown in Figure 3.9. 
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Table 3.16: The percentage of accuracy for 40 subjects tested with the best 5-channel 

combination (ch5, ch6, ch9, ch10, ch15), SOBIRO algorithm, and 3,000 data points. 

 

Insider Outsider

Subject Subject

1 100.00  21 (  8) 75.40

2 100.00  22 (  4) 64.60

3 100.00  23 (15) 35.80

4 100.00  24 (15) 64.60

5 100.00  25 (12) 45.00

6 100.00  26 (  7) 88.20

7 99.97    27 (  7) 64.80

8 100.00  28 (14) 58.00

9 100.00  29 (15) 30.60

10 100.00  30 (15) 87.80

11 99.90    31 (  7) 92.20

12 100.00  32 (12) 97.60

13 100.00  33 (14) 61.20

14 98.70    34 (15) 84.00

15 99.97    35 (15) 85.20

16 99.27    36 (15) 91.60

17 99.60    37 (15) 92.80

18 100.00  38 (  2) 96.80

19 100.00  39 (15) 90.40

20 100.00  40 (15) 86.20

Average 99.87    

(3000)
1G (3000)

1G
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Table 3.17: The percentage of accuracy for 40 subjects tested with the best 6-channel 

combination (ch1, ch5, ch6, ch9, ch10, ch15), SOBIRO algorithm, and 3,000 data 

points. 

Insider Outsider

Subject Subject

1 100.00  21 (  8) 74.80

2 100.00  22 (14) 64.60

3 100.00  23 (15) 73.40

4 100.00  24 (15) 63.20

5 100.00  25 (12) 53.00

6 100.00  26 (  2) 61.40

7 99.97    27 (15) 52.80

8 99.97    28 (14) 90.20

9 100.00  29 (16) 77.40

10 100.00  30 (19) 98.40

11 99.90    31 (17) 96.40

12 100.00  32 (12) 78.00

13 100.00  33 (  5) 47.00

14 99.90    34 (15) 94.80

15 100.00  35 (15) 97.80

16 99.90    36 (15) 92.00

17 99.77    37 (15) 88.20

18 100.00  38 (  2) 69.00

19 100.00  39 (15) 99.40

20 100.00  40 (15) 98.00

Average 99.97    

(3000)
1G (3000)

1G

 



 

 

49 

 

Table 3.18: The percentage of accuracy for 40 subjects tested with the best 7-channel 

combination (ch5, ch6, ch7, ch9, ch13, ch14, ch15), SOBIRO algorithm, and 3,000 data 

points. 

Insider Outsider

Subject Subject

1 100.00     21 (12) 72.00

2 100.00     22 (  5) 98.80

3 100.00     23 (12) 99.40

4 100.00     24 (12) 84.20

5 100.00     25 (12) 95.60

6 100.00     26 (  7) 43.20

7 100.00     27 (  7) 90.80

8 100.00     28 (14) 40.00

9 100.00     29 (  6) 68.40

10 100.00     30 (12) 47.40

11 100.00     31 (  6) 72.60

12 100.00     32 (  7) 37.60

13 100.00     33 (15) 96.40

14 100.00     34 (11) 48.00

15 100.00     35 (12) 74.20

16 100.00     36 (12) 77.80

17 100.00     37 (12) 66.20

18 100.00     38 (19) 87.80

19 100.00     39 (  1) 33.40

20 100.00     40 (12) 61.20

Average 100.00     

(3000)
1G (3000)

1G
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Table 3.19: The difference between the accuracy percentage of inside and outsider 

subjects for 4, 5, 6, 7 channels experimented by SOBIRO algorithm and 3,000 data 

points. 

Channel Minimum accuracy Maximum accuracy Different of accuracy percentage

combination percentage insider percentage outsider which outsider wrongly 

(%) (%) identified to insider

4-channel  subject 19 :   99.60 subject 38 : (19) 95.80   99.60-95.80 = 3.80

5-channel  subject 12 : 100.00 subject 32 : (12) 97.60 100.00-97.60 = 2.40

6-channel  subject 15 : 100.00 subject 39 : (15) 99.40 100.00-99.40 = 0.60

7-channel  subject 12 : 100.00 subject 23 : (12) 99.40 100.00-99.40 = 0.60

 

 

 

 

Figure 3.9: Compare the accuracy percentage of insider and the different between the 

accuracy percentage with the outsider wrongly identified to insider for 4, 5, 6 and 7 

channel combinations. 
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3.6 Exploring Conditions Perform the Best for Identification 

 

To enhance the performance efficiency for identification, four conditions were 

explored to find out which conditions perform the best for identification. EEG signals 

were collected from five subjects performing one stimulus condition, two mental thought 

conditions to compare with the relax condition. These conditions are: 

1. Relax condition. The subjects were asked to relax and think of nothing in 

particular. This condition was used as a control and as a baseline measure of 

EEG signals. 

2. Stimulus condition. The subject were flashed light in 60 seconds. 

3. Mental thoughts condition for calculating math problems. The subjects were 

given math problems to solve in 60 seconds. These math problems are addition, 

subtraction, multiplication, and division. Subjects were asked to solve them 

without vocalizing or making any other physical movements.  

4. Mental thoughts condition, thinking about the impressive image. The subjects 

were asked to think of the impressive image in 60 seconds. 

The result of each condition when compared with relax condition is shown in Table 

3.20 
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3.6.1 Experimental Results 

From Table 3.20, the accuracy of identification of stimulus condition by flash light is 

decrease by 15.01% when compared with relaxing condition. Same as mental thoughts 

condition, the accuracy of calculation of math and thinking about the impressive image 

are decreased by 10.31% and 18.13%, respectively. This result shows the relax 

condition is the best for personal identification of this experiment. 

 

 

Table 3.20: The percentage of accuracy of flash light, calculation of math, and 

impressive image compare with relax condition. 

 

Flash light Calculation of math Impressive image

-15.01% -10.31% -18.13%
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3.7 Explaining Biological Significance of the Selected Channels 
 

In order to explore which channels are actually significant for the identifications, the 

number of occurrences of each channel from 4-channel combinations was counted from 

Tables 3.11 (1,000 data points), Tables 3.13 (1,500 data points) and Table 3.15 (3,000 

data points). For example, with 1,000 data points, ch6 occurred 10 times, with 1,500 

data points, ch6 occurred 13 times and 7 times with 3,000 data points.  

Table 3.21 shows number of occurrences of each channel. The number of 

occurrences (frequency) is derived from Table 3.11, 3.13 and 3.15 with 1,000, 1,500, 

and 3,000 data point sample. For 1,000 data points, ch15 and ch16 occurred most 

frequently for 11 times, for 1,500 and 3,000 data points, ch15 occurred most frequently 

for 20 times and 18 times, respectively. Hence, it is obvious that ch15 is significant for 

identifications. Ch15 is at the position P4 which is the parietal lobe of the brain. 

The parietal lobe plays an essential role in integrating sensory information from 

various parts of the body, i.e. knowledge of numbers and their relations, and 

constructing the spatial coordinate system to represent the world around us. The 

principal function of position P4 is perception (cognitive processing). The other functions 

are spatial relations, multi-modal interactions, praxis, and reasoning (non-verbal). 
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Table 3.21: The number of occurrences of each channel. 

Channel No. occurrences No. occurrences No. occurrences

of 1,000 data points of 1,500 data points of 3,000 data points

ch 1 2 2 3

ch 2 2 5 -

ch 3 7 5 8

ch 4 3 - -

ch 5 4 3 3

ch 6 10 13 7

ch 7 1 6 3

ch 8 3 2 -

ch 9 5 7 9

ch10 - 3 2

ch11 2 - -

ch12 5 2 4

ch13 8 6 12

ch14 6 2 2

ch15 11 20 18

ch16 11 4 9
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CHAPTER IV 

CONCLUSION AND FUTURE WORK 

 

In this study, a practical technique for identifying 16 standard EEG locations for EEG 

signals was proposed. The gathered signals were cleaned by applying Independent 

Component Analysis, then a supervised neural network was used to test the accuracy of 

the identification process. Our results concluded that a the group of four combinations is 

the minimum number of brain wave signals required for identification with high accuracy 

for insider and outsider subjects. The EEG signals 500 data points at locations F7, C3, 

P3 and O1 by ERICA algorithm can correctly identify only insider subjects but cannot 

correctly identify outsider subjects. The EEG signals 1,000 data points (at F4, C4, P4, 

O2), 1,500 data points (at F8, F3, C3, P4), and 3,000 data points (at Fp1, F4, P4, O2) by 

SORIBO algorithm can correctly identify both insider and outsider subjects with high 

accuracy. The selected channels correspond to actual locations of the brain having the 

biological functions conforming to the identification. 

In this study, data was collected from experimental subjects at the same period of 

time. One point of interest could be conceived within identification of this technique and 

whether it can be applied to the data collected from different time periods with more 

subjects. Such identification is proposed subject to further study within the realm of our 

proposed technique. 
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Desudchit : Personal Identification by EEG Using ICA and Neural Network. 

ICCSA (3) 2010: 419-430 

2. Preecha Tangkraingkij, Chidchanok Lursinsap, Siripun Sanguansintukul, Tayard 

Desudchit : Selecting Relevant EEG Signal Locations for Personal Identification 

Problem Using ICA and Neural Network. ACIS-ICIS 2009: 616-621 
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