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The accuracy of potentiometric titration of two weak acid
mixtures was studied. The seven acidic compounds selected were weak
acid with pKa value between 4-9 and could dissolve in 0.1 M KClI
solution with no precipitate during the course of titration. These

compounds were benzoic acid, pivalic acid, p-nitrophenol, pralidoxime
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chloride, lidocaine hydrochloride, boric acid, and procaine hydrochloride
which their pKa values were shown in Table 3. The scope of this
experiment was to study the binary mixtures of weak acids which had the
difference in pKa values (ApKa) and in the initial concentration ratios. For

matching the pairs of them, they were arranged in random form in order to

'ﬁ}mee and their pKa values were

reduce the bias. These w

presented in Table 4.

1. The mix gtwecnd "?..;" atral weak acids.
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The re i;-:‘:—fi“—-":—*“"-' ear regression analysis
of the titrations e dl etaipered to those obtained
from the reference method (Gran plats or G plot) of the titration of each

single acid ﬂ.rucﬂ ’Jl'%cﬂeﬂ@ WE_J{:] ﬂ% was a statistical

difference between these results, the student t-test an95% confidence
mtewm éﬂlﬁﬁﬂ m&l H lnla\“—mﬂm EJ the reference
methed,qsinee it had been shown in the previous study (Arttamangkul,
1986) that there was no statistical difference between the result obtained
from G plot and the official method in USP XX (non-aqueous titration).
The results obtained from this study could be discussed as

followed.
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[. The titration of two neutral weak acids mixtures

The neutral weak acid mixtures in this study were

1.1 Benzoic acid and pivalic acid mixture

1. 6p-n1trﬂ he _f*‘- u;__,_

:;’-_—.;—ii:;—;::;:;_

L § X l

where? i ---r' atio of acid mixtures
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1.1 Benzoic a?:d and pivalic acid mixtur

o ¥ie hitod dibn) hbrad ot ANYAREL scermines

by Gran plots were 8.33x10” (pKa =4.08) for benzoic acid and 9.77x10
(pKa=5.01) for pivalic acid. The difference between pKa values of these

acids was about 0.93. From the titration of each weak acid solutions,
the equivalent volumes could be determined from the titration curves and
Gran plots as shown in Figure 7 to 18. The titration curves of these acids



79

mixture were shown in Figure 53 to 57 with data presented in Table 5 to
14.

It could be seen that the equivalent volumes of the individual
weak acids obtained from the titration of these acids mixture, which the

initial concentration ratios (3! 1, 5, 10, 0.5 were statistical

W
.,X:;;

plots of each single weak

data. However, th // statisticabs, difference  when initial
concentration ratios { anged -

LA} "._J;—,_rﬁ,‘

obtained from Gran plo ot Bach s id titrations as shown in Table

Thus, the Pgdiﬂed equaja'gn (Eq.106) and Method A and

Method C ﬂ%ﬁ@o%ﬂqq ranf8|df rawfdaa in this study could

not be used to"determine accurate and reproducible equiyalent volumes of
G ﬂsm walsm araoilNevertheless,
Method' B could be used successfully with Eq.106 when initial
concentration ratios were 1, 5, 10, 0.5 but failed when initial

concentration ratios was 15.
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1.2 Benzoic acid and p-nitrophenol mixture

The dissociation constants of these compounds as determined by

Gran plots were 8.33x107 (pKa = 4.08) for benzoic acid and 8.97x10°®
(pKa = 7.05) for p-nitrophenol. The difference between pKa values of
these acids was about 2.97. From the titration of each weak acid
d be determined from the titration
%‘?m 10 and 19 to 24. The

titration curves of th ds —_— in Figure 58 to 61 with

The equiyglenf yolurmcs the, individual acids obtained from
the titration of these % )
were 1, 5, 10 and 0.3
from Gran plots of eﬁ

tial concentration ratios (X)
ence from those obtained
ftrations when Method B was

used for choosing the ra

Z
When Mﬂ‘l d

range there were stayisfical indifference between the equivalent volumes

of cach wedf] el bEuhARLEH I Bl i vivation and hos

obtained ﬁam Gran plots ofeeach single=acid titrationsswhen the initial
cunceﬂqaﬁlnraiﬁ n“-'r‘i Euaihm ﬂ%ﬂﬂl&ﬂed statistical
difference when the initial concentration ratios were 5 and 10 as presented
i Table 119.

Y]
ised Er choosing the raw data
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The correration of the results obtained form Eq.106 was the
same as described earlier with the mixture of benzoic acid and pivalic

acid.

1.3 Benzoic acid and boric acid mixture

The dissociation co ,\\ pf these compounds as determined by
0> (pK g8 dor benzoic acid and 7.87x10™""
& » - #
(pKa = 9.10) for borte"aeid=" Th& dif ;,_ehveen pKa values of these
the oh weak acid solutions, the
equivalent volumegg€oultl/he/ the titration curves and
Gran plots as showafingf igure 7 _fu \ 0 48. The titration curves
* LI 62 to 66 with the data

It could be seen-thatthe thy ere statistical indiffirence in the

equivalent volurs ‘:—_‘::— Rvidual sveasao obtained from the

titration of these act uﬁmncenh'anﬂn ratios (X)

were 1, 5, 10, and 0.3 when Method,B was used for choosing the range

o row eﬂeum%mwmﬂo@f s
Q ﬁ&a‘mm :‘Jiﬁff]lg mﬂtﬂsﬂﬂaﬂ difference

for 1mt131 concentration ratios 5, 10 and 15. On the contrary, they showed
statistical indifference for initial concentration ratios 1 and 0.5 (Table
119).
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The correration of the results obtained form Eq.106 was the
same as described earlier with the mixture of benzoic acid and pivalic

acid.

1.4 Pivalic acid and p-nitrophenol mixture

(pKa = 7.05) for p=mt R ' @e between pKa values of
these acids was 2 04 _#Tdn the hitrationspf each single weak acid
solutions, the equiyal€ni®ofififiescould be determined from the titration
. D 24. The titration curves
67 to 71 with the data

It could_ be e statistical indifference in the

equivalent vol ;‘_—— ndividual = ' ds obtained from the

titration of the acid 0. cﬁtratmn ratios (X) were 1,

5, 10, and 0.2 when‘- ethod B was,ysed for choosing the range of raw

data except ﬂhﬂ&%ﬂ&ﬂ#ﬂ wdor Ylfds 3110} 1
q ﬁmlﬂ m u%r]h‘ai mqﬁlﬂcal difference

for all cencentratmn ratios studied here (X =1, 5, 10, 0.2 and 0.1) as
shown in Table 119.

The correration of the results obtained form Eq.106 was the
same as described earlier with the mixture of benzoic and pivalic acid.
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1.5 Pivalic acid and boric acid mixture

The dissociation constants of these compounds as determined
by Gran plots were 9.77x10® (pKa = 5.01) for pivalic acid and 7.87x10°"°
(pKa=9.10) for boric acid. The difference between pKa values of these
acids was 4.09. From the titration of each weak acid solutions, the
mined from the titration curves and
_ / Mde39 to 48. The titration curves
of these acids mi _ c 72 to 77 with the data
presented in Table 43 IR

It could b

equivalent volume ‘ - mtividual | weak, acids obtained from the

A\

1,5,10and 0.2 from tk :«—_ n Gra plots of each single weak

istical indifference in the

titration of these acids ‘oncentration ratios (X) were

acid titrations when Methad F

o or choosing the range of raw

data except with & i_f,  concentration ratios of 15 and (). 1.

i
In case oghﬂgmd A and C&,Jthey showed statistical difference

for concentr {}u EJ%’J ﬂ’]lﬁ] ﬁ,‘ﬁ M’ﬂ] Iﬂ:ﬁept with the initial

concenn'ahnn%ﬂns of 1 (Tablg 119).
ARIANN 3TN URIINYAY
The correration of the results obtained form Eq.106 was the
same as described earlier with the mixture of benzoic acid and pivalic

acid.
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1.6 p-nitrophenol and boric acid mixture

The dissociation constants of these compounds as determined
by Gran plots were 8.97x10* (pKa = 7.05) for p-nitrophenol and 7.87
x10™"’ (pKa=9.10) for boric acid. The difference between pKa values of

these acids was 2.05. From the titration of each weak acid solutions, the

‘the equivalent volumes of

-m ﬁ - 1 of the acid mixtures ,
whose the initial co \ - , 10 and 0.2 when
Method B was used fof chigbsing & ‘ of raw data except with the
ratio of 15 and 0.1. L0

the individual acids

7 i)
In case (ﬂ %ﬂﬂnstratﬂd the statistical
difference for all the;ig‘_tia.l concentragtion ratios studied here (X =1, 5,

10, 15,02 aﬂu&%wﬁ@%’lﬂ‘i
R amﬁmmm PELANEL e wes i

Methnd A and Method C could not be applied for choosing the range of
raw data to determine accurate and reproducible equivalent volumes of

the individual weak acids from these acids mixture titration.
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From the results of this group (the mixtures of two neutral weak
acids), it could be concluded that Method B was the best method for
choosing titration data range to determine equivalent volumes of each
weak acids. The pairs of weak acids mixture which their equivalent

volumes could be determined by the multiple linear regression analysis

and computer program, SP ere the acid mixtures which the

initial concentration ratio§ were not/Gdud! to 15 and 0.1 We call these
. w ~ . _J & i 5 s

two Initial concentraiensratios a per initial concentration ratios

limit and the lower jaitix “pricent 10s limit. Method A and

Method C also co o used teddeternn walent volumes of each
weak acids if the ag ‘ rence between ApKa value
much more than 2 @pKaf= 29794 ( .02 as presented in this

experiment) and the it} iet- u- tion \\ of the acid mixtures were
X=lorX=05. v .,,e_,l-y

7
b e )

Il ThelSS -“““-"i:—‘-——T-—f" weak acid and ionized
weak acid. m
ﬁ%ﬂr@ %EM@W Gizdd| [k acid mixtures in
this study were

q RAASRIAEAINUAA Y-

(X=1,5,10 15,05

2.2 Pivalic acid and pralidoxime chloride mixture
(X=1,5,10,15,0.2,0.1)

2.3 p-nitrophenol and pralidoxime chloride mixture
(X=1,5,10,15,02,0.1)
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2.4 Pralidoxime chloride and boric acid mixture
(X=1,5,10,0.2,0.1)
where X = the initial concentration ratio of acid mixtures
= Vep/Ve,

by Gran plots were 8 = b5 (pRa w"—-— or benzoic acid and 1.10
x10* (pKa = 7.96) |
pKa values of these litration of each weak acid
s detepmined from the titration

U'and 25 to 34. The titration

curves of these acids gidure” swerg SHown i Figure 84 to 88 with the

solutions, the equival

curves and G plot a

data presented in table 6

Y |

It could y_.:.'-.-._a‘--._,i.,g—:: e statisticd] indifference between
s ibtained from the titration
|

the equivalent vol Thes
of the acid mixtures gvgrse the mlmu’concentraman ratios were 1, 5, 10

ot 05 oA B PR G s ek ai

titrations wheﬂl Method B waseused for choosing raw data titration range

excep Wi lebVouckhiaion] hbdk] 0 Y| £ B saisica

dlfferenoe

In case of Method A and C, they both demonstrated statistical

indifference with the initial concentration ratios 1 and 0.5. However,
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statistical difference was observed when the initial concentration ratios

changed to 3, 10 and 15.

The correration of the results obtained form Eq.106 was the

same as described earlier with the mixture of benzoic acid and pivalic

acid. AN -a‘:x ”y/é'

2.2 Pivalic acid and prafe u»- e . ,i.i,...._u e

The dissocia -- -' s of thesesgompounds  as determined
by Gran plots were 267710 " 1= 9 ivalic acid and 1.10x10"
(pKa = 7.96) for praiidq / i\ ifference between their pKa
values was 2.95. Fué l i
the equivalent volumeg ,

Gran plots as shown in/Figure11 1o

ingle weak acid solutions,
m the titration curves and
5 to 34. The titration curved

e 89 to 94 with the data
presented in Tabl #;m-i.f ‘]

of these acids mixture were she

There were statistical indifference in the equivalent volumes of

each weak aﬂ we@ %ﬂ%ﬂ ﬂﬂ:ﬂﬁnﬂxﬂuﬁs whose the

initial ct}ncenu'atmn ratios (X) ©f the acidaixtures wered, 5, 10 and 0.2

when %m&aﬁ mmuma&mm E‘lcept with the

initial concentration ratios of 15 and 0.1.

In case of Method A and Method C, they demonstrated
statistical difference of most concentration ratios studied here (X =
5,10,15,0.2 and 0.1) except the concentration ratio 1 (Table 119).



88

The results of these acids mixture titrations were the same
manner as previously described for the titration of benzoic acid and pivalic

acid mixture.

2.3

E 7— "
by Gran plots were §99=10" (pKa wr p-nitrophenol and 1.10
x10* (pKa = 7.96) / O ImMe \~ ide.. The difference between
pKa values of thesgs® / ids- ’\\E jom the titration of each
single weak acid sqlfitighs! the ¢ ?n\ olumes could be determined
from the titration curyés And C 7 ; : “\\\. mFlgure 19 to 34. The
'.-.\;, hown in Figure 95 to 100

titration curves of thgfe Acids mixf

with the data presented

It Fﬁ:mru:? indifference between
*1d ol talned from the titration
— |

of the acid mixtures whose the initigl concentration ratios were 1, 5, 10
"%

ot 02 onf kbR G HBTH G sinle ek

titrations wheft Method B wasrused for choosing the mange of raw data

excepiﬂww 'ﬁ]ﬁ:ﬁ%&ﬁ:ﬂd um r}fﬂswﬁj (ﬂ a'laed statistical

dlfference

the equivalent volume

In case of Method A and C, they demonstrated statistical
difference for all the initial concentration ratios (Table 119).
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The results of these acids mixture titrations were the same
manner as previously described for the titration of p-nitrophenol and boric

acid mixture.

2.4 Pralidoxime chloride and boric acid mixture

The dissociation these compounds as determined
by Gran plots were 1.1 15#95) for pralidoxime chloride and
7.87x10™"° (pKa : cw difference between pKa
values of these acids 7 "\\ ation of each single weak

1 d.be determined from the
titration curves an as sH e 25 to 34 and 39 to 48.

The titration curves of Ci _"r &\ were shown in Figure 101 to

It could be seen/thal iho @quiiialent volumes of the individual

weak acids obta wd trom the titration of this ixture which the initial
Vo 5

i1stical indifference from

concentration ratm ; H
those obtained from pgn plots of eish single weak acid titrations when

Method B vﬁ HeEJfgg wm W%J(fq ﬁ?ﬂt& except with the

concentration Yatios of 5, 10 and 0.1.

ARIANN 3N 1IN Y

[n case of Method A and C, they demonstrated statistical
difference for all the initial concentration ratios (Table 119).

As a consequence, the modified equation 123 and Method A

and Method C could not be used to determine accurate and reproducible
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equivalent volumes of the individual weak acids from these acids mixture

titration.

From the results of this group (the mixtures of neutral weak acid
and ionized weak acid), it could be concluded that Method B was the

best method for choosing titrdtigry data range to determine equivalent

volumes of each weak g weak acid mixtures which their

equivalent volumes cowld-be=( the multiple linear regression

analysis and computer /fi SS/P: g iere the acid mixtures which
the initial concentrai //‘ ¢ 1oL, € wto 15 and 0.1, the same
conclusion as the res _Ln wo neutral weak acids

Exception was found

/ 31\\\\\ doxime chloride and bonc;

acid mixtures which N uhaun e \ 2d for determining accurate

equivalent volumes of ghe; aktacids from this binary acids

mixture titration even if th the iy ration ratios were 5, 10 and 0.1.

Yy

Method li 2 0 ‘uf‘ be used to determine
S !

equivalent volumes qf each weak 1d.s if the acid mixtures had the

difference bﬂv%m Wﬁrﬂﬁﬂﬂi (ApKa = 2.95 and

3.88 as in tlu?’expenment} and the initial concentrationgratios of the acid

mixtureh lerd 817 &rhod] Hhid W hé kS nbrusion as the

results tgrum the titration of two neutral weak acids.
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[I1. The titration of two ionized weak acid mixtures

The two ionized weak acids mixtures in this study was
lidocaine hydrochloride and procaine hydrochloride
mixture (X =1, 5, 0.5)

where X = the initial entration ratios of the acid

3.1 Lidocaine hydrogiloutle dud p \\\}L schloride mixture.

The dissocidtig \\\\ ompounds as determined
by Gran plots were 148K/ (& ;_« \ or lidocaine hydrochloride
and 8.93 X 10" (pKas e ‘ Yidrochloride. The difference
between pKa values offthg f_'='; 1.12. From the titration of each

mes could be determined from
e 35 to 38 and 49 to
;u ere shown in Figure 107

weak acid solutions, the eguiv
the titration ¢ ;
52. The titration c

1|
to 109 with the data p;resented n Table 113t0 118.

AUIANYNITNYING

It cdlld be seen that there were statistical ipdifference in the

equw@rﬂﬁ w&ﬁw Nﬂ%@?%ﬁ@ He titrations of

the amd mixtures whose initial concentration ratios were 1 and 0.5 when

Methods B was used for choosing the range of raw data.

In case of Method A and C, which applied into the modified

equation 148, could not be used for determining accurate equivalent
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volumes of the individual weak acids from this binary acids mixture
titration of all the initial concentration ratios studied here (X =1, 3, 0.5)

as shown in Table 119.

For the titration of this acid mixtures which the initial

concentration ratios was X = 0.5, the results from these acid

titration of pralido mixture except when the
initial c&ncenn'anoy :tatiun occurred during the
course of titrations; thefc ation 148 could not be used

to determine the eq single weak acid from the

binary weak acid mixgfirg

From the re 1‘3 7_,.;_,:

concluded that Method B y ;;,t c-best method for choosing titration data

Fih

ture titration, it could be

range to determig ie) equivalent volumes ofteachweak acid form the acid

Y
0 U were 1 and 0.5 and the

of each weak acids were 1.12.

mixtures which an
difference between the. pKa vaIues

Method A ﬂiuﬂ@ ww @W‘jﬂ:ﬁeﬁm& equivalent

volumes of edth weak acid in the acid mixtures of lidocgine hydrochloride

wnd R DRI Nﬁﬂﬂmﬁﬁl

From the results of these experiments (Table 119), it would be
concluded that there were many factors which affected to the accuracy
and precision of the equivalent volumes obtained from the titration of

binary acid mixtures; i.e., the titration data range applied for analysis, the
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difference between pKa wvalues of weak acids. the initial concentration
ratios of the acid mixtures . the ionic strength of solution during the

course of titration.

Factors affecting the accuracy and precision of the

I. The effect of ex

In using 2veral factors affecting the

760N

accuracy and precisiog o fithe ~- ermimatic - equivalent volumes.
, e |
S, J:Ta ; |

The multiple ;!_-iffj' £¢ ationused in this study was derived on

the basic of mass ‘_; - CHATSE DAIAREE ---:-=—;.; ibrium equation which
was the same ma j“ the muatians in Gran methods

of single acid titratiplh Thus, thns&facturs affects errors in acid base

titration usiﬂ %%})@swﬁlm wg %ﬁi’l acid base titration

using ‘mtﬂhpl? linear regressiow analysis method. The egtor sources might

be deseil b BNl 3 €14 3»11)1’1'3 NEIa Y

1.1. The effect of experimental conditions.
The experimental conditions used for this study should be
optimized for several reasons (Akimoto, Hanakuma and Hozumi; 1987) as

followed:
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11 0] Complications arising from the chemistry of the
reaction were minimal; therefore, titration errors related to the way in
which the data were analyzed could be highlighted.

1.1.2 The conditions were very nearly the same in

titration of five replicately samples.

1.1.3 raie ymeasurements of the end point of each
single acid titration could: be #pom Gran method and used as a
reference for multipl é’e

1.2. Tempeg

Variatioft g

CCls various parameters; e.g. ,
liquid junction potentidl, dekivity Gients, dissociation constant;
however, nearly ineffectiver 1S53 03 of thermodynamic dissociation

, carefully control of

constant (Barry, Meifes and .77---:.Ii.,-.7,-_-_,:,,_é‘_;'w
temperature in variation
Meites; 1974).

AU INININYINT

1.3.%The effect of carbon dmnde

QI PR RGP B Do n

titration solution and caused an error in equivalent volume detection,as

"i",,' ¢ necessary (Barry and
J

well as, carbonate ,an impurity in the sodium hydroxide preparation,
could also created slow and less precise electrode response in poorly

buffered solution; thus, nitrogen gas was passed over the solution during
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titration in order to prevent possible dissolution of atmospheric carbon

dioxide.

There were also many factors which affecting the accuracy and

precision of the equivalent volume evaluation in the two weak acid

mixtures. Then, the more sorupt care was taken in calibrating and
cleaning the glassware, iR tWo=paifi dardization of the pH meter
before each titration, iik-avoid ciioRmie-eircuit drift during titration by
choosing the app a s and™en vironment system. Carefully
control in experimen "- - 0 the aceurate result in evaluating the
equivalent volumes of edchl Aveak-acid i titration of two weak acid
mixtures. : |
I1. The effect of titratigh data range applied for analysis

From Taklé “edneluded that the titration

”-?'E to the multiple linear

regression analysis, affected to the | mterpretatmn of the equivalent volumes

of the mdﬂdﬁ 8:?% WW Wﬁlﬁllﬂlﬁm method used for

choosing titrdtion data range, was Method B.  For, this method, the

accurﬂ quw % MM’J %’EI '}ﬁn&*nun ratios of

the acid' mixtures were not 15 and 0.1 for those acid mixtures with any

data range of .'y‘.-,

difference ApKa except the acid mixtures of pralidoxime chloride - boric
acid which their pKa values were 8 and 9 (ApKa = 1). For this acid

mixtures (pralidoxime chloride - boric acid mixtures ), the accurate and
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reproducible results could be obtained by using Method B choosing the

raw data range only when the initial concentration ratios were 1 and 0.2 .

For Method A and Method C, the accurate results would be
obtained if the difference between pKa values of weak acids was much

more than 2 (2.95, 2.97, 3.88y 4/ .02 as in this experiment) and the
initial concentration ratigS Were e results obtained from each

weak acids titratio hosen i oe of Vi to Ve which gave
pH equal to maxim 'm_', plot range of the weaker acid titration,
then Ve, and Ve rere def .\\ om the partial regression

coefficients (a; and a,) Of e muitiple linear equation. The pairs of mixed
weak acids which had n6 Seatistieal @ifference between the equivalent
volumes obtained=from multinle resression sis of two-mixed weak

Wy

acids titration ."" s titrations were the acid

B
mixtures which thqr difference beween pKa values of weak acids was

much moreﬁxﬂﬁﬁa %Wﬁ:%’bﬂ ﬁtms were 1 or 0.5 (

R8N
EIJ UNIINYIAY
As considered to the other pairs of acids mixtures, this method
could not yield accurate and reproducible results of Ve, determination
when compared to those obtained by Method B ( Table 120). In this case,
it might be due to the final part of data range chosen by this method were
the data points around and after the equivalent points of acid A (stronger
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acids). Thus, errors in Ve, determining might be happen. The reasons
would be described, as followed.

The multiple linear equation used in this study was derived on

the basis of mass balance, charge balance and equilibrium equation which

was the same manner as the dérivagion of the equations in Gran method
of single acid titration, Fer Gran eak acid titration, there were
deviations from lineasie Bich s eme accuracy and precision of
Prachasitthisak.1996) : that
efore the equivalent point.
Thus, the titrationga /rrize < d weak acids used for
determining Ve, angd e e linearity range of Gran

plots of each single agit

: bﬂhaviﬁr of Gran plots could be

due to the unré; tant be not equal to its

own stoichiometri ‘ n was incomplete (Macca

and Bombi, 1989). ‘Such dewatmns occurs obviously in the system of

the acid n:nﬂ:% E}:f} WEJ w§wﬁ@fﬁm in the first buffer

region of ntrgnam the weaker acid could be ionized and reacted with the
it PR BT AP Yok it e
not equal to the real stoichiometric. The titration data range of two mixed
weak acids used by Method A included such a deviation described. This
method could not yield accurate and reproducible results of Ve,

determination. But when the system of the acid mixtures which their

ApKa was larger and the initial concentration ratios ratio was equal 1 or
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nearby 1 (0.5), in the first buffer region of titration, the weaker acid did
not ionize . the ideal stoichiometric of the stronger acid was nearly equal
to the real stoichiometric itself. Gran’s deviation was less effective to the
raw data range chosen by Method A than the former one. The accurate
results could be obtained from this method when the ApKa of the acid
mixtures was larger (>2 his ekperiment). Although the ApKa of the

acid mixtures was largei, the accurdrCults could not be obtained if the

1 —j__ =
initial concentration “Tatios=was u@ far from 1 (as in this

experiment, the initial*€o; -rjzu --";3::- yere 1 and 0.5). The reason

might be that wheg /lu T \\w much differed from I,
<R .

in the final part of ! [ ; @ ‘titration curve, the weaker

b

acid ionized and reg "The stoichiometric deviation

. I: < M A .
occurred and the acglirafe ‘~ ouls be obtained. Another reason
i

to explain why the inifa «"'nr ratios (X =1, 0.5) of those acid

mixtures in this experimes he accurate results by using this

method was tha f; ¢ strviigd ?"rm’; mixtures were benzoic
acid and pivalic aﬁj fcids gave the straight line
in the region near the.equivalent pgints when the equivalent volumes of
benzoic ac1ﬂvugjagi mm’&w ﬂﬂcﬂm@nu‘anm ratios of the

acid nuxm:es X = 1 and €.5 respectively) and the, region near the
equtaew 1;}.@ mmu%qvm&lﬂ ah%.limd were 2 ml
(gave the: initial concentration ratios of the acid mixtures X = 1). Gran’s
deviation of these acid mixtures was so small; thus, Method A could be
used to vyield the accurate result of Ve, and Veg determination in such

situation.
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2.2 Method B : For this method, Ve, could be determined by
interpretation of titration data in the range of V; to V¢, and Veg could be
determined in the same manner as Ves. The raw data of acid mixture

titrations would be interpreted in the range of V;to Vg

ran plots of each single weak
hese values between acid A

1 the less value was selected.)

les : | \ hich gave pH equal to
f'gui ‘of fitrant which gave pH equal to
e '

!

ot linearity range of

i plot linearity range of

From that the accurate and

1l ik
reproducible results Eould be obtamed by this method of all the acid

misures i S5) R S o - o o

mixtures whi¢h would be digcussed later) if the initial concentration

ratios Yoo} 1% it} 0 Wc&%&%ﬂt&lwm X was

equal lg was called the upper limit initial concentration ratio and X was

0.1, the lower limit initial concentration ratio.
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The reasons for describing that why this method was the
appropriate method used for choosing the range of titration data were the

same as those described in Method A.

For the acid mixtures which the initial concentration ratios was

the upper limit initial concentratiphfratio, the accurate results could not be

obtained by this method ™ In su adiLi

acid A and acid B about (0 M&M} Potassium chloride
was the neutral and iaeff€lectra 0 the titration solution for
maintaining virtua so that the activity
coefficients and theg I did not vary during the
course of titration ( soncentration of potassium
chloride not only re throughout each titration, but
should be at least two afd v;aq; de" larger than the concentration
of the initial cnncentratin of1 actd. peing titrated (Barry,Meites and
Campbell ; 1974):21 such a systery ::;x=:::%i concentration of acid
mixtures was abnu 0 rorigh used in this experiment
(0.1 M ) might not | g, served to mamtam the liquid junction potential of

the cell use:cﬂ‘duag ’g:%%ﬁ:ﬂ%—@fﬂaﬁc titration. Another

reason was thaf the first buffer gegion of these acid mixtyres was very low
buﬁm&%}ﬁﬂﬁw gf]r}q aé}n%éa@e&}m known to
less pre%ise in these regions (the details would be discussed in the next
part). Furthermore, the change of ionic strength in the acid mixtures of
ionized weak acid mixtures which initial concentration ratio was 15 were
comparatively high, ionic strength changed from initial about 0.15 to 0.10
at the end of titration (approximately 50% change). The changes of ionic
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strength that increasing arised for large value of X of those acid mixtures
might cause appreciable deviation of activity coefficient determination
equation propose by Davies,1964. A rough approximation of activity
coefficient might be occured in that situation. From these reasons, the
accurate results could not be obtained in such a system whether any one of
all the methods was used for. cho W/ﬂle raw data range.

the lower limit initial ge tation ratio, thesagcurate results could not be
e second buffer region of
with the second buffer
l goncentration ratio was not
; measurement of pH were
known to be less precisé i 1 edsolutions than in strong ones:
therefore, the data were leastre ' lei the regions where the curves were
= o 4 i pe -ly buffered solutions,
where the standard‘_f_ 0 : a%mre. Moreover, the pH
values obtained in these regions might, be drastically affected by traces of

impurities (W‘ w mlﬁsw %ﬂ ﬂ'lgstandard errors of a

measured pHgalue also increased as the huffer capacigy of the solution
decreaﬂdwala ﬂ&g{“ Eavlgﬂa:l] q HH Mmora, in the
regions Ell.za.rhte:n: the curve was steep, errors in measurements of volume of
titrant (V) did become significant, and might greatly outweigh those in
measurements of pH (Kateman ; Smit and Meites ; 1983). Since the
acid mixtures whose the initial concentration ratio was 0.1 (X = Vep/Ve,

=2 ml/ 20 ml), the increment of the titrant volumes used in the second
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buffer region of the titration curve was 0.05 ml. Since the standard error
of the automatic titrator was limit to a constant values owing to the
efficiency of the equipments, the relative error was large at small
increment of titrant volume. As a consequent, two significant errors were
achieved for the acid mixtures which their initial concentration ratios was
could not be obtained by all the

about 0.1 . Then, the accur

methods used.

L]

that when the acig 1 fthe: high diSsociation constants and high

concentrations, it might gadsé appre ciable deyiation from linearity of the

\

duses 5'.tu{ii~ed1 boric acid was the

e titration reaction (Macca

Gran plots due to nofqua ,' IVenessio
and Bombi ; 1989). *
highest dissociat i,;?_:-::g::fa-_-,-.--f---,-—ﬁ--m ------ high concentration was
used (0.02 M fﬂrE = ﬂlﬂ) deviation from Gran
plots linearity rangeswas noticeably, gppeared in the titration data range

choosen by ﬂeu%_bq M ME@%SQ ﬂl&%mnatmn Moreover,

the dlfferenc?between pKa value of thissacid mixtures,was 1.14 which
was S‘a m m&ﬁm u w&qm}& Etllc other acid
I]]lth.ll'E‘EI‘n hence, in the titration region comparing with the first region of
single acid Gran plots of boric acid, pralidoxime chloride incompletely
reacted with the titrant, as a result, the stoichiometric deviation of boric

acid might become larger comparable to the other boric acid mixtures.
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2.3 Method C : From this method, raw data of two-mixed weak
acids titration would be chosen in the range of V| to Vi which gave
maximum F value. The pairs of weak acids mixtures which had no
statistical difference at 95% confidence interval between the equivalent

volumes obtained from multiple linear regression analysis of two-mixed

weak acids titration and G pl single weak acids titration were

the acid mixtures which™ [@ehe between pKa values of weak
g t-d 4

acids much more tha ‘ 1@&&101‘1 ratios 1 or 0.5

ught be due to the number
of data points chos foé for d Veg determination in the
mixture of those aci fures were ‘nearly equal to those chosen by

Method A which differ of acids mixtures as shown
in Table 119. ) ana used this method for
chmsi_ng titratin idata :...:::.'.:.;:i...........:e':..".:.f;'.:.'::.:',?»' and determined the

v ; — J
equivalent volumes | © K cids by multiple linear

regression analysis. ‘.It was found dhat the accurate and reproducible

results cnulcﬂoww&}% ﬁeﬂﬁaﬂbﬁwm pKa value of

acids were le8s than 2, the same results.as this study, Therefore, the
multlpﬂ mam;mm%g mﬁl ’l-']oalﬂf this method
could not yield accurate equivalent volumes of the individual weak acids
if pKa values between each weak acids were less than 2, and the initial

concentration ratios was not about 1 or 0.5.
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III. The effect of ApKa

From Table 119, it would be found that the equivalent
volumes of individual acids obtained from the acid mixture titrations
(ApKa > 0.9) were statistical indifference at 95% confidence interval
from the equivalent volum \ ingd from Gran plots of each single

weak acid titrations if the itz wdtion ratios were not the upper

and lower limit of cofjcentration ratios in this experiment. By
using the appropgi ' e raw data range, the
equivalent volum pbtained from the acid
mixtures could yield
In 1996 ﬁﬁ "if i\ihe M i
, \ w\ ethod B for choosing
titration data range edk acids and determined the

equivalent volumes of e indivie acid by multiple linear

regression analysjs—t-eouid-betound-thattheaCclirate and reproducible
results could not bﬂu an: ere@e between pKa value of

acids were less than 0.8, The range,of data used for analysis was in the

range of hiﬁ ﬂ&ﬂ apmi&l W’ﬁew&%ﬂﬁ‘fer region of these
titration curvgﬂs reflected the dpparent nmnimum sl alue. In this
reginn‘Qfmia mmlil:m ;](g mﬂ fﬁv iite close, the
measur:ment of pH value of combined glass electrode was not sensitive
enough to the change of titrant volume and could not separate the effect
of each weak acids on pH of the solutions. The complication often arised

owing to the fact that the difference between pKa values of two acids

was too small to permit the methods used. Error would arise when the
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change in pH of the solution was too small, comparing to the change of
titrant volume; thus, the error in determination of the equivalent volumes

of the individual acid of the acid mixtures titration was observed.

IV. The effect of the ionic strength of solution during titration

equivalent volume gbtai ots of each single weak acid
titration. Although #ApK: ; ‘ pore than 0.9 and Method
B was used for chqdsige mige accurate and reproducible
results could not be gbtz for these acid mixtures were
already described. Poié

Gy a8 the inert electrolyte added to
the titration solution for#aititaining

constant ionic strength so
et and the fiquid-juncio g potential did not vary
8@. The titration had to be
carried out in the presence of a swamping electrolyte that would prevent

variations oﬂhuag %’%mnﬁ Mﬂf}qﬁdﬂuﬂmm potential

(Smit and Mmtes . 1983). ¥ was nec that theéwconcentration of
potassm ﬁtﬁjﬁ adﬁmmc ﬁ" ﬂ;]@n%-leach titration

with at least two orders of magnitude larger than the concentration of the

during the course gn :

initial concentration of the acid being titrated (Barry, Meites and
Campbell ; 1974). Liquid junction potential was the function of the
e.m.f. of the cell used for pH measurement which might be described by
the following equation (Ingman, Johansson and Karlsson ; 1973).
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E=Ey + (RT/nF) In [H]+E/

E, was a constant depending on the type of cell. The second
term (RT/nF) In [H'], the “Nernst term”, was affected by the variation of
the concentration of hydrog l i/ The third term, Ej: included the

liquid junction potential. ariation of the activity factors

with changing acidit s¢variation of liquid junction
potential affected to plLismatrrament as des eribed by this function,
Moreover, rements might be occurred by
the liquid junction péte 3 from the difference in the
composition of the siindardbufferand the tinknown solution (Skoog et

al., 1990).

Since thelpotentiometric titrations- '.';_;'.:j pmetimes performed in
concentrated ioni Iln od tivity coefficients of the
!

ions might be ubtalged and affected d to the liquid junction potential of

e rﬂﬂ’%ﬂ@f‘ﬁ E‘I WMo
q RIAINTU NN INYA L

Ve The effect of the initial concentration ratios (X) of the acid

mixtures

The effect of the variation of X was a more complex way ;

since, it involved the relative precision of both Ve, and Veg. Investigation
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concerning how the accurate results in determining Ve, and Veg by using
multiple linear regression analysis with suitable titrations had been
overwhelmingly influenced by the behaviors of the shapes of titration
curves or the slopes, indeed. The effects of ApKa of the acid mixtures

also mvolved in the shapes of the titration curves. Of course, a point of

maximum slope was better d d the equivalent points could be
located more precisely ise6lslope were large corresponding
to the titration n di FREFEHEE between the pKa value was

large. A much more_umPostant ¢onsider Atior Wwas that the raw data range

[ 1tre 011 curve with different

same ApKa but difieref 3Ly ﬁl\

nto two region : the first region

‘ ae acid mixtures with the
entration ratios (X), the
The consideration was that
the titration curves co
was the buffer region cid duminantly reacted with the
titrant, the seco é«:’— i owas e buiter tegion T hich the weaker acid

noticeably reacted \ﬂth the m

Boﬂ Hﬂa’}&q ﬂ mt§ wl&éllﬂ guwalent volume of

each single acld from the two weak acid mixtures. Themiore reliable raw
data r%m’;]ialﬁrmrjmu muq]s,}omﬂm The buffer

regions affected by the initial concentration ratios could be classified into

two types :



108

1. High buffer region

High buffer region was the buffer region which its slope
was comparatively less than any other regions as obviously occurred in the
previous study of Chiewcharmnwatana, 1993 and Prachasitthisak, 1996. In

The values"Grihiese|slapes refiegted the “apparent minimum

slope value”. In thigffeg ent.of pH value of combined

glass electrode was bt g¢ A- ; ";‘\ \ hange of titrant volume
\ veak acids on pH of the

solutions. The complicati ":'-‘T. ‘ wing to the fact that the

and could not sepa
difference between pK 168 1d8 was too small to permit the
methods used in this stud; ?,-9“"! or woul@sarise when the change in pH of
the solution wasw106 smal ge of titrant volume;
consequently, it w ld _ imation of the equivalent
volumes of the mdmslual acids ﬂf th c:ds mixtures titration. Moreover,

for data thaﬂvu ﬁ%gﬁ?ﬂ@ﬂﬂ @mon of a titration

curve, the eridr in the volumpe of titrant was nearly, jinsignificant in
compagalskiid Froj i m{g Warmdh b was worth
taking mtu account (Kateman, Smit and Meites; 1983). From the above
reasons, the accurate results could not be obtained in the acid mixtures

which high buffer region raw data was chosen.
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2. Low buffer region

Low buffer region was the buffer region which its slope
was comparatively more than any other regions as obviously occurred in
the titration curve of the acid mixtures which their initial concentration
ratios were 0.1 (X = A\ 20ml) and 15 (X = Vep/Vey = 30
ml/2ml) as described jiithe presidiepfist of this investigation. In this

#th of a membrane of electrode
was achieved slowly®(Kaiy \\ eites, 1983; Skoog et al.,
1990). Therefore thefdats et [i: 3 Ii\‘\‘ in the regions where the
curves were steeper. #lgsy @ " \in \~ o known to ill-behaved in
poorly buffered solutig -' esponse would usually be slow and
subjected to interfering io -L SUG) a8 firdges of impurities carbonate in a

' - ii-4nd Hozumi,  1987).

Moreover, the sta in this region became

greater. Not only the ‘standard errors uf a measured pH value increased as

e ot o) 865 YHBHAAGREEIR o sandrdcrrs

measurements'of volume of titgant (Vy) did become significant and might
areat Sl R 5 BRI TG, smit an
Meites;ql983). From the above reasons and also from the example of the
acid mixtures which their initial concentration ratios were about 0.1 or 15
as described previously, the accurate results could not be obtained from

the acid mixtures which very low buffer region raw data were chosen.
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Only the acid mixtures which their ApKa and their initial
concentration ratios were in intermediate strength gave the accurate
equivalent volumes of each weak acids by using appropriate method for

choosing raw data range in intermediate buffer regions.

VL. The effect of the stand y) pH measurement and
volume of base.

Generally ]

¢ main types of errors

might occured (Haswéll $LOTT, 1990) :.gros , Systematic and random

The gross most obvious and could be

attributed to problems st breakdown or severe reagent

or sample contamination.- ; this e ent, this type of errors could be

‘#E@f:-f-ti-f--'ﬁ-‘"-"““";"—- o and less contaminate
g
Sfﬂ%&% NI NI F some bis in e

procedure suc as an incorrectly calibgated instrument or the use of

wors 0 Ve AL LV W i

error in this experiment automatic titrator and pH-meter was recalibrated

minimize by

solvent and reagenﬁ e. g

each time before titration.

The final type of error , random error, arised from uncontrolled

conditions such as electronic noise in a pH meter and the nearly exact
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volume of base dispensed from pump revolution of titrant automatic
dispenser. As a consequence, experimental titrations always involved
random errors of measurement of both the pH and the volume of
base. The effects of these random errors on the theoretically attainable
precisions of the equivalent volumes ( Vea and Ves ) obtained by

multiple linear regression model €guld be studied by using Eq.191.

This equation used to p ally precisions of the equivalent

volumes ( Vea and “Wesyobtaintd @e linear regression analysis
. For any values of thee@iss0ciation constantof acid A and acid B ( Kaa ,
Kas ) , the initial cg f both acid A and acid B,
ionization product ‘ concentration of titrant used
(normality of sodi i f,; mtial, volume of solution being

titrated (Vo) , the coefffic ) 11 'l', 1€equivalent volumes (%C.V.
Vea,%C.V.Ves) were f % 123 to 134. The coefficient
variation ( % C.V.) or_thésefative: ard deviation (RSD) was used
to express the re crror of the pE meashrenient and volume of base.
From Table 123 tﬂl g i m% C.V. of both Vea and
Ves increased for smaller values of ApKa, in the same manner as those

obtained fmﬂ!% &%ﬁm§tw&ﬂlﬂ ﬁpected on the basis

of traditional methnds for interpreting titgation curvesgsAnother reason
was 18 thd prbéghoe bf ik biealker eid bl Afita |ébaioe smaller had
substangial effects on the pH values at and near the initial of the titration
of the weaker acid , and also on the points in the region near the first
equivalent volume (Betti , Papoff and Meites ; 1986 ) . From these
reasons , the precision of the equivalent volume detection was poor when

ApKa was small .
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When regarding with the initial concentration ratios ( X ), %
C.V. of Vea was also increased and % C.V. of Ves was decreased
when initial concentration ratios ( X ) was increased . The reason might
be that the propagation of random error could be  reduced by a larger
1989 ).When the initial

concentration ratios ( X, = Vea /'VedAwaselarge , the amount of acid B

pncentration ratios ( X )
decreased. The reash. n 1 itial concentration ratios was small
This conclusion could also be

#
o < # !
v o
T TFEPT
D
a8
d 4 !
L LN re k'S

or.of the slope of titration curves

as described in the previbu : fien the initial concentration ratio (
X ) was small, the secon d. byl ey rog 100 yfithe titration curve was very low

N

and when the'i _. RCCRIFANOR ¢ ,7.;.¥:z;==.;; large, the first buffer
T ese regions , the relative

region of the titration cu
standard error of pH measurement and volume of base did become

significant . ﬂ.\% ﬁ‘e’% %W@Wﬂif Ves determination

which acid Bqlwas in the low buffer region ( X was small ) and in %

B %\W E}@fﬂ.ﬂcﬁ M&ﬂ Q'},mm avﬂ.lffer region (

X was large ) .

By using Eq.191, the theoretically precisions of the equivalent
volumes ( Vea and Ves ) which performed by difference data acquisition

patterns, pH meters , titrant dispensers and other parameters could be
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theoretically predicted. The comparison of the precisions obtained might
be used to evaluate the accuracy and precision between the methodology
adopted. In general, for a routine instrumental analytical method , an
RSD or % C.V. of less than 2 % was usually acceptable (Has wall,
Brereton:1990).

: .,
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