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CHAPTER I

INTRODUCTION

The human action analysis in video nowadays has been applied to the several useful ap-

plications, both in control and surveillance system [1, 2]. The main important idea of these

applications is to recognize the human activities in the video scene which leads to identify and

track each person. This includes action classi�cation and understanding his/her current behav-

iors for prediction in the near future process. The human action recognition is concealed in

the several well-known applications ,i.e., teaching media, video game, smart-home and surveil-

lance system, tele-medicine system, and home-care system, and so on. These applications helps

making the everyday life of people convenient.

In many systems available nowadays, the users can control them by only performing the

required actions. For example, the teaching media [3, 4] helps the student learn the dancing and

yoga by themselves. Firstly, the important postures of dancing of student are recognized. After

that, the system will compare the student’s postures with the original recorded postures of pro-

fessional. The scores of dance-performing are depended on the similarity of student and teacher

dancing. In game industry �eld, the players can play games by their actions, captured from the

recording camera of video game equipment. The human postures are recognized for control-

ling the interaction of the games and players directly. The game’s equipments and software in

the trend ”playing with action” have been developed continuously. The examples of developed

video game equipments of two big game’s companies for capturing the players’ behaviors are

SONY Playstation Move c and Kinect Xbox 360 c , as shown in Figure 1.1a1 and Figure 1.1b2,

respectively.

In the smart-home system, the human behavior in video surveillance within the house is

recognized to control the other systems, especially the electric system in the house. For example,

the light in the pathway will be turned on when people walking pass through that area. When

the host is sitting on the sofa in the living room, the television will be turn on. Moreover, when

everybody is sleeping in the bedroom, every light and other electric appliances in the house will

be turned off automatically [5].

Furthermore, the video surveillance within the house is also applied to be the home-care

system which aims to take care and look after the children and elderly to do something at home

more safety such as, cooking, dining, taking a bath, sleeping and so on [6, 7]. An advantage of

1www.xspblog.com/2008/06/09/playstati...n-3-eye/, available on 3/7/2010
2www. mmomfg.com/2010/06/13/kinect-off...me-0613/ and www.epicbattleaxe.com/tag/kinect/, available on

3/7/2010
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(a) (b)

Figure 1.1: The sample applications of human action recognition in video game. (a) SONY

Playstation Move c©, (b) Kinect Xbox 360 c©.

this system is able to control from other faraway place, such as hospital or their relative houses

and offices,through the internet and mobile network [8]. So, when the accident happening at

home, such as falling or something burning, the warning signal will be sent to the emergency

section, close to hospital, and their relatives immediately. The patients will be rescued in time [9,

10, 11, 12, 13, 14, 15]. In addition, the idea of the long distants controlling through the internet

network are adapted to the ”tele-medical” system that linked between the patient living in theirs

house and the doctor working in the hospital [16]. The doctor can follow the symptoms of

patients from the surveillance data that is sent though the internet to the hospital. This remote

medical diagnosis and treatment helps improving the quality of life of some patients, who were

ill with some diseases, such as sleep apnea, insomnia, parkinson, including the convalescent

patient. As these diseases will be identified the symptom from the recognized risk postures,

thus, the patients can live in their home and also in the care of the doctor intimately at the same

time [17, 18, 19].

Moreover, the extreme target, the requirement is to predict and to analyse the actions that

will be happen in the near future for planing and protecting the criminal . For instance, the sus-

pected person detection application aims to detect the person who performs the suspected behav-

ior, caused by the robbery and terrorism. However, at present, the human behavior recognition

in the surveillance system is only able to simulate the 3D-animation of the robbery occurrence.

The accused person identification in the crime is still the challenge research problem [20].

All examples are implied that the applications adapted from the human behavior recognition

are very useful and important for improving the quality of life in many things such as living in
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everyday life, improving the medical technology, rescuing the sufferer in time, and reducing the

criminal. These are the reasons why the research topic of human behavior recognition is still

required to study and developed continuously. The effective algorithm that is fast processing

and more accuracy is necessary. Many researches have been developed several techniques and

methods for action estimation.

The collection of human information is an important task for setting the techniques and

methodology for analysis. Several information source such as, sensor suit [21], direction de-

tector sensor [22, 23], sensor matrix bed [24, 25, 26, 27], pressure sensor [28, 29], accelerome-

ter [30, 31, 32], brain-wave and heart rate sensor [18, 19, 33, 34], and frames of video [35, 36],

are chosen as the human behavior information collection. In each information source, it has the

different approach and method for analysis. Nevertheless, the action recognition from the video

directly has been challenged as problem. It is because of the difficulty to know the exact position

and direction of the human in the frame without any marks or signals from the sensors sending

to the system. To effectively recognize a human action, the combination of several postures,

from the direct scene, many techniques of segmentation, feature extraction, and classification

are used for identifying each person in the frame by tracking them, and predicting their postures,

respectively.

This dissertation proposes the human posture recognition which is considered in five basic

postures such as walking, standing, lying, sitting and bending. This research aims to develop

the proposed method in condition, robust to the personal apparel, shapes and size, and invariant

to the camera factors as viewing angles and distances. It is possible to detect the human posture

directly from the video. There is neither any sensors and the special suit nor any signal send-

ing equipments. People can wear the normal clothes, do not hold the sensor equipments, and

perform the normal behavior in front of the camera in every distance and viewing angle. In the

experiment, the new human behavior video dataset was constructed for testing the capability

of the proposed method, which was larger and more various than the previous research. More-

over, the other three datasets were also tested on the proposed method for applicability testing

to confirm that the proposed method is suitable for adapting in the real human action video. Our

method was designed in order to be convenient to develop and apply to the real life application

in the near future. In addition, the general algorithm was enhanced to detect five sleep-positions

to apply in sleep-monitoring application, an example of real-life applications.
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1.1 Objectives

The main objective of the proposed method is to recognize common daily of acting human

postures and categorized an image sequence into five main postures directly. The major experi-

mented postures are standing, sitting, bending, lying, and walking. However, the lying postures

may be perceived as sleeping postures. It is because they have the same action unless the condi-

tion of the brain-waves is measured. Hence, in this study, the words lying and sleeping implied

the same action. For lying posture, the following five detailed postures were studied in this dis-

sertation: (1)supine position (face up position); (2)prone position (face down position); (3)log

position (lying on either left or right side with the arm down the side); (4) fetal position (lying

curled, with limbs bend close to the torso); and (5) reclining position (the posture of Buddha

sleeping). Some examples of the studied postures are illustrated in Figure 1.2. The postures in

Figures 1.2a, 1.2b, and 1.2c are walking, standing, bending, sitting, and lying in 0◦, 45◦, and

90◦, respectively. The postures in Figure 1.2d are five detailed lying postures, i.e. supine, prone,

log, fetal, and reclining positions.

1.2 Scope and Research Problems

An interesting literature on home care surveillance system [5, 6, 8, 10, 37, 38] is the inspi-

ration of this dissertation. The human posture recognition from the video clips which consider

both static posture as well as motion posture for human behavior predication is the goal of this

research. In the experiment, the five main postures, i.e. standing, lying, sitting, bending and

simply walking, and five sub-postures of lying were concerned. The proposed method was

independent from background, cloth texture, body size and camera distance by using the mor-

phological geometry derived from the length and width of human body observation. The more

various and greater number of samples than Juang and Chang’s study [10] were used in the train-

ing and testing data set. Finally, the efficiency of recognition was evaluated by the percentage of

accuracy. The changing posture and simple walking recognition parts are expected to increase

the efficiency of the system.

To achieve the objectives, three main research problems are queried.

1.2.1 How is the person represented in a frame?

The human representation in the video frame, as in the image, is the first important thing

that we have to do in the posture recognition. Before the human is represented, we will find

the actual region of the human in the frame. A difficult thing is ”how to separate the region

of interesting (ROI) from the background”. This is still a classical question so far [39, 40, 41,
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(a)

(b)

(c)

(d)

Figure 1.2: Varied styles of main postures in different viewing angles of the camera, (a) to (c)

as five-main posture such as walking, standing, bending, sitting, and lying, respectively. (a) At

0 degree. (b) At 45 degrees. (c) At 90 degrees. (d) Five types of concerned lying postures (left

to right) supine, prone, log, fetal, and reclining at 90 degrees.
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42, 43, 44, 45, 46, 47]. The method that distinguish the ROI from the background is called

Segmentation. Hence, to answer the first research question, the segmentation method will be

applied to this research work.

1.2.2 How are the suitable features for identifying the main posture?

As being the camera-based system, none of sensor and marker indicate the human informa-

tion and send it to our system. So, we will find something that can represent and identify the

characteristic of each main posture. An attribute, called feature, is extracted from the region of

interesting (ROI) will be represented the human information of our system. The feature can be

extracted from many approaches by for example: extracting from the histogram, using geomet-

rical morphology, computing the coefficients from discrete cosine transform (DCT) or discrete

Fourier transform (DFT), using color values from different color system, representing direction

by vector, decreasing the dimension of data by using PCA, etc.

A good feature should have the obviously different value in the different class. In the recent

years, there are many proposed features for posture classification such as, centroid, length-width

ratio, posture angle, and DFT-coefficients, etc. [10, 11, 13, 48, 49]. The separate class will be

distinguished by using these features.

However, the effective features that can be distinguished the five main postures correctly

are so important. The high performance of classification also leads to the high accuracy in

applications. Meanwhile, the efficient features should use in less amount to decrease the cost

for computation and trend to work in real-time. So, to fining the effective features for posture

classification is an goal of this dissertation.

1.2.3 How are the main postures distinguished?

Generally, the method for categorizing the data as the classes is the classification model.

There are many methods both required training set, called Supervise Learning, and Unsuper-

vise learning, that can adjust the class by itself. The effective classification model should help

classifying the data in the suitable classes. Hence, in this research, we develop the posture clas-

sification model to categorize the five main postures and five sleep positions in order to achieve

the high accuracy of recognition.

1.3 Constraints and Overview Setting

The proposed posture recognition system is designed to recognize the main five human

postures, including the sleep posture which contains five sub-postures. These five postures
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are the most common postures daily acting by a human. However, some postures cannot be

distinguished due to the body’s skeleton. For example, walking and standing postures are rather

difficult to recognize if each posture is taken from a single image. A series of continuous

movements must be recognized in case of walking posture. But standing posture needs only a

single image. Our proposed technique considers both stationary and moving postures in time

domain.

The following constraints were involved in our recognition process to enable the efficiency

to cope with realistic situations beyond the other previous works.

1. A subject performing the postures did not wear any special suit or sensor instruments.

2. The postures could be varied by each individual’s styles and viewing angle of the camera.

3. Viewing angles were ranged from 0◦ to 90◦.

4. The camera was settled in a tripod with 90-110 centimetres height from the floor.

5. For testing the effect of perspective, a volunteer performed the individual postures with

distances of 3 to 9 meters apart from the camera and captured on the 0, 45 and 90 degrees

of viewing angles, depending on different purposes of testing set.

6. Each volunteer had different body sizes and could wear in different cloth textures in varied

apparel.

7. The video file was captured at resolution 320x240 pixels at the rate 15 frames per second.

Each training video was about 1-2 minutes length and each image file was captured in

true colors of RGB color space.

8. The most contexts in the background image were not be altered by any means throughout

the analysis and experiments.

A challenging problem that other researches did not concern is the problem of various pos-

tures in 90◦ viewing angle. Previously, the general posture recognition methods did not support

in this point. For the example in Blank’s research [50], the robustness of the posture recognition

method was tested from 0◦ to 81◦ viewing angles. Jung and Chang [10] concerned the posture

at 0 degree. The postures at 90 degrees were not considered. The task of this problem is related

to the following three main issues.

Firstly, regardless of the floor line and texture of the background, it was noticeable that some

lying postures in 90◦ resemble the other postures in some other viewing angles. For example, in

Figure 1.2, the sitting posture resembled the fetal lying posture. The bending posture confused
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with the log lying posture. The standing posture was similar to the prone and supine lying

postures.

Secondly, some parts of body were partially occluded due to the perspective of the camera.

Considering the bending posture in Figure 1.2c, we could see that the torso was occluded by the

head and the waist was partially occluded by the head and some part of the torso. This problem

usually occurs when the photograph of the bending person was shot from the back.

Lastly, in Figures 1.2a and 1.2c, we found that the widths of a body part shot in between 0◦

and 90◦ are obviously different. The minimum width occurred when the shooting angle was 0

degree but the maximum width occurs at 90 degrees. Hence, using only the length and width of

the body as features might not be enough in the step of classification. In addition, the envelop of

human body, when lying in supine and prone postures and being shot in 90◦, had a perspective

view. This maked it difficult to extract the feasible features of these two postures. The other

systems did not consider this issue due to this reason. But this complication concerning 90◦

camera shooting was solved in our system.

1.4 Contents of The Thesis

This thesis consists of 5 Chapters, introduction, theory and literatures review, proposed

method, experimental and results, and discussion and conclusion. The theoretical background,

scientific rationale is described in the Chapter II. In addition, the several literatures and the ba-

sic famous traditional techniques in ROI segmentation, feature extraction, and classification are

also reviewed in this chapter. For the developed processes of proposed method, the details are

explained in the Chapter III. An example of enhancement of the general algorithm for adapt-

ing to application is also presented in this Chapter. For Chapter IV, two main experiments are

examined and their results are discussed : 1)The capability experiment, comparing the effi-

ciency of proposed method and the traditional method, and 2)applicability experiment, testing

the proposed method with the other human actions datasets. Finally, the conclusions and the

suggestions of the future development are presented in Chapter V.



CHAPTER II

THEORY AND LITERATURES REVIEW

2.1 Theoretical background and scientific rationale

Human behavior analysis in computer vision has been adapted to several applications such

as surveillance system, control system, medical image analysis and home-care system [2], as

concluded as Figure 2.1. Surveillance system aims to record and detect some information of the

human behaviour in a period of time. These involve in human detection, human identi�cation,

human tracking, 2D-3D reconstruction, and behaviour prediction [51]. In computer games, the

interaction between players and actions in the game is a good example of the control system

application [2]. The software in the game might recognize the human performance, to represent

and reconstruct their actions, in order to control the other part of the game to run the story

all over the game [52]. For medical image analysis, the system aims to �nd the informal or

abnormal behaviour of the patient for disease diagnosis. The suspicious behaviour detection

at the beginning helps planing the treatment in time. Lastly, in the home-care system, it is

designed to watch out the accident in the house, such as the falling or injury from the accident

in the kitchen, and to monitor the risky behaviour of the people who has to stay at home alone.

Moreover, in the near future, the system can be developed to be remote monitoring [9, 53] and

controlling by Smartphone [54].

Figure 2.1: Applications of human posture recognition in video.

These applications that are compose of several techniques which lead to understand the

human routines for improving the quality of the human lifes [1, 2, 51, 55].
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The main process of the human action recognition composes of two main parts which are

image representation and action classification [1] as illustrated as framework in Figure 2.2. The

image representations are divided into two categories: global and local representation. The dif-

ference between global and local representation is the process workflow. The global representa-

tion uses a top-down process. Firstly, the background is known and registered by analysing for

a period. Then, the human region is localized and tracked in each frame, using the background

subtraction method. Lastly, the Region of Interest (ROI) is encoded as the whole. However, the

global representation is sensitive to the viewpoint, noise and occlusion. On the other hand, the

local representation uses a bottom-up process. The local patches are calculated from the spatio-

temporal interest points and these patches are merged in the final process using the approaches

which focus on the correlations between patches. As the local representation is independent on

the viewpoint, noise and occlusion,this method thus is usually used in the difficult environment

by moving a camera. However, the approaches are complexity and expensive in computation.

Figure 2.2: Human action recognition main process.

The classification model for human behavior analysis [55] has three types such as super-

vised, unsupervised and natural language description. The supervised classification model is

based on learning the reference sequences or absolute target from training samples to group

the testing data set to each class. For example, Dynamic Time Warping (DTW), Finite-State

Machine (FSM), Hidden Macov Model (HMM), Time-Delay Neural Network (TDNN) etc. On

the contrary, the unsupervised classification method has no absolute target classes. The classi-

fier learns and adapts number of suitable classes from the samples data set, for instance, self-

organizing neural network, competitive learning method etc. Recently, the natural language
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description use the information distribution and the symbol system to represent the behavior

patterns, such as the statistical models or Bayesian network models and formalized reasoning

model, respectively.

Figure 2.3: General framework of visual surveillance

The main process of the visual surveillance system begins with each fixed camera compris-

ing three important techniques : segmentation, tracking and recognition. Then, the information

of all cameras is fused together and analysed for the whole recognition in a multi-cameras sys-

tem.

The general workflow of a visual surveillance system, which considers the object motion

and human behavior [55], is shown in Figure 2.3:

For the segmentation, the most researches use generally three techniques such as background

subtraction, temporal differencing, and optical flow. The background subtraction is the popular

method used in some literatures in [10, 20, 56]. because the image capturing condition in the

experimental room is simply to set up. The assumption of their approaches limits the static

background, constant lighting and unchanging environment. The background subtraction tech-

nique is developed by Chien et al. [57], called background registration technique, which help

improving to remove the noise and shadow effect more efficiently. Second, the temporal dif-

ferencing technique finds the frame-difference in two or three frames and uses the threshold for

selecting the ROI. This method obtains the poor segmented region address in [58, 59]. Lastly,

the optical flow computes the displacement vector field called active rays. This technique is the

most complex computation and sensitive to noise, which is suitable for complicated environ-

ment as moving objects or moving camera [60, 61, 62, 63]. Figure 2.4 presents the comparison

techniques in each segmentation type.
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Figure 2.4: Types of segmentation techniques.

Figure 2.5: Types of segmentation techniques.
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After the segmentation step, the ROI is tracked by many methods based on tracking al-

gorithms, such as region-based tracking algorithm, active contour-based tracking algorithm,

human model-based tracking algorithm and extracted features-based tracking algorithm, which

presented in Figure 2.5. The features-based tracking method is divided into three main types

: global features, local features and dependence graph based algorithm. The global features

based algorithm extracts and analyses the following information such as centroid, perimeters,

areas and colors, etc. from the ROI rectangular boundary box [11, 13]. The local features

based algorithm extracts the information such as the line segmenting, curve segmenting and

corner [64, 56, 65]. The dependent graph based algorithm uses the information of distances

and geometric relationship between features for classification, for instance in [10, 66]. The

tracked ROIs are likewise to the representation of the object in image sequence which will be

analysed and interpreted with the classification methods for recognizing in the different pur-

posed applications, e.g. behavior understanding and identification. Until the present, the ef-

fective and fast human detection and tracking still be the challenged problem, as these several

researches [67, 68, 69, 70, 71, 72].

In conclusion, all of these systems which can recognize and detect the human movement

efficiently is based on image processing and computer vision that have been developed contin-

uously. Such techniques are segmentation, people localization and tracking, feature extraction,

posture estimation and classification.

2.2 Literatures Review

Recognizing human actions from an image sequence is still a challenging problem. Re-

cently, researchers have developed the techniques for recognizing human motion by using only

a continuous image sequence to gain some human action information as the important features.

Hence, the truly relevant features can improve the efficacy of the overall system. In the recogni-

tion part, several techniques can be applied to classify, identify, track, or reconstruct the human

actions in different purposes. However, most existing techniques deployed costly computation,

especially during feature extraction. To make a system practical to real situation such as home-

care environments, simplest features but yet fully informative must be discovered. Besides, the

recognizing process must be faster than the scenario change of human actions such as surveil-

lance system.

During ten years, there were many literatures about human behavior understanding, action

motion analysis, and human 3D reconstruction and recognition as follows;

Focusing on the human posture recognition field has begun since twelve years ago. In A.D.
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2000, Haritaoglu et al. [73] introduced the W4 technique for a real-time outdoor surveillance

system. This was an early technique which studies about action recognition directly, without the

additional equipments on the body. The W4 technique was a simply real-time outdoor surveil-

lance system method which corresponds to four main questions about people in the frames, such

as what, when, where, and who are acting in the frames. These main research questions leaded

to the several related technical aspects such as detecting and tracking people and luggage, lo-

cating body parts and estimating human posture for representing the human regions and their

behaviours in the frame. The histogram of the Region Of Interesting (ROI) was used for people

detection and counting number of people in the crowd. The periodic function and frequency

analysis was adapted for people and luggage tracking. The convex and concave analysis was

applied to locating the body part and estimating the human posture. However, their research

used only one video clip for testing the method in the part of posture estimation. The robustness

of this system was quite low.

The present researches always interpret the human postures analysis as the three dimensions

human performing reconstruction and tracking body parts on human region in video. The lit-

eratures in the human 3D model reconstruction field are still in the trend, addressed in some

researches. The 3D human shape or body is reconstructed from the multi-camera as demon-

strated in multiple view angle. The different techniques are used for modelling and deformable

the human pose.

In research of Wu et al. [65], the gesture information was fused across the space, time,

dimension and feature levels which using Particle Swarm Optimization (PSO). For study of

Mukasa [74], the 3D model was reconstructed from the two components features as Geometric

configuration and color or texture of the body part. The sample researches in the tracking of

human pose, perhaps called posture estimate appeared in [56, 75], and [76].

Wu and Aghajan [65] introduced 3D human body model by ellipse fitting embodying in

multi-camera network. The gesture information was fused across the space, time, dimension

and feature levels using Particle Swarm Optimization (PSO). The 3D model was reconstructed

from the two components features as Geometric configuration and color or texture of the body

part.

Mukasa et al. [74] presented the 3D human shape reconstruction of the complex posture

estimation from multiple-views of yoga video image. The algorithm was based on visibility-

based model fitting. This method could reconstruct the invisible surface shaded by body part.

Lao et al. [20] used a consumer camera captured the surveillance video mimic the robbery

situation. The system can analyse the human behavior and deform the 3D body model in differ-

ent views. In addition, the system also estimated the activity of the robber and suspicious object
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trajectory. The recognition algorithm using Continuous Hidden Markov Model (CHMM) based

on temporal modeling and HV-PCA descriptor achieves high percentage of posture recognition.

Juang et al. [64] presented the posture estimation method which located five points on the

human body contour, i.e., a head, two hands and two feet with a fixed camera. The algorithm

selected the suitable angle of convex points computed by the principle and minor axes contribute

to place the five points of the human body contour. In addition, using the skin-color information

could prevent the mistaken points. However, this algorithm was limited by a complex posture

which contains the overlapping of body parts, caused the limitation of the algorithm.

Gupta et al. [76] adapted the potential function for kinetic and appearance constrained of

nodes represented by the graphical structures and used the probability distribution to estimate

the 3D pose in clustered scenes.

Bodor et al. [56] introduced the human gait recognition method based on image rendering

for classifying the sequential human-posture images in three main actions such as walking,

marching and running. The virtual image from a virtual camera was constructed from the whole

images captured from the several cameras at the same time. The image of each camera will

be matched with the training data set recorded from a single camera at the orthogonal motion

position in eight actions, such as walk, run, march, skip, hop, walk sideways, skip sideways

and walk a line. These actions were combined and then the orthogonal view angle image was

created. For reducing the diverse feature dimensions, the principle component analysis (PCA)

was used as an action classifier. These actions were combined and, then, the orthogonal view

angle image was created.

From the recent survey [1], the action recognition composes of two important parts which

are action representation and recognition.

In the different literatures, several different techniques were applied for the distinct pur-

poses. The example of research that aimed to present the approach for actions representation.

For instance, Nazli and Pinar [67] presented the human posture representation using the His-

togram of Oriented Rectangles (HOR) which was the rectangle patches.

As the recent survey of human action recognition [2], the most demanding task was the lack

of the amount of sample size and variation movement. However, the flexible classifier for adding

or removing new action classes was also required. Moreover, the online application was also

the challenge problem which had to use the least resource for benefit in real-time information

transfer. For the street surveillance system that detected the moving objects on the street, the

researches often discriminated the pedestrians from the vehicles by the periodic function from

the walking rhythm, for instance:

Lin and Wei [77] presented the real-time vision system for street scene surveillance. The
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system aimed to recognize moving objects on the street and classified the pedestrians by walking

rhythm based on height and width ratio.

Some studies recognized the human actions in during time as the predicted postures. How-

ever, most literatures concerning human action recognition at present only concentrated on ei-

ther motion recognition or stationary posture recognition. The motion recognition expected to

analyze the actions or postures that moved all times such as walking, running, jumping and

waving hands while the stationary posture recognition intended to analyze the actions that hold

still momentarily such as standing, lying, sitting and crouching or bending etc.

The human movement recognition research of Bobick and Davis [58] was an example of the

global representations. The motion-history image (MHI) and the motion-energy image (MEI)

were constructed for representing each action in the aerobic exercises video clip. The two

templates were compared and matched with the image moment. This method was a scaling and

translation-invariant algorithm but restricted by the motion speed.

Blank et al. [78] presented the space-time shape feature analysis. While Li et al. [79]

presented using the Gaussian Mixture Models (GMMs) to represent the salient postures. The

effectiveness of these features was evaluated by similarity measuring between templates classi-

fied by basic classification methods such as nearest neighbour, Dynamic Time Warping (DTW),

Support Vector Machine (SVM) classification, Finite State Machine (FSM) [79], and Hidden

Markov Model (HMM) [80].

The idea of periodicity detection in motion period came from Laptev and his team [60].

The advantage of this method was able to apply to complex scenes such as moving camera

and motion parallax immediately with no camera stabilization nor tracking. Nevertheless, the

limitation of the method was under the assumption of constant translation as shown in time-

linear matrix function and the complex computation.

Presently, there were several researches that analysed the human behaviour from image

sequences [1] and applied to the field of home care surveillance application. Most researches

intend to focus on human falling detection, for instance;

Cucchiara et al. [81] presented the human classification method using the probability based

on Bayesian classifier. The probabilistic projection maps (PPMs) based on Bayes’s rule as the

classifier and the state transition graph (STG) were adapted in order to increase the efficiency of

recognition with the suitable accommodation for each room. The weighted STG corresponding

to the relationship among postures in specific room was applied to detect the falling people.

They suggested that the human posture can be categorized into four main postures such as

standing, sitting, lying, and crouching, presented by the posture stat-transition graph. However,

this system cannot distinguish the intentional lying posture from the accidental falling case.
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Girondel et al. [82] also classified the stationary human body posture into four main classes.

Their hypothesis was to explain the posture classification in a fuzzy set form.

Zhao and Liu [83] suggested the Radii Vector and Normalize Length Vector as the important

features for training in SVM and classifying 10 postures but the accuracy was not satisfactory.

Vishwakarma et al. [13] presented the fall detection approach extracting the features from

the minimum bounding box such as aspect ratio, horizontal and vertical gradients, and fall

angle. Finally, these features was implemented on Finite State Machine (FSM) for detecting the

falling human in several situations in sample videos i.e. indoor and outdoor situation, single and

multiple person, omni-video. However, their research could not discriminate the normal lying

down from the falling by accident.

In the same year, the home care system presented by Juang and Chang [10] used the length-

width ratio and DFT coefficients as the important features for training a Self-Constructing Neu-

ral Fuzzy Network (SONFIN) [84]. The four main postures such as standing, sitting, bending

and lying were classified. The behaviour of falling-down always means the posture immediately

changes from standing to lying. With this reason, Juang and Chang [10] suggested that the warn-

ing signal should be different in three conditions as emergency accident, normal accident, and

sleeping by using the different length of posture changing period. They chose the length-width

ratio and 40 DFT-coefficients, extracted from horizontal and vertical projected histogram, as the

features and constructed the rules for posture classification by a neuro-fuzzy network. The dis-

advantage of this system was the limitation of capability to estimate and predict only stationary

postures in a single view angle. In the situation of the continuous and complex postures, it gave

poor performances. Furthermore, it is noticed that the features which were used for training the

system were abundant. The prominent point of this research was the lying posture discrimina-

tion between emergency case, accidental case, and normal sleeping case. This system measured

the quickness rate of changing posture from other postures to the lying posture. The different

signal was sent out from the system calling someone able to help the patient in time. Although

the recognition rate of the method was the highest during this time, the number of samples in

the experiment was too low and not sufficient to guarantee that the method could cover every

cases.

Lin and Ling [11] suggested more simply features for falling detection such as centroid of

the body, the maximum vertical projection histogram value, and the duration of an identification

event to falling event. However, the posture was categorized into two classes such as standing

and lying.

Li et al. [85] used the Gyroscopes and Accelerometer for collecting the posture information

and then recognizing the fast accident action such as falling from the stairs or sitting down fast.
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For the sleep monitoring application in a home-care system, this application monitors and

collects the sleeping information overnight and initially evaluates the quality of sleeping in every

night. In case of sleep disorder diagnosis, the doctors use the sleeping information for estimat-

ing the symptom of the disease and planning the treatment in order to change the sleep routine.

The purpose of the treatment is to avoid the sleep disorder disease as Obstructive Sleep Apnea

(OSA), insomnia, parasomnias, and circadian rhythm disorder, etc. that bring to be the terrible

disease such as heart disease, untreated OSA, high blood pressure, cerebrovascular (CVD), and

death from heart attack, etc. [33]. For the technical approach of the sleep monitoring applica-

tion as mentioned, the system usually stores the human behaviour information during sleeping

night long, as the history of the surveillance system. In general, the personal information for

sleep quality diagnosis during presents composed of several biomedical parameters such as data

of heart rate, oxygen level, snoring rate, air flowing, body movement and electrical brain sig-

nal [31]. These statistical sleeping information in every night of a week should be the initial

important personal information for the sleep disorder diagnosis and treatment for the future.

Bsoul et. al. suggested to use the signal of electrocardiogram (ECG) channel as the data for

training in Support Vector Classifier (SVC) to detect apnea episodes in sleep monitoring ap-

plication, developed on Android operating system [19]. However, since equipment set-up was

rather complicated, the patients always spent a few nights at the hospital for testing the sleep

behaviour and it was not convenient for the patients to do so. Sometimes the patients also felt

the stress which affected to the diagnose result. Nevertheless, the easier instrument setting can

help the patient test the sleep quality at their home. It was not necessary to spend a few nights

in the laboratory of the hospital for testing the sleep behaviour.

Occasionally, to collect the important personal information for human behaviour analysis,

the additional equipments as sensor was attached to people at all times, such as special suit, wrist

sensor [86], or pressure sensor [87]. For example, the accelerometer [15, 88] was the sensor that

measures the direction and dynamic of the body. The received signals were applied to classify

the human postures to a lot of postures. Signal of center of pressure (COP) was used to classify

the standing posture [87]. Spranger et al. used both the signals from the sensors, acceleration

sensor and proprioceptive sensor, and extracted visual features of direction changing for falling

detection of the humanoid robots [89]. These sensors detected some important data for analysis

in the system. However, it was inconvenient to be taken everywhere. So, it was better if the

system can recognize the human performance from the image sequence directly.

Peng et al. [23] presented a long-term sleep quality monitoring using the low-cost system by

the information from a sensor wearable watch, night-vision video, and PIR Sensor. The pressure

sensor under the bed was used in many researches [24, 25, 26, 27, 29, 90], for the lying positions
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estimation during sleep. The sleep posture recognition from the image directly was presented

in Wang et al. [18] study. The 2D-deformed skeleton that represented the sleeping position on

the bed was reconstructed. The interesting point of this research was that this system could

recognize the postures under the blanket covering the whole body. However, this system could

not predict the class of sleep postures and sleep-wake stage. The important part of the home-care

system was the human posture classification because the system needed the correctly predicted

posture before it used these pieces of information to recognize in other applications.

However, the methods of human posture classification at present were still complicated by

the additional instruments for collecting the personal information, complex feature extraction

and involving classification method. In addition, most studies were limited by people factors

and camera factor, such as human size, appeal, distance from the camera and viewing angle. So,

the challenging goal for human posture classification method was how to ease and enhance the

correctness and robustness in order to make the system achieve high accuracy and fast process-

ing applicable to real-time systems. The method must be applicable to various situations and

everyone independent from the camera and people factors. In conclusion, our research aimed to

study the human posture classification method workable in real time, achievable high accuracy,

and robust to the people and camera factors for possible applications to a home-care system.

In this paper, we presented a real-time human posture classification method from the indoor

video which is adaptable to the home-care system with sleeping monitoring application. Any

equipment for collecting the human information such as accelerometer or pressure sensor bed

is unnecessary. The proposed method can detect both stationary postures with clear posture

and continuous situation and complex postures of the individual behaviour from the human

silhouette directly. The human posture is categorized to five main classes such as walking,

standing, sitting, bending, and lying. In the case of lying main posture, it is further decomposed

into five lying posture sub-classes which are supine, prone, log, fetal, and reclining postures.



CHAPTER III

PROPOSED METHOD

The main framework of the proposed posture recognition method, to distinguish five main

human postures such as walking, standing, lying, sitting and bending, is illustrated in the Fig-

ure 3.1. The proposed method is composed of three main parts: (1) human region segmentation,

(2) feature extraction and (3) posture estimation and classification. The proposed method can

classify actions both motion and stationary postures by the effective features based on length and

width of body silhouette parts. In segmentation, the human region in the video scene, region of

interesting (ROI), is identified by both segmentation techniques such as background subtraction

technique and temporal differencing techniques. The background subtraction technique extracts

the ROI in the static period whereas the temporal differencing technique extracts ROI from the

movement period. Both ROIs are marked by drawing the envelops covering. After that, the

important features, geometric information, are extracted from these envelops. Generally, five

features, composed of Length-Width ratio(LW), the Difference between the Length and Width

(DLW), the Area of human envelope (A), the Width of Upper part (WU) and Lower part (WL),

are enough for discriminating five main postures. By the way, WU and WL are extracted from

the sub-posture envelop that divide from the posture envelop. The numbers of features that

extract from the sub-posture envelop can be adjusted for more suitable to the numbers of re-

quired classes. For example, in this study, the proposed posture classification algorithm is also

improved to classify ten posture classes, five classes of five main postures and five classes of

sub-posture of lying. The considered five sub-postures of lying are comprised of supine, prone,

log, fetal, and reclining, respectively. Owing to the confusing of primary feature values over-

lapping between more concerned postures in different viewing angle, two sub-envelop was not

enough for classify ten classes. The compensated features for modify ten posture classification

method are added, which are the normalized difference between the longest width and medium

width of three sub-envelopes �(DLM ) , the normalized difference between the longest width

and shortest width of three sub-envelopes �(DLS ) , and the length from the centroid to the lower

line of posture envelop ( lc) . The proposed posture classification method is based on the decision

tree. The criteria and all thresholds in algorithm are received from the experimental observation.

The details of each step are explained as follow:
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Figure 3.1: The main framework of proposed posture recognition method.

3.1 Human Silhouette Segmentation

Segmentation is an important step to extract the Region Of Interest (ROI) from the image.

In this research, the ROI is the human performing different actions composing of stationary and

moving postures. We use two methods, i.e. Background Subtraction and Temporal Differencing

for segmenting the human silhouette and movement from the background. Background subtrac-

tion is the main method for segmenting the outline in order to extract the important features.

Meanwhile, Temporal Differencing is another method for determining the moment of moving

and steady postures. The result of this method is also adapted to evaluate the period of walking

posture. The details of both methods are described as follows.

3.1.1 Background Subtraction

In this study, the objective of the background subtraction is to remove the registered back-

ground from a current video frame and maintain the actual human silhouette as accurate as

possible. The human silhouette is considered as the foreground object and used further for pos-

ture analysis. Several techniques of background subtraction were reviewed in [91]. However,

background subtraction is not a new problem, several existing methods were adapted in our

work. Similar to the method proposed by Chien and his colleagues [57], we assume that the first

frame video image is the background image and no human appears in this image. The context

in the background image will not be altered by any means throughout the analysis and experi-

ments. Since the amount of relevant information of the actual human silhouette is defined only

by the intensity, not by its colors, the RGB color space is transformed to YIQ color space by the

following computation:



22


Y

I

Q

 =


0.299000 0.587000 0.114000

0.595716 −0.274453 −0.321263

0.211456 −0.522591 0.311135



R

G

B

 (3.1)

Note that, In YIQ color space, Y represent the luma information and I and Q represent the

chrominance information.

Only the luminescence channel(Y) was considered. To eliminate noise of a considered

frame, a median filter was used before the background subtraction. At coordinate (x, y), let

I
(b)
(x,y) be the value of Y channel of the background image and I(c)(x,y) be the value of Y channel

of the considered image. Then, the difference between these two images, denoted by d(x, y),

was obtained from I
(b)
(x,y) and I(c)(x,y) as follows:

d(x, y) = |I(b)(x,y) − I
(c)
(x,y)| (3.2)

However, the extracted human region might be still noisy due to the frequency of the fluorescent

light, vibration of the camera, and some irrelevant regions around the interested human regions.

To eliminate these factors, a threshold filter similar to that of Grest, Frahm, and Koch [92]

was applied. Assume that each video image frame was of size M × N . Let d̄ be the average

difference defined as d̄ = 1
MN

∑
(x,y) d(x, y). At coordinate (x, y), if the following condition is

satisfied.

|d(x, y)− d̄| >
λσ

η
(3.3)

then the pixel at this location is considered as a foreground pixel. The value σ2 is the variance

of d(x, y) defined as follows:

σ2 =
1

MN

M−1∑
i=0

N−1∑
i=0

(d(x, y)− d̄)2 (3.4)

In addition, the η value is calculated by

η =


1 for |Ī(b) − Ī(c)| ≤ β

2 for β < |Ī(b) − Ī(c)| ≤ 2β

3 for 2β < |Ī(b) − Ī(c)| ≤ 3β

(3.5)

where Ī(b) = 1
MN

∑
(x,y) I

(b)
(x,y) and Ī(c) = 1

MN

∑
(x,y) I

(c)
(x,y) were the mean intensity of back-

ground image and the considered image, respectively. The values λ and β were empirically set

to achieve the best performance for all test sets.

The segmenting threshold values were set between σ and 3σ and automatically adjusted on

the condition of light intensity. In our experiment, the values λ and β were adjusted to 3 and 20,
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(a)

(b) (c)

Figure 3.2: Human silhouette segmentation and movement detection. (a) From left to right,

registered background, walking in frame 32, and frame 35, respectively. (b) Human silhou-

ette segmenting after applying background subtraction technique and its posture envelope. (c)

Movement of human silhouette after applying temporal differencing technique and its temporal

posture envelope, respectively.

respectively, which were more suitable for our video sample data sets and others as well. This

approach helped to solve the auto-white balance problem from the camera as well. The problem

happened when the actor changes the distance far from the camera, making the intensity of

backgrounds in considered image and registered image significantly different. This adaptive

threshold effectively enhanced the actual human silhouette in ROI. After the human region was

obtained, the dilation was applied to increase the contour and to improve the important feature

extraction.

3.1.2 Temporal Difference

To detect any moving postures such as walking in a considered image frame, it was nec-

essary to detect the value difference of a pixel at least two consecutive times. Bobick and

Davis [58] presented a method using a temporal template for the human movement recognition.

The idea of this method was to subtract the intensity of the same pixel at two or three adjacent

frames. Then, the result was determined by a threshold whether there was a movement or not.

Let I(c)(x,y)(t) be the intensity of pixel located at coordinate (x, y) of a considered image

frame at time t. The temporal difference of a pixel at coordinate (x, y), denoted by TD(x, y),
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can be simply defined as follows:

TD(x, y) = |I(c)(x,y)(t)− I
(c)
(x,y)(t− 1)| (3.6)

Although this method was limited by the low speed movement, it worked very well for

periodic movement detection. For this reason, this method was adapted for detecting the moving

action in each posture, especially walking posture. When TD(x, y) was zero, it implied that

there is no movement. Thus, the walking posture was impossible to appear in the frame. For this

reason, the walking posture could be completely eliminated from the other stationary postures.

Our features were based on the observation that the outline of human silhouette or human

region can be bounded by an envelope. Each posture provides rather unique width and length

of this bounding envelope. Hence, before extracting the features from the human region, a

bounding envelope called posture envelope was drawn to cover all pixels of human region.

This posture envelope was created after the background subtraction process. Similar to posture

envelope, another envelope called temporal posture envelope could also be created after the

temporal difference process.

3.2 Feature Extraction

The features used in our recognizing process were based on the geometrical information

of both posture envelop and temporal posture envelop [93]. Obviously, five postures could

be distinguished by the related features extracted from the lengths and widths of the posture

envelope and temporal posture envelope. In general case, six related features were enough

for five main posture discrimination. Two of them were extracted from the width of two sub-

envelops covering upper and lower parts. However, to enhance the accuracy of recognition, each

envelop was decomposed into three sub-envelops covering the head, torso, and legs parts. The

sizes of these sub-envelops would be discussed in the experiment section. The value of each

feature was given in the following definitions.

Definition 1. Let (x
(t)
u , y

(t)
u ) and (x

(t)
l , y

(t)
l ) be the coordinates of the upper left corner and the

lower right corner of the posture envelope of the frame at time t, respectively. At frame t, the

length, denoted by l(t), and the width, denoted by w(t), of the posture envelope are defined as

follows.

l(t) = |y(t)l − y
(t)
u | (3.7)

w(t) = |x(t)l − x
(t)
u | (3.8)
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(a)

(b)

Figure 3.3: An example of sitting posture, bending posture, and the both upper part envelope

and lower part envelope, respectively. (a) The sitting posture (left image) and the corresponding

envelops (right image). (b) The bending posture (left image) and the corresponding envelops

(right image).

Definition 2. The length-width ratio of frame t, denoted by LW (t), is equal to

LW (t) =
l(t)

w(t)
(3.9)

Definition 3. The normalized length, denoted by l̂(t) and the normalized width, denoted by ŵ(t),

of frame t are defined as follows.

l̂(t) =
l(t)

max∀i{l(i)}
(3.10)

ŵ(t) =
w(t)

max∀i{w(i)}
(3.11)

Definition 4. The difference between the length and width of a posture envelope at frame t,

denoted by DLW (t), is defined as follows.

DLW (t) = |l̂(t) − ŵ(t)| (3.12)

A posture envelope may not be effective when being applied to sitting and bending postures

because the sizes of both posture envelopes may be the same in length and width. Hence, the

following two additional features must be introduced.

Definition 5. The upper part width of frame t, denoted by WU (t), is defined as the width of a

smallest envelope, whose y-coordinate of the upper left corner is at y(t)u and the length is equal

to 1
3 l

(t), that can fit the human region. This envelope is called upper part envelope.
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(a)

(b)

Figure 3.4: An example of sitting posture, bending posture, and the envelops of their heads, tor-

sos, and legs, respectively. (a) The sitting posture (left image) and the corresponding envelops

(right image). (b) The bending posture (left image) and the corresponding envelops (right im-

age).

Definition 6. The lower part width of frame t, denoted by WL(t), is defined as the width of a

smallest envelope, whose y-coordinate of the lower right corner is at y(t)l and the length is equal

to 2
3 l

(t), that can fit the human region. This envelope is called lower part envelope.

Two examples of WU (t) and WL(t) are shown in Figures 3.3. The left image shows the

posture and the right image shows the envelopes of WU (t) and WL(t).

To enhance the posture classification method to distinguish five main postures and additional

five sub-postures of lying, three sub-envelops covering the head, torso, and legs parts were

defined for solving the overlap between sitting and bending postures and sub-lying postures in

different viewing angles as the examples in Figure 3.15 and 3.16.

Definition 7. The head part envelope was defined as the width of a smallest envelope, whose

y-coordinate of the upper left corner was at y(t)u and the length was equal to
1

6
l(t), that can fit

the human region.

Definition 8. The torso part envelope was defined as the width of a smallest envelope, whose

y-coordinate of the upper left corner is at y(t)u +
1

6
l(t) and the length was equal to

2

6
l(t), that

could fit the human region.

Definition 9. The legs part envelope was defined as the width of a smallest envelope, whose

y-coordinate of the lower right corner was at y(t)l and the length was equal to
3

6
l(t), that could

fit the human region.
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Definition 10. Let Whead, Wtorso, and Wlegs be the widths of head, torso, and legs parts of the

envelops of head, torso, and legs part. The normalized difference between the longest width and

medium width of three sub-envelopes, denoted by D̂LM
(t)

, of frame t was defined as follows.

D̂LM
(t)

=
|max{Whead,Wtorso,Wlegs} −med{Whead,Wtorso,Wlegs}|

max{Whead,Wtorso,Wlegs}
(3.13)

Here, med was the operator for finding the medium value from a 3-element set and max was the

operator for finding the maximum value from a 3-element set.

Definition 11. The normalized difference between the longest width and shortest width of three

sub-envelopes, denoted by D̂LS
(t)

, of frame t was defined as follows.

D̂LS
(t)

=
|max{Whead,Wtorso,Wlegs} −min{Whead,Wtorso,Wlegs}|

max{Whead,Wtorso,Wlegs}
(3.14)

Here, min was the operator for finding the minimum value from a 3-element set.

Definition 12. The area of a posture envelope at frame t, denoted by A(t), was defined as

follows.

A(t) = l(t) × w(t) (3.15)

Definition 13. The normalized area of a posture envelope at frame t, denoted by Â(t), was

defined as follows.

Â(t) =
A(t)

max∀i{A(i)}
(3.16)

Definition 14. Let (x
(t)
c , y

(t)
c ) be the coordinate of the centroid of the posture envelope of the

frame at time t. At frame t, the length from the centroid to the lower line of posture envelop,

denoted by l(t)c , was defined as follows.

l(t)c = |y(t)l − y
(t)
c | (3.17)

Definition 15. Let (x
(t)
τu, y

(t)
τu) and (x

(t)
τl , y

(t)
τl ) be the coordinates of the upper left corner and the

lower right corner of the temporal posture envelope at frame t, respectively. The temporal width

at frame t, denoted by τw(t), of the template posture envelope was defined as follows.

τw(t) = |x(t)τl − x
(t)
τu| (3.18)

Definition 16. The temporal difference width of a temporal posture envelope at frame t, denoted

by TDW (t), was defined as follows.

TDW (t) = |τw(t) − τw(t−1)| (3.19)
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3.3 Posture Recognition

A motion posture as walking and four stationary postures such as standing, lying, sitting,

and bending are concerned in this research. The 5-posture classification algorithm based on a

decision tree is proposed. The criteria and all thresholds in the algorithm is based on the follow-

ing observation in the experiments. To demonstrate and testing the efficiency of the proposed

algorithm, many short video clips consisting of a mixture of continuous postures were con-

structed as a new human activity video database based on four main conditions, such as 1) clear

posture condition 2) complex posture condition 3)walking testing condition and 4)various sleep-

ing postures testing condition. The details of our database in each condition will be described in

the next chapter. All of conditions, the general five postures classification algorithm is achieved

to classify the posture into five main classes in high percentage of recognition. Moreover, the

Modification of proposed algorithm for classifying ten classes of postures, five main postures

and five sub-postures of lying, is also proposed as an example of modifying the general method.

The classification steps are described as follow.

3.3.1 General Proposed 5-Posture Classification Algorithm

This method is developed to classify the human posture in the video scene into five main

postures such as walking, standing, lying, sitting, and bending. To classify the movement period

from the stationary period, the first posture that we concern is walking. The walking postures are

limited to walking towards the camera, walking away from the camera, left-to-right walking,and

right-to-left walking. To make it easy to refer the types of walking, the walking towards the

camera and walking away from the camera will be named type-1 walking, whereas the left-to-

right walking and right-to-left walking will be named type-2 walking. Figure 3.5 illustrate an

example of the studied walking posture in both types.

When a person is walking, the TDW (t) and the area of posture envelope (A(t)) will be

changed according to time frames due to the distance measure with respect to the camera. But,

for the other postures, the TDW (t) is rather constant. With this observation, walking posture

must be firstly analyzed before the other postures. However, the area of a posture envelope

in the case of walking posture of each person is different. The problem is how to determine

whether a given sequence of frames belongs to walking posture. To obtain a simple decision

rules for this problem, the areas of posture envelope for walking posture of several experimental

persons are plotted against the time frames. Each line in Figure 3.6, denoted by a series of

”×” symbols, represents the curve of area of posture envelope (vertical axis) versus each time

frame (horizontal axis) for each experimental person when walking towards the camera. Similar
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to Figure 3.6, Figure 3.7 shows the curves of area of posture envelope when walking away

from the camera. Notice that all curves of the same walking posture have a similar shape. All

these curves can be combined and mathematically represented by another curve called standard

behaviour curve (SBC). This SBC will be used for determining whether a person is walking or

acting the other postures. Based on the data from 10 walking persons, the following high degree

polynomial is created as a representative of these curves.

(a) (b)

(c)

(d)

Figure 3.5: An example of walking postures of both types. (a) Type-1: walk towards the camera,

(b) Type-1: walk away from the camera, (c) Type-2: left-to-right walking, (d) Type-2: right-to-

left walking.

Here, x is the frame number, ai is the coefficient of term i, and y is the area of posture

envelope in frame x. Degree of order 20 is most empirically suitable for these experimental

data. The thick lines in Figures 3.6 and 3.7 are the SBCs. For the other postures besides

walking, their SBCs are just a straight line since there is no area change due to those postures.

Hence, three SBCs are created, one for walking towards, one for walking away, and one for the

other postures.

Figure 3.8 illustrates an example of a test curve as denoted by a thick curve for determining

its posture and the other three standard behaviour curves denoted by a series of ”*”, ”+”, and

”·” for walking towards, walking away, and the other postures, respectively. It is obvious that

the shape of the test curve is similar to the curve of walking away.
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Figure 3.6: Curves, denoted by a series of ”×” symbols, of area of posture envelope versus time

frames of the experimental persons for walking towards the camera and the Standard Behaviour

Curve denoted by a thick curve.

Figure 3.7: Curves, denoted by a series of ”×” symbols, of area of posture envelope versus

time frames of the experimental persons for walking away from the camera and the Standard

Behaviour Curve denoted by a thick curve.
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Figure 3.8: Three SBCs and a sample testing curve comparison : L1(black line, ”*”), L2(blue

line, ”+”), L3(green line, ”·”) and current behavior (red line), for this case, the current curve is

similar to L2

To determine the similarity of both curves, each curve is captured by a posture vector whose

elements are the y-coordinates. Then, the angle between the test vector and the SBC vector is

computed. Let L1, L2, L3, and T be the posture vectors for walking towards, walking away,

other postures, and the considered posture. The angles between T and other posture vectors are

defined as follows:

θ1 = arccos

(
L1 ·T
|L1||T|

)
(3.20)

θ2 = arccos

(
L2 ·T
|L2||T|

)
(3.21)

θ3 = arccos

(
L3 ·T
|L3||T|

)
(3.22)

The correct posture is finally determined by arg(min1≤i≤3{θi}).

Now, we noticed that the area of a posture envelope in the case of walking away and walking

towards are clearly different. Some examples of the area versus frame number curves in both

walking types were shown as Figure 3.8. In conclusion, the shapes of walking curve (SBL), that

observed from 10 experimental person are alike. In case of walking towards the camera, the area

of posture envelope polynomially increases as a function of frame number. On the other hand,

the area of the posture envelope decreases rapidly in case of walking away from the camera.

Experimentally, it is noticeable that the variance of envelop lengths computed from all frames
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in the walking curve is a very large number. Therefore, the difference value can be used to filter

type-2 walking.

Figure 3.9: Comparison of three walking curves of both walking types : (right-line) Type-1:

walk towards; (left-line) Type-1: walk away; and Type-2: walk left to right. The x-axis denotes

the time frame and the y-axis denotes the area of posture envelope.

When a person is walking from left to right or from right to left, the swinging of person’s legs

and arms makes the width of the posture area and its length-width ratio periodically changed,

obviously illustrated in Figure 3.10. Therefore, to identify this type of walking, the periodic

change of length-width ratios of a series of frames must be detected. The periodic detection

part discussed by Haritaoglu, Harwood, and Davis [73] was adapted and modified to solve

this problem for the effective walking posture recognition in the current frame. The periodic

detection part in our method is applied by counting the recurrent frequency as the periodicity

of the current length-width ratio (LW)curve. If the current LW curve is similar to the periodic

function then the current posture is classified as type-2 walking. The detail of periodic change

detection was given in Algorithm 1.

The start and stop points in Algorithm 1 are determined by the condition of TDW (t) > 0.

After filtering the walking postures, the stationary postures, i.e. standing, lying, sitting,

and bending, are identified by comparing their corresponding LW (t), DLW (t), WU (t), and

WL(t) with thresholds. The threshold values in Algorithm 2 are empirically obtained from the

postures of ten individual persons. The postures are orderly filtered and identified according to

the decreasing sequence of threshold values. In Algorithm 2, the following filtering order is

executed: standing, lying, sitting, and bending.
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Figure 3.10: Length-width ratio graph of sample video performing walking in Type-2. The

x-axis denotes the time frame and the y-axis denotes the length-width ratio.

The overall framework of the general proposed 5-posture classification method is concluded

as Figure 3.11. For motion part discrimination, the feature as Temporal Difference Width

(TDW) is applied. The temporal differencing segmentation method is adapted for extracting

the TDW by the temporal posture envelope because of the advantage in sensitivity movement

between adjacent frames. When a moving period is available, the TDW is non-zero. So the

walking posture is possible to appear in that time. To identify the current image is motion pos-

ture; the current period graph is compared with the three Standard Behaviour Curves (SBCs),

such as walking towards, walking away, and other postures like the global determination. If the

walking takes too short or too long period, the local determination using periodically function

is adapt to confirm the motion posture at current frame. In this experiment, we assume that

the background is known. Thus the background subtraction technique is applied to segment

the human silhouette from the background. Then, the important features are extracted from the

posture envelope is constructed from the human outline. The important features that use for

postures recognition is composed of the Length-Width ratio(LW), the Difference between the

Length and Width (DLW), the Width of Upper part (WU) and Lower part (WL) and the Area of

human envelope (A). The Area graph is used for representing the current period graph which is

compared to three SBCs. If the structure of the area graph is similar to other postures, the four

stationary postures are considered instead. The four stationary postures comprise of standing,

lying, sitting, and bending. Only LW feature is enough for lying posture discrimination. The

standing posture is examined from LW and DLW. Whilst the LW, WU and WL features are

considered together for distinguishing between the sitting and bending postures.
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Algorithm 1: Periodic Detection for Type-2 Walking Postures

begin

1. Set the start and stop points of the movement period.

2. Let cutframe = start− stop.

3. Let mean = 1
cutframe

∑
t∈[start,stop] LW

(t). The values

of LW (t) are from the training data set.

4. Let ∆(t) = LW (t) −mean.

5. Let count = 0.

6. For i = 1 to cutframe− 1

7. Let u = ∆(i) ×∆(i+1).

8. If u ≤ 0, Then count = count+ 1.

9. Endfor

10.Let period = count
2 .

11.If period > 1 then identify as walking.

end

Algorithm 2: Posture Recognition

begin

1. If TDW 6= 0 then identify as the movement period.

2. If movement period ≥ 40 frames then compute the angles

according to equations (17), (18), and (19).

3. If the test curve is similar to Standard behaviour curve of L1 or L2

4. then identify the posture as walking.

5. else detect whether it is types 3 or 4 walking posture.

6. If LW (t) ≥ 0.5 and DLW (t) > 0.4

7. then identify the posture as standing.

8. else If LW (t) < 0.5

9. then identify asthe posture as lying.

10. else If WU (t) < WL(t) and DLW (t) < 0.2

11. then identify the posture as sitting.

12. elseidentify the posture as bending.

end
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Figure 3.11: The framework of our proposed method.

3.3.2 Modification of Proposed Posture Classification Algorithm

The proposed method can be enhanced to recognized the specific posture in five main pos-

tures. In this study, the sleep-positions detection is an example. The considered sub-postures of

lying or sleep-positions are comprised of supine, prone, log, fetal, and reclining, respectively.

Figure 3.13a shows some examples of length-width ratio of body envelop of five considered

postures and Figure 3.13b shows the length-width ratio of body envelop for different lying pos-

tures. If both Figures are combined as shown in Figure 3.12, the length-width ratio (LW ratio)

of the envelop of each time frame is plotted against the frame number. A curve is represented

the characteristics of all acting postures. Notice that, a challenge problem is the confusing of the

same LW ratio between some lying postures and some non-lying postures. An important factor

is caused from the various viewing angle of capturing the postures. To improve the performance

of the posture classification of our method, the modify features, such as D̂LM
(t)

, D̂LS
(t)

,lc,

are used instead of WU, WL. The thresholds and decision tree in the general algorithm are also

adjusted from the observation in the experiment training in condition 4 dataset. Each challenge

problem is discussed as follows.
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Figure 3.12: An example of length-width ratio graph of complex postures, mixed with five main

postures and five lying postures at 90◦ viewing angle. The x-axis denotes the time frame and

the y-axis denotes the length-width ratio.

Standing versus Bending Postures

In general case of standing posture, the values of LW (t), DLW (t), and l(t)c are enough for

discriminating the standing posture from bending posture. Considering the LWratio graph of

changing posture in Figure 3.13a, The standing and bending can be identified by some thresh-

olds. The threshold values of LW and DLW in Algorithm 3 are empirically obtained from the

postures of ten individuals. However, in some situations shown in Figure 3.14, the standing pos-

ture in a far distance resembles the bending posture in 90◦ viewing angle in a near distance. The

sizes of both posture envelopes are almost the same. The dependent features are not enough to

distinguish both postures. So, the normalized feature such as Â(t), is more suitable to consider

for discriminating the standing posture than l(t), w(t), and LW (t) because it compares A(t) with

max∀iA
(i) value of that video clip. The normalized area value of standing posture is larger than

that of the bending posture and then, both postures can be identified with some thresholds. The

threshold value was presented in Algorithm 3.

Bending versus Lying Postures

Similar to the previous case, the bending and lying postures at 0◦ to 81◦ of viewing angles

can be clearly discriminated by the threshold of LW . However, in 90◦ viewing angle as shown

in Figure 3.12. The LW (t) of bending posture and fetal lying posture are approximate the

same value. To discriminate both ambiguous postures, the silhouette is divided to three part

envelopes. Figure 3.15 presents the examples of three sub-envelopes of bending and fetal lying

postures which are head, torso, and legs part envelope. It can be seen that the way these three
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(a)

(b)

Figure 3.13: An example of length-width ratio graph at 0◦ viewing angle. The x-axis denotes

the time frame and the y-axis denotes the length-width ratio. (a) Five clear main postures. (b)

Five clear lying postures.

(a) (b)

Figure 3.14: An example of bending and standing in a far distance postures with their corre-

sponding posture envelopes. (a) Bending in 90◦ viewing angle in near distance and its posture

envelope. (b) Standing in far distance and its posture envelope.
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(a)

(b)

Figure 3.15: An example of bending and fetal lying postures with their corresponding posture

envelopes and three sub-envelopes. (a) Bending in far distance at 90◦ viewing angle. (b) Fetal

lying at in the middle distance at 45◦ viewing angle.

envelops are stacked for bending posture is opposite to that of fetal lying posture. Hence, the

values of Â(t) and l(t)c must be concerned to distinguish the bending posture from fetal lying

posture. The detail is given in Algorithm 3.

Sitting versus Lying Postures

In Figure 3.12, the LW (t) value of sitting posture is similar to that of reclining lying and

fetal lying postures. This problem happens in 90◦ viewing angle. To distinguish the resembled

postures as sitting and lying postures in 90◦, the silhouette is divided to three part envelopes

as illustrated in Figure 3.16 to capture the local features of the postures. The sitting and lying

postures are identified by the thresholds of features Â(t), D̂LM
(t)

and D̂LS
(t)

as written in

Algorithm 3.

In Algorithm 3, a decision tree for classifying five main postures was constructed from the

training data set and the concepts previously discussed. Each posture is identified by comparing

their corresponding LW (t),DLW (t), D̂LM
(t)

, D̂LS
(t)

, Â(t), l(t)c with thresholds. The postures

are orderly filtered and identified according to the decreasing sequence of threshold values. The

following filtering order is executed: walking, standing, lying, sitting, bending, and lying in five

sleep-positions, i.e. supine, prone, log, fetal, and reclining. The detail of the algorithm is as

follows.

The modify algorithm is adapted to the homecare system application in sleep monitoring

application. The overall framework of Modification of proposed method, adapted to the sleep

monitoring application, is presented as Figure 3.17. The main idea of the posture classification



39

(a)

(b)

(c)

Figure 3.16: An example of sitting, reclining lying, and log lying postures with their corre-

sponding posture envelope and three sub-envelopes at 90◦ viewing angle in the same distance.

(a) Sitting posture. (b) Reclining lying posture. (c) Log lying posture.

Figure 3.17: The framework of our modified proposed system.
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Algorithm 3: Five Main Postures and Five Lying Postures Recognition

begin

1. If TDW¬0 then identify as the movement period.

2. If movement period ≥ 40 frames and var(A) > 107 .

3. then identify the posture as Type 1 walking.

4. else detect whether it is Types 2 walking posture.

5. If LW (t) > 2.4244 and DLW (t) > 0.4 and ŵ(t) > l̂(t)

6. If Â(t) > 0.5 or l(t)c > 55.

7. then identify the posture as standing.

8. else identify the posture as bending.

9. else If LW (t) > 0.85

10. then identify the posture as lying (supine or prone)

11. else If Whead
(t) is the biggest envelop or Wlegs

(t) is the

smallest envelop.

12. If Â(t) > 0.5 or l(t)c > 40

13. then identify the posture as bending.

14. else identify the posture as lying (fetal).

15. else If WL(t) is the biggest envelop or WU (t) is

the smallest envelop

16. If D̂LM
(t)
> 0.25 or D̂LS

(t)
> 0.6

17. then identify the posture as sitting.

18. else identify the posture as lying(log or reclining) end
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is still keeping but increased some features of three sub-envelop for classifying more sleep-

position classes. The sleep quality in each night will be estimated from detecting the sleep-

positions all night. This application monitors and collects the sleeping information overnight

and initially evaluates the quality of sleeping in every night. In the sleep disorder diagnosis, the

doctors use the sleeping information for estimating the symptom of the disease and planning

the treatment in order to change the sleep routine. The purpose of the treatment is to avoid the

sleep disorder disease as Obstructive Sleep Apnea (OSA), insomnia, parasomnias, and circadian

rhythm disorder, etc. that bring to be the terrible disease such as heart disease, untreated OSA,

high blood pressure, cerebrovascular (CVD), and death from heart attack, etc. [33]. For the

technical approach of the sleep monitoring application as mentioned, the system usually stores

the human behaviour information during sleeping night long, as the history of the surveillance

system. It is the benefit that the patients can live in their home whereas they will be in the care of

doctor in the hospital. This application helps to improve the patient’s quality of life. In present,

many equipments such as the accelerometer or pressure sensor bed, are used for collecting

the human information but our method is developed to collect the information directly from

the video surveillance. The more information of the sleep monitoring application is explained

briefly in Appendic.



CHAPTER IV

EXPERIMENTAL

In this dissertation, there were three main experiments which test: (1)the efficacy of pro-

posed features, (2)the applicability of our algorithm to various data sets, and (3)the processing

time of our algorithm. The first experiment was to demonstrate how feasible the proposed fea-

tures is when they are applied to classify five main postures and the additional lying postures.

Our features were compared with DFT-coefficients classified by ANFIS model. For the second

experiment, we aimed to test the performance and the robustness of our classification method in

various human action data sets. The following four main data sets: Our data set, Weizmann data

set [78], UIUC data set [94], and CMU data set1, were selected in our experiment. In the third

experiment, the time complexity of our algorithm was computed and proved by implementing

on the real processing. The details of each experiment are explained as follows.

4.1 Experimental Set-Up

The experimental procedures of proposed method are composed of three steps:

1. programming the codes of algorithm

2. testing the code on the database

3. evaluating performance of algorithm

The efficiency of each method was evaluated by the percentage of accuracy, calculated as

%accuracy =
correctpredictedposture

correctposture
× 100 (4.1)

4.1.1 Hardware and Software system

1. In the experiment, every algorithm was implemented on the MATLAB c programme.

2. processing on Desktop PC with Intel(R) Core (TM) processor; 7-2600 CPU @ 3.40 GHz,

16 GB. of RAM with 64-bit operating system.

3. The video camera recorder was a compact camera, Olympus µ830 , settled on a tripod

with 90-110 centimeters height from the floor (as the eye-level).

1Available on http://mocap.cs.cmu.edu/
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4. The main captured viewing angle was 0, 45, 90 degrees.

5. The captured video file was set at resolution 320x240 pixels at the rate 15 frames per

second and captured in real RGB color space.

4.1.2 Locations

All human actions video was captured at Imaging and Colour Technology Laboratory, at

the 6th floor, Museum of Imaging and Printing Technology Building, Department of Imaging

and Printing Technology, Faculty of Science, Chulalongkorn University. In every testing con-

ditions, the most contents of background in each clip were not altered during capturing. The

luminescence of every room was between 300-800 lux.

Nine sample backgrounds in six rooms are presented as shown in Figure 4.1.

Figure 4.1: The sample captured background of our dataset : Nine backgrounds of six rooms.

4.1.3 Subject

The volunteers were healthy and involved having different physical characteristics. They

were informed the consent as to be the participants of the experiment in order to meet ethical

requirement. Figure 4.2 shows the fifteen volunteers in different sizes and cloths and in the

conditions as follows:

1. wore the normal appeal (did not hold any sensor on the body)

2. performed the four main postures in individual style vary



44

3. 3-6 meters distance and 0-90 degrees of action direction.

4. number of volunteers : 8 males, 7 females

5. age: 23-35 years old

6. height: 145-185 cm. , weight: 45-85 kg.

7. single actor in a frame

4.1.4 Postures Representative

Definition for difficulty levels:

Basic

A clear posture means the pause posture which easy to decide to posture class immediately.

The definition of each posture is defined as follow:

1. standing : pull up, standing strength: two legs is closed and two arms are enclosed with

the body.

2. lying : lie down on the back, two legs is closed and two arms are enclosed with the body.

3. sitting : sit down on the floor, two arms are enclosed with the body.

4. bending : standing with closed two legs and bend down with enclosed of two arms with

the body.

Advance

A complex posture is comprised of 3 types:

1. the posture which in transition state during changing between posture.

2. the posture which has some additional posture, i.e., raise a hand, raise a leg, wave a hand,

crawling, various sleep positions, etc.

3. specific individual styles posture.

Figure 4.3 presents the sample posture of the clear postures, main posture, and the complex

postures in 3 types.

Determination of defined postures: The most complex postures are ambiguous and diffi-

cult to classify to an actual class. So, in the constructing database process, after the actor/actress
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Figure 4.2: fifteen volunteers perform actions in different physical characteristics, various size

and the texture of cloths.
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Figure 4.3: presents some sample recognized postures (a) basic posture, (b) advance postures.

had finished performing in the video clip, he/she would judge his/her own postures from the

rewind performance video clip. Hence, all answer of postures in the action video came from the

confirmation of actor/actress who performed those postures. All advanced postures determined

by the actors.

4.2 Human Action Databases

Every experiment was mainly trained and tested on our human actions database. In addition,

three other published datasets as Wiezman, UIUC, and CMU, are also the testing data set in

second experiment.

There were four databases, selected as the testing set for proposed algorithm. Some clips

of our own database was chosen as the training set. The training and testing set were separated

from each other. The details of each database is described in next subsections.

4.2.1 New Human Action Database Construction

In our study, we constructed our own data set of human action in five main postures and

various styles of five lying postures under different conditions defined in Chapter I for training
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and testing the capability of proposed algorithms. Our data set consists of 141 clips of 68,500

frames shot from 15 individuals and 9 different indoor background. The background scene was

not altered throughout the experiment. The sample nine backgrounds in six rooms are presented

as Figure 4.1. To test the applicability of the proposed method, the body size and the texture

of the clothes of each person were not controlled. Figure 4.2 shows the fifteen volunteers in

different sizes and cloths.

Figure 4.4: The sample captured images different in distances, (left to right) far(7-9 meters),

middle(5-7 meters), and near (3-5 meters) distances, respectively.

In this research, we aimed to develop the human posture recognition method to be inde-

pendent for the size and clothing of subject and the perspective problem, such as distances and

viewing angles, from the camera. Hence, the distance of the actors and the camera in each loca-

tion was not fixed. The video clips were captured in 3 distances, namely near, middle, and far

from the camera, within 3 to 7 meters at 0◦, 45◦, and 90◦ viewing angles, respectively.

The video clips for testing the camera distance effect in far(7-9 meters), middle(5-7 meters),

and near (3-5 meters) distances are illustrated in Figure 4.4. In addition, the effect of view

angles variation was also concerned in three main conditions of viewing angles, i.e. 0◦, 45◦ ,

90◦. Some images of video clips for testing the robustness of view angle effect of our method is

presented in Figure 4.5.

Figure 4.5: The sample captured images different in viewing angles, (left to right) 0◦, 45◦ , 90◦,

respectively.

Moreover, the following constraints are set as the capturing conditions for our new database

construction. Four human actions videos datasets are recording under these conditions. The

details of how our data set were collected as follows;

1. A subject performing the postures did not wear any special suit or sensor instruments.
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2. The postures can be varied by each individual’s styles and viewing angle of the camera.

3. Viewing angles ranged from 0◦ to 90◦.

4. The camera was settled in a tripod with 90-110 centimetres height from the floor.

5. For testing the effect of perspective, a volunteer performed the individual postures with

distances of 3 to 9 meters apart from the camera and captured on the 0, 45 and 90 degrees

of viewing angles, depending on different purposes of testing set.

6. Each volunteer has different body sizes and can wear in different cloth textures in varied

apparel.

7. The video file was captured at resolution 320x240 pixels at the rate 15 frames per second.

Each training video was about 1-2 minutes length and each image file was captured in

true colors of RGB color space.

8. The most contexts in the background image were not be altered by any means throughout

the analysis and experiments.

Our constructed human action database was composed of four dataset for testing with differ-

ent objectives; (1) clear posture testing data set, (2) complex posture testing data set, (3) walking

testing data set, and (4) sleep position testing data set. The details of each data set are explained

and some samples are also presented as follow:

Human Action Data Set1: Clear Posture Testing Data Set

There are 8 clips performed by 8 actors in different clothes and backgrounds. The actors

performed 4 main stationary postures such as walking, standing, lying, sitting and bending with

clear posture. A clear posture means that each actor arbitrarily starts acting at any posture. Once

the actor fully performs the posture, he or she pauses for a short moment, approximately 40-60

frames, before changing to the next posture.

Figure 4.6 presents some sample images of video clip in data set of clear posture testing

and its length-width ratio graph is shown as Figure 4.7. For example, the clear sitting posture

occurred at two frame periods. The first period occurred at frames 110 to 150 and another period

was at frames 240 to 300.

Human Action Data Set2: Complex Posture Testing Data Set

There are 21 clips performed by 12 actors in different clothes and different backgrounds.

The actors performed five main postures, which were walking, standing, lying, sitting, and bend-
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Figure 4.6: Sample images of a video clip from clear posture testing data set,at frame (left to

right)30, 80, 130, 200, 250, 330, 380, 420, 485, respectively.

Figure 4.7: An example of length-width ratio graph of clear postures. The x-axis denotes the

time frame and the y-axis denotes the length-width ratio.
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ing with complex postures. The complex postures are the set of continuous acting of different

postures under different distances from the camera.

Figure 4.8: Sample images of a video clip from complex posture testing data set,at frame (left

to right)40,65,80,160,280,335,400,450, respectively.

Figure 4.9: An example of length-width ratio graph of complex postures.

Figure 4.8 presents some sample images of video clip in data set of complex posture testing

and its length-width ratio graph which is presented in Figure 4.9. the continuous standing, bend-

ing, and sitting postures occurred from frames 100 to 200. Obviously, these complex postures

are quite difficult to distinguish.
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Human Action Data Set3: Walking Testing Data Set

There are 35 clips performed by 8 actors in different cloths and difference stationary back-

grounds. The actor performed 3 walking types such as walking around the room with frequent

changing distances and viewing angles, walking away from the camera, and walking towards

the camera in 90◦ viewing angle with various distances and speeds of walking.

This data set can be divided into three data subsets: (1)Walking away from the camera,

(2)Walking towards the camera, and (3)Complex Walking. The first and second data subsets

aims to testing the Walking Type1 and Walking Type2 was tested in the third data subset. The

sample captured images from a clip of walking away and walking towards as Type1 and their

area graphs are illustrated in Figure 4.10 and 4.11.

• Walking away from the camera. There were sixteen clips performed by six actors in

different clothes and different stationary backgrounds. The actor walked away from the

camera in 90 degrees of view angle with various distances and speeds of walking. Fig-

ure 4.10 shows a sample image of walking away from the camera.

• Walking towards the camera. There were fourteen clips performed by six actors in

different clothes and different backgrounds. Each actor walked towards the camera in 90

degrees of view angle with various distances and speeds of walking. Figure 4.11 shows a

sample image of walking towards the camera.

• Complex Walking. There were five clips performed by three actors in different clothes

and different backgrounds. Each actor walked around the room or frequently changes

distances and viewing angles from the camera and with various speeds of walking. Fig-

ure 4.14 shows the area graph of an example of complex walking.

Figures 4.12shows some images from some sample clips of walking type2 and their length-

width ratio graphs plotting against the time.

The comparison of area graph of walking in both type is illustrated in Figure 4.13.

The other videos in complex walking data subset are the mixing of walking postures in both

2 types and also some main postures. An example of various walking video clip is presented as

LW graph as Figure 4.14

Human Action Data Set 4: Sleeping Position Data Set

There are 100 clips performed by 10 actors in different cloths and difference stationary

backgrounds. The actor performed 5 lying postures, i.e. supine lying, prone lying, log lying,
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(a)

(b)

Figure 4.10: Sample captured images of two walking Type 1 video clips from Walking testing

data set: (a)walking away clip at frame 20,60,100, and (b)area graph of walking away clip.
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(a)

(b)

Figure 4.11: Sample captured images of two walking Type 1 video clips from Walking testing

data set: (a)walking towards clip at frame 10,20,60, and (b)area graph of walking towards clip.
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Figure 4.12: Some sample images of walking around the room, a video in complex walking

video data subset and its LW graph.
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Figure 4.13: Comparison of area graph of both types of walking.

Figure 4.14: an example of area graph of complex walking.
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fetal lying, and reclining lying, respectively and some clips including 5 main postures. A sample

set of 5 lying postures and 5 main postures performing in each video clip is shown in Figure 4.15

and its LW (t) is presented in Figure 4.16.

Figure 4.15: A set of actions in video clips in Sleeping position data set,

comprised of varied styles of five main postures and five types of con-

cerned lying postures, i.e. supine, prone, log, fetal, and reclining at frame

35,75,100,135,185,235,285,335,385,435,535,585,635,835,885,935,1035,1085 respectively.

The challenge problems cause from various distances and viewing angles factors of our own

data set are described in Chapter III. These problems cause from the overlap of some complex

postures between five lying positions and five main postures. Only using length-width ratio

cannot distinguish these postures. The effective features are required.



57

Figure 4.16: The length-with ratio of varied styles of five types of concerned lying postures

supine, prone, log, fetal, and reclining and five main postures at 90 degrees.

4.2.2 Other Human Actions Databases

We aimed to test the robustness of our method for the various styles of human actions. Thus,

to signify the competency of proposed method, the human postures in the other 3 available data

sets, i.e Weizmann human posture data set, UIUC Complex Active data set, and CMU Graphics

Lab Motion Capture database, were tested with our algorithms. Since there are various postures

in these selected data sets, only those postures beyond our scope of study were filtered out from

the experiment. The details of other data sets are as follows.

Weizmann Human Posture Data Set

The human posture data set was constructed by Blank et.al. at Weizmann institute. This is

the new publicly available database [50] containing 10 postures of walking, running, jumping,

galloping, walking side-way, bending, one-hand waving, two-hands waving, jumping in place,

jumping jack, and skipping postures. Each posture was performed by 10 persons with a sta-

tionary background. Walking and bending postures were chosen to be the testing data set. The

sample video clips are presented as Figure 4.17.

Besides this database, the testing of robustness concerning deformable postures and various

viewpoints was included for walking postures as well. For robustness evaluation, testing with 10

captured viewpoint angles from 0◦ to 81◦ and 10 deformation styles of walking posture such as

normal, wearing skirt, carrying briefcase, swinging a bag, limping, being occluded legs, being
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(a)

(b)

Figure 4.17: An example video clips in Weizmann Human Posture Data Set (a)walking video

clip and (b)bending video clip of Daria actress, at frame 12, 32, 52, respectively.

occluded with a pole, kneeing up, sleepwalking, and walking with a dog were involved. Some

examples of the data set for testing robustness are presented in Figure 4.18 and 4.19.

Consequently, the number of total video clips used for testing was 40 sequences of 3,410

frames.

UIUC Complex Active Data Set

The motion data set constructed by Ikizler and Forsyth [94] captured the snap shot images of

3 persons in 5 clothing performing complex postures, differing in length and individual activity.

Only 29 sample video clips from the total of 73 clips were selected to be the testing data set for

our method. The selected clips comprise of the several postures such as crouch-run, stand-pick

up, walk-carry, walk-pick up-walk, run-backwards-wave, run-backwards, run-carry, run-wave,

run-turn back-run, walk-turn back-walk, walk-run, walk-stop-run. The samples of image frames

were presented in Figure 5.5.

All clips of 1,347 frames contain some complex postures which are not in the scope of our

study but rather similar to our experimental postures. Thus, in this experiment, some postures

in the clips must be categorized to conform with our studied postures as follows:

• running and walking postures were categorized in the same posture class as walking.

• standing and stopping postures were categorized in the same posture class as standing.

• picking-up and crouching postures were categorized in the same posture class as bending.
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Figure 4.18: An example video clips in Weizmann Human Posture Data Set for the deformable

robustness testing : (left to right)swinging a bag, carrying briefcase, walking with a dog, knee-

ing up, limping, sleepwalking, being occluded legs, normal, being occluded with a pole, and

wearing skirt.

Figure 4.19: An example video clips in Weizmann Human Posture Data Set for the view-angle

robustness testing : 0◦-81◦.
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Figure 4.20: Sample image postures from the UIUC Complex Active data set. In each colum

from top to buttom rows, the postures and their corresponding are the following. (a) crouch-run

from image frames 27, 35, 39, and 47. (b) walk-stop-run from image frames 31, 43, 53, and 60.

(c) stand-pickup from image frames 41, 61, 66, and 73. (d) walk-run from image frames at 20,

29, 31, and 42. (e) walk-crouch-walk from image frames 25, 40, 65, and 93.

CMU Graphic Lab Motion Capture Database.

The database form the Carnegie Mellon University was published on website CMU2. Each

clip of this data set is a 3D deformed skeleton of human acting with no background. Only walk-

ing and bending postures of 134 clips were selected from the locomotion data set performing in

various time frames, speeds, viewpoints, and styles. With the same reason as the UIUC data set,

some complex postures must be categorized as follows:

• lifting-up posture was categorized as standing posture.

• picking-up posture was categorized as bending posture.

Some examples of image frames in this data set were shown in Figure 18. The total number

of tested frames is 57,380.

4.3 Experiments on Efficacy of Proposed Features

The following six features were proposed: LW (t) ratio, DLW (t), D̂LM
(t)

, D̂LS
(t)

, Â(t),

and l(t)c . Our features were compared with the features proposed by Juang and Chang [10]. In
2http://mocap.cs.cmu.edu/
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Figure 4.21: Sample video clips of CMU Graphics Lab Motion Capture Database. The images

in each column from top to bottom rows are the postures from different frames. (a) brisk walking

from frames 5, 25, and 60. (b) walking/exaggerated stride from frames 5, 35, and 60. (c) walking

forward/ backward/ sideways from frames 35, 105, and 171. (d) bending/lift up from frames 15,

45, and 75. (e) walking around/ frequent turning/ cyclic walking from frames 1, 31, and 95.

their study, the LW ratio and the normalized coefficients of Discrete Fourier Transform (DFT)

of the projected horizontal and vertical histograms obtained from the coordinates of the outline

of human shape were used to train a neuro-fuzzy network.

The neuro-fuzzy network is a model combining between Neural Network (NN) and Fuzzy

Logic. The model can learn from the data in training set and predict the answer as the fuzzy logic

period [95]. The neuro-fuzzy network were applied in several researches as [10, 96, 97, 98].

In this study, the Adaptive Neuro-Fuzzy Inference System (ANFIS) [99] was chosen to be

the neuro-fuzzy network model because of its superior performance. Table 4.1 presents the

results of Abrahams’s research [95] reporting the comparison of ANFIS performance with other

models such as NEFPROX, EFuNN, dmEFuNN, and SONFIN on the Mackey-Glass chaotic

time series [100] data set, with 500 training data sets and 500 testing data sets.

The architecture of ANFIS model is illustrated as Figure 4.22. ANFIS composes of 5 layers;

1) fuzzification layer, 2) rule layer, 3) normalized layer, 4) defuzzification layer, and 5) output

layer. The input signal will go through the fuzzification layer to perform the bell activation

function. Then the Takgi-Sugeno fuzzy rule type is adapted to each neuron for calculate the

firing strength of the rule it represents. The normalized neuron is defuzzied before the whole

signal is summarized to be the output signal of the system. The least-squares estimator and the
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Table 4.1: The performance of some nuero-fuzzy inference network.

System RMSE

ANFIS 0.0017

NEFPROX 0.0332

EFuNN 0.0140

dmEFuNN 0.0042

SONFIN 0.0180

gradient descent method are combined as the learning algorithms for ANFIS. A Fuzzy Inference

System (FIS) is constructed by learning the training sample with the backpropagation method.

FIS is the model adapting for predicting class of the testing sample, in this study, the human

posture. In the experiment, we set the FIS model as the Takgi-Sugeno fuzzy rule type, using

two memberships of Gaussian function, and training with 20 epochs. After that, the answer was

predicted in four and five main posture classes, respectively.

Figure 4.22: Architecture of ANFIS Model

For the features that used in ANFIS model, we select our features compare with the Juang

and Changs features [10] which are LW-ratio and DFT-coefficients. The DFT transformation is

calculated as follow;
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FH [u] =
1

N

n∑
y=1

H(y)exp(− j2πyu
N

), u = 0, . . . , N − 1 (4.2)

FV [v] =
1

M

n∑
x=1

H(y)exp(− j2πxv
M

), v = 0, . . . ,M − 1 (4.3)

Where the image size is N ×M and j =
√

(−1). The histograms of horizontal and vertical

projections are denoted by H(y) and V (x), respectively. In Juang and Changs research, the

40 DFT-coefficients, 20 from the horizontal, and 20 from the vertical histograms are used and

normalized by

NFH [u] =
|F [u]|
|FH [1]|

, u = 1, . . . , 20 (4.4)

NFV [v] =
|F [v]|
|FV [1]|

, v = 1, . . . , 20 (4.5)

An example of how the DFT features were extracted in Juang and Chang’s work is demon-

strated in Figure 4.23. Because of the limitation of our memory capacity when running the

ANFIS model, we only tested 10 large DFT coefficients.

Figure 4.23: An example of projected horizontal and vertical histograms and their 20 DFT-

coefficients of bending in 0◦ viewing angle, respectively.

Two sets of postures were used to test the efficacy of the features proposed by Juang and

Chang [10] and ours. The first set consists of standing, sitting, lying, and bending postures.

The second set has one additional posture which is walking. The details of the numbers of

training and testing set for implementing on ANFIS model in testing 4 postures classification

and 5 postures classification are reported on Table 4.2.



64

Table 4.2: The numbers of training and testing set for each sub-experiment in experiments on

efficacy of proposed features .

Experiment Training (frames) Testing (frames)

4 classes 4,531 18,826

5 classes 13,686 54,814

4.4 Experiment on Testing Applicability of Our Algorithm

The objective of applicability testing experiment is to test the robustness of our algorithm to

various human action video datasets. This experiment examined whether the proposed method

is suitable for the real situation which some uncontrollable videos are possible occurred.

Four datasets are composed of our own database, Wiezman dataset, UIUC dataset, and CMU

dataset, selected as the testing set of our proposed method. In addition, the ANFIS model is also

implemented on our own dataset, in both 4 and 5 postures classification, to compare the average

percentage of correct recognition with our proposed method.

The conclusion of each testing data set in all experiment is summarized in Table 4.3. Each

number in the table is the number of frames of each posture.

Table 4.3: The number of image frames in each posture in different testing data set.

Data Sets Postures
Description

Walking Standing Lying Sitting Bending Total

Ours 6,570 4,908 49,519 4,832 2,671 68,500 Five postures with various styles,

camera distances, and viewing angles

in clear complex postures.

Weizmann 2,859 170 - - 381 3,410 normal walking, bending with deformable

[50] actions and various view points

UIUC [94] 1,162 69 - - 116 1,347 complex postures

CMU 56,920 262 - - 198 57,380 various styles of walking,

complex postures

4.5 Experiment on Time Complexity Analysis of Our Algorithms

This experiment aimed to prove the time complexity in processing process of our algorithm.

The time complicity shows how long the method takes the time for processing the results. If the
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complexity of algorithm shows that the method take more or less time to process the answer. It

implies to possible to be the real-time method and more suitable to applied to the actual appli-

cation. The approach to compute the time complexity is presented in next chapter. Furthermore,

the confirmed experiment, which actually run on the real computer in same database, is exam-

ined. The actual times comparing between proposed algorithm and ANFIS model are reported

in next Chapter.



CHAPTER V

RESULTS AND DISCUSSIONS

We constructed the user interface from the GUI interface tools in MATLAB c to facilitate

the testing and evaluating process. Sample of captured image from the proposed method is

illustrated in Figure 5.1 and the user manual is explained in Appendix. Every video data set

was evaluated by the posture prediction from the program in frame by frame. In addition, the

efficiency of recognition in each posture was concluded using the confusing matrix, reported by

the percentage of accuracy.

Figure 5.1: Captured image of the GUI user interface using proposed method.

5.1 Results of Proposed Features Efficacy Experiments

The experiment of features efficiency was divided into 2 main sections followed by the

amount of frames in our data set. For the first section, we intended to set the same viewing

angle condition as that in Juang and Chang’s work [10]. We tested the features of postures in 0o

viewing angle from 23,357 frames which decomposed into 4,531 frames for training and 18,826

frames for testing. For the second section, the whole data set of 68,500 frames was separated into

13,686 frames for training and 54,814 frames for testing, with the condition of camera distance

ranging from 3 to 7 meters and three viewing angles of 0o, 45o, and 90o. Both experiments

were implemented on the ANFIS model for four and five posture sets as previously mentioned.
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The results of both experiments were summarized in Figure 5.2 and Figure 5.3, respectively. In

both experiments, our features were selected for implementing on ANFIS model with 4, 5 and

6 features, respectively. The important features of our 4 testing features were LW (t), DLW (t),

D̂LM
(t)

, and D̂LS
(t)

. Moreover, the Â(t) and l(t)c were the additional features for 5 and 6

features of our feature testing, respectively. The sequence of these features was obtained by the

measuring of the highest correct percentage of recognition.

The percentage of accuracy was plotted against the number of features for presenting the

trend. Due to the limitation of ANFIS model, all 40 DFT-coefficients cannot be implemented.

Table 5.1 summarizes the comparison of average percentage of accuracy. Thus, the efficiency

of our features were compared to the DFT-coefficients in 2 times.

(a) (b)

Figure 5.2: Efficacy of feature testing on 0 degree of viewing angle dataset : the percentage of

accuracy of the proposed features and DFT-coefficients implementing on ANFIS model: (a) in

four-posture classification and (b) five-posture classification.

(a) (b)

Figure 5.3: Efficacy of feature testing on whole dataset (3 to 7 meters of distances and 0, 45,

90 degrees of viewing angle) : the percentage of accuracy of the proposed features and DFT-

coefficients with ANFIS model : (a) in four-posture classification and (b) five-posture classifi-

cation.
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Note that, regardless of four and five posture sets, our proposed features achieved much

higher accuracy than the accuracy of Juang and Chang’s features for all three considered de-

grees.

Table 5.1: Comparison of average percentage of accuracy for all postures using proposed fea-

tures and DFT-coefficients implemented on ANFIS models in our data set at only 0◦ viewing

angle and at all 0◦, 45◦, 90◦ viewing angles for 4 and 5 main postures, respectively.

Kind of Classes Our features Juang/Chang’s feats. [10]
Database 6 feats. 6 feats. 10 feats.

Only View 4 79.4061 67.6617 75.4488

angle at 0◦ 5 69.0269 55.8802 65.2449

Whole Data set 4 85.7216 79.4380 81.1688

at 0◦,45◦,90◦ 5 80.0368 73.8780 74.9399

From Table 5.1, although the numbers of DFT-coefficients were almost twice as many as

our features, the results showed that our simply features achieved the accuracy more than DFT-

coefficients in both experiments and both 4 and 5 postures classification. Therefore, the effi-

ciency of our features was sufficiently enough to be the important features for representing the

human posture in the video clips. However, the percentage of recognition was still low when we

used the ANFIS model as the classification method.

Table 5.2: Comparison average percentage of accuracy for all postures using our features im-

plemented on ANFIS Model and our proposed method with the data from our database.

Data set Average percentage of correct recognition

ANFIS Model Proposed Method

4 postures 85.7216 93.6390

5 postures 80.0368 93.2700

The overall recognition results between ANFIS model and our proposed method when im-

plemented with our six important features in both 4 and 5 postures classifications are presented

in Table 5.2. From the Table 5.2, the average percentage of recognition of our proposed method

is higher than the ANFIS model for both four and five postures.
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5.2 Results of Applicability Testing of Our Algorithm Experiment

The objective of this experiment was to test the robustness of the proposed posture recogni-

tion that could be applied to the vary situation. The experiment was set for testing our 2 proposed

method, such as general algorithm and modify algorithm. General algorithm was designed to

recognize the five main postures. Meanwhile, the modified algorithm was developed for lying

recognition for sleeping monitor application.

In this experiment, our proposed method was tested on various dataset to signify the com-

petency. One from our datadset and other three data sets are the publicized data set, such as

1)Weizmann human posture data set, 2)UIUC complex active data set, and 3)CMU graphics

lab motion capture database. Since there are various postures in these selected data sets, only

those postures beyond our scope of study will be filtered out from the experiment. The details

of results in each experiment are as follows.

5.2.1 Results on General Algorithm

The General algorithm of our proposed method is designed to recognize 5 main postures

such as, walking, standing, lying, sitting, and bending, respectively. Various data sets were

implemented on the algorithm for testing the robustness. The evaluation were presented as the

percentage of accuracy of recognition in confusion matrix and concluded the average accuracy

of overall system.

Our Own Database

The results of implementing the our own video data set on general algorithm of 5 postures

recognition are reported as the confusion matrix in Table 5.3.

Table 5.3: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using our data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 96.09 3.09 0.05 0.21 0.56

Standing 6.48 91.98 0 0.62 0.91

Lying 0 0 96.68 1.25 2.08

Sitting 7.48 0 0 91.54 0.98

Bending 11.04 6.38 0.93 12.29 69.36
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According to the recognition results from Table 5.3, the proposed method can correctly

recognize 11,090 frames from 12,079 frames of human postures and the average percentage

of recognition is 91.812. Lying achieved the highest accuracy with 96.68%. Every posture

achieved the percentage of accuracy higher than 90, excepting the bending posture, correct as

69.36%, mostly confusing with sitting.

Weizmann Human Posture Data Set

The human posture data set was constructed by Blank et.al. at Weizmann institute. This is

the new publicly available database [78] containing ten postures of walking, running, jumping,

galloping,walking sideway, bending, one-hand waving, two-hands waving, jumping in place,

jumping jack and skipping postures. Each posture was performed by 10 persons with stationary

background. Walking and bending postures were chosen to be the testing data set. Besides this

database, the testing of robustness concerning deformable posture and various viewpoints was

included for walking posture as well. For robustness evaluation, testing with 10 capturing view-

point angles (0 to 81 degrees) and 10 deformation styles of walking posture such as normal,

wearing skirt, carrying briefcase, swinging a bag, limping, occluded legs, occluded with a pole,

kneeing up, sleepwalking, and walking with a dog are involved. Consequently, the number

of total video clips used for testing was 40 sequences (3,410 frames). Some examples of the

selected testing data set are presented in Figure 5.4.

Figure 5.4: Some sample images from the Weizmann human posture data set. The upper row

shows walking posture, and bending posture. The lower row shows the deformable and differ-

ent view points of walking postures, respectively from left to right, for testing the robustness of

our algorithms.

The results are shown in Table 5.4. The label in each row of the first column is the name of

an posture actually performed. But the label in each column is the name of an posture identified
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Table 5.4: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using Weizmann data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 100.00 0 0 0 0

Standing 0 94.71 0 4.71 0.59

Bending 0 0.52 0 10.24 89.24

by the algorithms. Each number in Table 5.4 is the percentage of correctness based on the total

number of 3,410 testing frames. For example, in the third row, the algorithms identifies the

performed posture as bending posture with 89.24% correctness but it also identifies this posture

as standing posture with 0.52% and sitting with 10.24%. The overall accuracy for this data set

is 98.534%.

UIUC Complex Active Data Set

The motion data set constructed by Ikizler and Forsyth [94] was captured by snap shot using

3 persons in 5 performing complex postures in length and individual activity. Only 29 movie

clips from the total of 73 clips were selected to be the testing data set for our method. The

selected clips were comprised of several postures such as crouch-run, stand-pick up, walk-carry,

walk-pick up-walk, run-backwards-wave, run-backwards, run-carry, run-wave, run-turn back-

run, walk-turn back-walk, walk-run, walk-stop-run. The samples of image frames are presented

in Figure 5.5.

As all clips of 1,347 frames contain some complex postures which were not in the scope of

our study but rather similar to our experimental postures, thus, in this experiment, some postures

in the clips must be categorized to conform with our studied postures as follows:

• running and walking postures are categorized in the same posture class as walking.

• standing and stopping postures are categorized in the same posture class as standing.

• picking-up and crouching postures are categorized in the same posture class as bending.

The recognition results are summarized in Table 5.5. The overall accuracy for this data set

is 95.834%. The satisfied results are walking and standing posture, higher than 90%. Mean-

while, bending can be recognized as 70.69%, confusing as walking 22.41% and sitting 6.9%,

respectively.
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Figure 5.5: Sample image postures from the UIUC Complex Active data set. In each colum

from top to buttom rows, the postures and their corresponding are the following. (a) crouch-run

from image frames 27, 35, 39, and 47. (b) walk-stop-run from image frames 31, 43, 53, and 60.

(c) stand-pickup from image frames 41, 61, 66, and 73. (d) walk-run from image frames at 20,

29, 31, and 42. (e) walk-crouch-walk from image frames 25, 40, 65, and 93.

Table 5.5: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using UIUC data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 98.45 0 0 0.95 0.60

Standing 0 94.20 0 1.45 4.35

Bending 22.41 0 0 6.90 70.69
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CMU Graphics Lab Motion Capture Database.

The database form the Carnegie Mellon University is published on website CMU. Each clip

of this data set was a 3D deformed skeleton of human acting with no background. Only walking

and bending postures of 134 clips were selected from the locomotion data set performing in

various time frames, speeds, viewpoints, and styles . With the same reason as the UIUC data

set, some complex postures must be categorized as follows:

• lifting-up posture is categorized as standing posture.

• picking-up posture is categorized as bending posture.

Some image frames in this data set are shown in Figure 5.6. The total number of tested

frames is 56,509. The recognition result is summarized in Table 5.6.

Figure 5.6: Sample video clips of CMU Graphics Lab Motion Capture Database. In each colum

from top to buttom rows, the postures and their corresponding are the following. (a) brisk

walking from frames 5, 25, and 60. (b) walking/exaggerated stride from frames 5, 35, and 60.

(c) walking forward/ backward/ sideways from frames 35, 105, and 171. (d) bending/lift up

from frames 15, 45, and 75. (e) walking around/ frequent turning/ cyclic walking from frames

1, 31, and 95.

The overall accuracy for this data set is 99.892%. The satisfied results are walking and stand-

ing posture which are 99.77% and 100%, respectively. Meanwhile, bending can be recognized

as 70.69%, confusing as walking 22.41% and sitting 6.9%, respectively.

To signify the recognition accuracy of our algorithms with respect to the other techniques,

only walking and bending posture images from Weizmann database were carefully selected. The

reasons of this selection were because this database contains the mixture of walking, bending,

and some other different postures from our studied postures and the comparison of recognition

performance must be fairly conducted.
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Table 5.6: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using CMU data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 99.97 0 0 0.03 0.48

Standing 0 100.00 0 0 0

Bending 22.41 0 0 6.90 70.69

Table 5.7 summarized the recognition accuracy of our algorithms with respect to the tech-

niques of Ikizier [49] and Blank [50]. The other two databases, i.e. UIUC and CMU, were not

considered in this comparison. It was because the other techniques using these two databases

have different research objectives. The study of Ikizier and Forsyth [94] based on UIUC database

concentrated on retrieving the most correct and matched image sequence defined by a query of

a sequence posture words, e.g. walk-sit-walk. For CMU database, the images were artificial

3D deformable human animation created for different objective from our objective. Currently

existing techniques do not use the test data from this database. Nevertheless, this database was

considered in our test to signify the robustness of our algorithm.

Table 5.7: Performance comparison of our algorithms with respect to the other algorithms for

walking and bending postures selected from Weizmann database.

Algorithms Average percentage of accuracy

Ours 100.00

Ikizier [94] 100.00

Blank [50] 99.64

The average percentage of recognition of our proposed method, implemented on 4 data set

was summarized in Table 5.8

5.2.2 Results on Modified Algorithm

This experiment applied the various data sets on the proposed modified algorithm, 5 main

postures recognitions and 5 sleeping positions identification. This algorithm was applied to the

sleep-monitoring application. The results of recognition are reported as follows;
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Table 5.8: Summary of average percentage of recognition results based on our algorithms and

tested with different databases.

Data set
Average percentage of correct

recognition

Ours 91.812

Weizmann [50] 98.534

UIUC [94] 95.834

CMU 99.892

Our Own Database

According to the recognition results from Table 5.9, the proposed method can correctly

recognize 63,890 frames from 68,500 frames of human postures and the average percentage of

recognition is 93.270.

Table 5.9: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using our data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 97.25 0.03 1.64 0.02 1.07

Standing 5.11 91.75 0.77 0.45 1.92

Lying 2.28 0 96.17 0.92 0.63

Sitting 7.22 0.02 18.63 71.52 2.61

Bending 9.47 3.44 12.80 2.32 71.96

Weizmann Databases

Results are shown in Table 5.10. The label in each row of the first column is the name of a

posture actually performed. However, the label in each column is the name of a posture iden-

tified by the algorithms. Each number in Table 5.10 is the percentage of correctness based on

the total number of 3,410 testing frames. For example, in the third row, the algorithms identify

the performed posture as bending posture with 86.88% of correctness but it also identifies this

posture as standing posture with 0.79% and sitting with 12.34%. In conclusion, the average

percentage of recognition is 98.328.
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Table 5.10: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using Weizmann data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 100.00 0 0 0 0

Standing 0 95.88 0.59 0 3.53

Bending 0 0.79 12.34 0 86.88

UIUC Databases

The recognition results are summarized in Table 5.11. The overall accuracy is 95.100%.

Table 5.11: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using UIUC data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 98.46 0 0.77 0.77 0

Standing 8.70 85.51 0 5.80 0

Bending 22.41 0 10.34 0 67.24

CMU Databases

The recognition result is summarized in Table 5.12. To signify the recognition accuracy of

our algorithms with respect to the other techniques, only walking and bending posture images

from Weizmann database were carefully selected. The average percentage of recognition is

99.711. The reasons of this selection are because this database contains the mixture of walking,

bending, and some other different postures from our studied postures and the comparison of

recognition performance must be fairly conducted.

The only wrong recognized posture was bending. It was recognized as sitting and walking

in some frames because the length-width ratio of some persons when they were bending is also

the same as when they were sitting and walking. Usually, it occurred to chubby and rather fat

persons. In addition, there may be a variety of postures under the same name. For example, in

Figure 5.7, the bending posture could be easily recognized as sitting posture.
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Table 5.12: Summary of percentage of correctly identified postures with respect to the actual

posture and other postures using CMU data sets.

Actual postures
Identified postures

Walking Standing Lying Sitting Bending

Walking 99.87 0.01 0.08 0.03 0.02

Standing 0 100.00 0 0 0

Bending 0 0 45.45 0 54.55

Figure 5.7: Images of posture run-pickup-run from UICU database obtained from frames (left

to right) 16, 22, 27, 31, and 35.

Our method achieved the satisfied performance for each data set with our algorithms as

presented in the average percentage of correct recognition in Table 5.13. Furthermore, our

proposed method is sufficient for adapting to a sleep monitoring application.

5.3 Time Complexity Analysis of Our Algorithms

Suppose a considered image size is m × n and the value of variable cutframe in Algorithm

3 is equal to c. Our recognition consists of the following main steps: (1) image segmentation,

(2) envelop construction, (3) feature extraction, and (4) posture determination based on decision

tree. The time complexity of each step is as follows.

1. Image segmentation. Since every pixel must be involved, the time for subtracting two

images is O(m×n). However, there are c consecutive frames included in this step. Thus,

the total time is O(c×m× n).

2. Envelop construction. To obtain the length and width of the envelop of silhouette, in the

worst case, every pixel of the image must be tested. Thus, the time complexity of one

frame is O(m× n). But there are c frames. Therefore, the total time is O(c×m× n).
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Table 5.13: Summary of average percentage of recognition results based on our algorithms and

tested with different databases.

Data set
Average percentage of correct

recognition

Ours 93.270

Weizmann [50] 98.328

UIUC [94] 95.100

CMU [?] 99.711

3. Feature extraction. For all c frames, the total time spent in this step is the time to

compute equations (7) to (19). Thus, the time complexity is O(c).

4. Posture determination. Since Algorithm 2 determines the posture types based on the

structure of a decision tree, the time of information flows through the decision tree must

be a constant time or O(1).

From the above analysis, the total time complexity of our algorithms is O(c × m × n) +

O(c×m×n)+O(c)+O(1) = O(c×m×n). This time complexity is much less than the time

complexity of the others’ works, which deployed complex features such as coefficients Fourier

transform. The actual average time per frame was also measured during the experiments on the

efficacy of our proposed features. Table 5.14 shows the processing times in terms of second per

frame for different methods, experimented on Desktop PC with Intel(R) Core (TM) processor;

7-2600 CPU @ 3.40 GHz, 16 GB. of RAM with 64-bit operating system.

Table 5.14: Average processing time in terms of second per frame of posture recognition using

the proposed method and ANFIS models with different features.

Method Features Second/frame

Proposed Method Our 6 features 0.0626

Our 6 features 0.2223

ANFIS Model Juang/Chang’s 6 features. 0.3333

Juang/Chang’s 10 features. 8.7777



CHAPTER VI

CONCLUSION

6.1 General Discussion of Our Research

In this research, the five-postures recognition method based on decision tree which were

independent from background, camera distance and apparel were developed. The new features

which extracted from the morphological of the human silhouette and tested the effect of these

features in the first experiment were proposed. The results showed that our features achieved

the higher percentage of recognition that the features extracted from DFT-coefficients with the

numbers of features lesser than twice. Our features can be used in both cases of 4 and 5 postures

recognition.

With the satisfied results from first experiment, we developed the five-postures classification

method based on decision tree for posture identifying. Firstly, our proposed general algorithm

for five-postures classification was tested the robustness on our new constructed data set and

three published human action video data sets, such as 1)Weizmann human posture data set,

2)UIUC complex active data set, and 3)CMU graphics lab motion capture database. The average

percentages of overall recognition in every data set were more than 90%. The posture that had

the recognition problem was bending. The misclassification became from the advanced postures

which were ambiguous postures. For example, the transition state from a pose to another pose,

with the addition part of body such as rising hands or legs, and the individual styles. These

postures were also the difficult to classify to an actual class for subject. However, the answers

of the actual postures in this experiment came from the subjects who performed the actions by

themselves.

In case of lying, the modify algorithm to identify additional 5 sleep-positions were devel-

oped. It is because this posture was the best recognized posture in the general algorithm. The

modified algorithm was also tested the applicability. It was found to achieve the average accu-

racy in every dataset more than 93%. It is implied that our proposed method is effective, robust

and suitable for posture classification.

Finally, we presented the time complexity of our algorithm and confirmed the computational

results by real implementing with MATLAB c on our data set. Our algorithm took only 0.0626

second per frame. Based on the proposed system which the video was captured in rate 15 frames

per second, our algorithm could be applied as the condition in real time processing.
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6.2 Conclusion

A new set of effective features and recognition algorithms for human posture recognition

were proposed. Our features are composed of Length-Width ratio (LW ), Difference between the

Length and Width of a posture envelope (DLW ), normalized Difference between the Longest

width and Medium width of three sub-envelopes (D̂LM ), normalized Difference between the

Longest width and Shortest width of three sub-envelopes (D̂LS), normalized Area of a posture

envelope (Â), Length from the Centroid to the lower line of posture envelop (l(t)c ), and Tempo-

ral Difference Width of a temporal posture envelope (TDW ). Our features are related to the

morphological of the human body. Thus, our proposed features are simple, understanding, and

meaningful when comparng with DFT-coefficients features.

Unlike the other studies, our studied postures are based on real situation constraints, involv-

ing human’s factors, viewing angles, and camera distances. 5 common daily postures, includ-

ing walking, standing, lying, sitting, and bending postures, and additional 5 lying postures, i.e.

supine, prone, log, fetal, and reclining postures, were concentrated in our study. The recognition

concerns both stationary and moving postures acting in any arbitrary sequence.

The larger human actions video data set and user-interface was constructed for testing in

covered concern conditions and facilitating in evaluation process. The proposed features were

tested against the features used in the other works. The results confirmed that our features are

superior than other features. Our algorithm is also robust and efficiently applicable to several

testing postures from various benchmarked databases with average accuracy of 96%. Since our

recognizing algorithms deployed the concept of decision tree, its processing speed is fast enough

to apply to sleep disorder detection in a home-care system.

6.3 Suggestion for Future Research

The human posture recognition is very useful to adapt in many fields such as, surveillance

system, home-care system, smart-home, security system and tele-medicine. In this research,

we suggested to apply our proposed method to a sleep-monitoring application. The sleep-

monitoring application is used for collecting the sleep position information during the patient

was sleeping in each night. These information were very useful for sleep disease analysis to

diagnose the sleeping disorder, such as insomnia, obstructive sleep apnea (OSA), parasomnias,

and circadian rhythm disorder. The details of this application is described in Appendix.

However, It was always a problem with confusing with other postures of our algorithm in

the bending posture, appeared in the second experiment. Moreover, based on the image size,

resolution, and capturing rate of image capturing per second of video, our proposed algorithm
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cannot process the video in conditions such as, large size, high resolution, and high caricaturing

rate per second, in the real time condition. Since the trend of recording the video file will be

high definition (HD) system in near future, the developed method should also be concerned in

these topics.
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APPENDIX A

ANFIS MODEL IN MATLAB c©

In this section we discuss the use of the function anfis in the Fuzzy Logic toolbox. These

tools apply fuzzy inference techniques to data modeling. As you have seen from the other fuzzy

inference GUIs, the shape of the membership functions depends on parameters, and changing

these parameters change the shape of the membership function. Instead of just looking at the

data to choose the membership function parameters, you choose membership function parame-

ters automatically using these FuzzyLogicToolbox applications.

The basic structure of the type of fuzzy inference system seen thus far is a model that maps

input characteristics to input membership functions, input membership function to rules, rules

to a set of output characteristics, output characteristics to output membership functions, and the

output membership function to a single-valued output or a decision associated with the output.

You have considered only fixed membership functions that were chosen arbitrarily. You have

applied fuzzy inference to only modeling systems whose rule structure is essentially predeter-

mined by the user’s interpretation of the characteristics of the variables in the model.

anfis function)

Training routine for Sugeno-type Fuzzy Inference System (MEX only)

A.1 Syntax

[fis,error,stepsize,chkFis,chkErr] = ...

anfis(trnData,numMFs,trnOpt,dispOpt,chkData,optMethod)

A.2 Description

This syntax is the major training routine for Sugeno-type fuzzy inference systems. anfis uses

a hybrid learning algorithm to identify parameters of Sugeno-type fuzzy inference systems. It

applies a combination of the least-squares method and the backpropagation gradient descent

method for training FIS membership function parameters to emulate a given training data set.

anfis can also be invoked using an optional argument for model validation. The type of model

validation that takes place with this option is a checking for model overfitting, and the argument

is a data set called the checking data set.

The arguments in the description for anfis are as follows. Note that you can specify the

arguments trnOpt, dispOpt, chkData, and optMethod as empty, [], when necessary:
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• trnData: the name of a training data set. This matrix contains data input in all but the last

column. The last column contains a single vector of output data.

• initFis: the name of a fuzzy inference system (FIS) used to provide anfis with an initial

set of membership functions for training. Without this option, anfis uses genfis1 to im-

plement a default initial FIS for training. This default FIS has two membership functions

of the Gaussian type, when it is invoked with only one argument. If initF is is provided

as a single number (or a vector), it is taken as the number of membership functions (or

the vector) whose entries are the respective numbers of membership functions associated

with each respective input when these numbers differ for each input). In this case, both ar-

guments of anfis are passed to genfis1 to generate a valid FIS structure before starting

the training process.

• numMFs: the number of membership functions. Use numMFs, an integer scalar value, as

the second argument to anfis when you do not already have a FIS to train and you want

anfis to build a default initial FIS using your data. Each input and output to this FIS is

characterized by one or more membership functions. Specify the number of membership

functions in numMFs.

• trnOpt: a vector of training options. When a training option is entered as NaN, the default

options is in force. These options are as follows:

– trnOpt(1): training epoch number (default: 10)

– trnOpt(2): training error goal (default: 0)

– trnOpt(3): initial step size (default: 0.01)

– trnOpt(4): step size decrease rate (default: 0.9)

– trnOpt(5): step size increase rate (default: 1.1)

• dispOpt: a vector of display options that specify what message to display in the MATLAB

Command Window during training. The default value for a display option is 1, which

means that the corresponding information is displayed. A 0 means the corresponding

information is not displayed. When a display option is entered as NaN, the default options

will be in force. These options are as follows:

– dispOpt(1): ANFIS information, such as numbers of input and output membership

functions, and so on (default: 1)

– dispOpt(2): error (default: 1)
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– dispOpt(3): step size at each parameter update (default: 1)

– dispOpt(4): final results (default: 1)

• chkData: the name of an optional checking data set for overfitting model validation. This

data set is a matrix in the same format as the training data set. When you supply chkData

as an input argument, you must also supply chkFis and chkErr as output arguments. *

• optMethod: an optional optimization method used in membership function parameter

training: either 1 for the hybrid method or 0 for the backpropagation method. The default

method is the hybrid method, which is a combination of least-squares estimation with

backpropagation. The default method is invoked whenever the entry for this argument is

anything but 0.

The training process stops whenever the designated epoch number is reached or the training

error goal is achieved.

Note When anfis is invoked with two or more arguments, optional arguments take on their

default values if they are entered as NaNs or empty matrices. Default values can be changed

directly by modifying the file anfis.m. Either NaNs or empty matrices must be used as place-

holders for variables if you do not want to specify them, but do want to specify succeeding

arguments, for example, when you implement the checking data option of anfis.

The range variables in the previous description for anfis are as follows:

• fis is the FIS structure whose parameters are set according to a minimum training error

criterion.

• error or chkErr is an array of root mean squared errors representing the training data error

signal and the checking data error signal, respectively. The function only returns chkErr

when you supply chkData as an input argument.

• stepsize is an array of step sizes. The step size is decreased (by multiplying it with the

component of the training option corresponding to the step size decrease rate) if the error

measure undergoes two consecutive combinations of an increase followed by a decrease.

The step size is increased (by multiplying it with the increase rate) if the error measure

undergoes four consecutive decreases.

• chkFis is the FIS structure whose parameters are set according to a minimum checking

error criterion. The function only returns chkFis when you supply chkData as an input

argument.

anfis has certain restrictions (see Constraints of anfis for more information).
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A.3 Examples

x = (0:0.1:10)’;

y = sin(2*x)./exp(x/5);

trnData = [x y];

numMFs = 5;

mfType = ’gbellmf’;

epochn = 20;

infis = genfis1(trnData,numMFs,mfType);

outfis = anfis(trnData,infis,20);

plot(x,y,x,evalfis(x,outfis));

legend(’Training Data’,’ANFIS Output’);



APPENDIX B

OUR USER INTERFACE CONSTRUCTED BY MATLAB c©

In the experiment, we constructed the user interface of GUI interface of MATLAB c© to

facilitate for testing and evaluating the correct posture. The capture image of user-interface,

implemented of our proposed algorithms, shown as Figure B.1.

Figure B.1: Captured image of the GUI user interface using proposed method.

The user guide description of each part on the user-interface is as follow;

1. Video file name

2. Button of loading video clip

3. Refresh button for clear last current point on every graph

4. Captured image from current frame

5. Length-With ratio (LW ) value of posture envelop in current frame

6. Number of the current frame

7. Length of centroid (lc) value of posture envelop in current frame

8. Area (A) value of posture envelop in current frame
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9. Width of 3 sub-posture envelops, head,torso,leg, in current frame

10. Length-With ratio (LW ) graph

11. Different between Length and Width (DLW ) graph

12. Area (A) graph

13. X-axis: Number of the frames

14. Slide bar for selecting the current frame

15. Descriptions of the current video clip

16. Current point : present the current frame

17. Box for get number of current frame from the user

18. predicted posture



APPENDIX C

SLEEP MONITORING APPLICATION FOR SLEEPING QUALITY

ANALYSIS

A home-care system is very useful when it is adapted to monitor the convalescent and elderly

live at home alone. The posture recognition can be applied to interpret the human behaviour

video in home-care system. In general, the system mainly works by monitoring the behavior

of each person and detecting the period of changing postures when the important situation is

happening. For the sleep monitoring application, the system detects the movement during sleep

which causes the crisis of sleep disorder. The sleep information during each night is very useful

for sleep disease and diagnosis such as insomnia, obstructive sleep apnea (OSA), parasomnias,

and circadian rhythm disorder. In this paper, we suggested the sleep monitoring application as

one of the real applications of our human posture recognition process.

The sleep movement at night is an evaluation of sleep disorder diagnosis. A huge number

of changing sleeping positions per a night implies the bad sleep quality of a person because the

movement causes people to wake up during sleeping. If the person wakes up for many times,

the good sleeping period is not enough for some rest. For a long term period, it is a cause of

sleeping disease such as insomnia, obstructive sleep apnea (OSA), and parasomnias. Moreover,

the disease will become a problem as hard as circadian rhythm disorder and death from the heart

failure. The proposed sleep monitoring application works by counting the number of sleeping

position changes during a night. Then, the system will conclude the result in each night and

estimate the state of sleep quality.

From the flow chart of the system in Figure C.1, the human behavior in video is predicted

firstly as a posture among 5 main postures. If the recent main posture is lying, the system will

detect the changing posture period, determined by the condition of TDW (t) > 0. After that,

the system will count the number of sleeping position changes, defined by the variable SM. SM

value is counted continuously all night when a person changes the sleeping positions until the

person rises up. This means that the posture is changed from lying to bending or sitting in the

morning. In general, the suggested sleeping period which is suitable for adults is about eight

to twelve hours per night. After the person wakes up in the morning, the system will evaluate

the sleep quality from the SM value in 3 levels such as good, risky, and poor sleep quality. The

good sleep quality means the normal sleeping with the numbers of movement during sleeping

less than 12 times per night (the average is less than one time per hour). The risky sleep quality

which has the sleeping position changing rate is during 13 to 20 times per night. There are risks
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Figure C.1: The flow chart of the sleep monitoring system for sleeping quality analysis.
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for sleep disorder disease, if the patient is in this state for a long time. So, the patient should be

taken care from a doctor. For the last state, the poor sleep quality means the sleeping is trouble.

There are more than 21 times of sleep movement per night (average is more than two time per

hour), also including the sleep walking. The patient is suggested to see a doctor for treatment

planning. Furthermore, the sleep information is able to be collected in a period such as a few

days, a week, or a month to be the information for sleep disorder diagnosis and treatment for a

long term. The sample of five types of sleeping postures was illustrated in Figure C.2.

Table C.1: The percentage of accuracy in sleep movement detection and its fault positive and

fault negative.

% Accuracy Fault Positive Fault Negative

Performance 96.381 3.351 3.619

The initial result of sleep movement detection was reported as Table C.1. We tested the

application with our data set as correctly counting the number of sleeping position changes.

The system achieved the accuracy of sleep movement prediction of 96.381% (719 from 746

times). The fault positive and fault negative of the system are 3.351% (25 times) and 3.619%

(27 times), respectively.

Figure C.2: An example of sleep movement situation, captured at 0 degree of viewing angle,

which change posture in 5 sleep-positions (left to right) log, prone, supine, fetal, and reclining,

respectively.



APPENDIX D

SEGMENTATION TECHNIQUE FOR BACKGROUND SUBTRACTION

The ideals of background subtraction technique in this dissertation came from the researches

of [92].In their research, they proposed the techniques of foreground segmentation techniques

as follow;

”To detect foreground regions we use a background reference image and calculate the dif-

ference image with the current one. To acquire a background reference a ground truth image is

incorporated as a mean image of a sequence of the interaction area without the user.

The segmentation of the foreground is often obtained by applying a threshold to the differ-

ence values. The choice of the threshold parameter varies in each approach, while it usually

depends on the camera noise.

The variance of the pixel noise over the whole difference image each frame are measured,

leaving the segmented foreground region out.

Let d(x; y) = r(x; y). a(x; y) be the difference image value, r(x; y) the background ref-

erence image intensity and a(x; y) the current image intensity at image positions (x; y). The

variance of noise in an image with size MxN is,

σ2 =
1

MN

M−1∑
i=0

N−1∑
i=0

(d(i, j)− d̄)2 (D.1)

where d̄ is the mean value of the difference image.

For efficient computation this equation can be rewritten as

σ2 =
1

MN

M−1∑
i=0

N−1∑
i=0

(d(i, j))2 − (
1

MN

M−1∑
i=0

N−1∑
i=0

d(i, j))2 (D.2)

Assuming a Gaussian distribution of noise we set the segmentation threshold to 2σ2. There-

fore 97:5% of noise are in the segmentation interval. Each pixel belongs to the foreground,if

|d(x, y)− d̄| > 2σ2 (D.3)

The main advantage of this approach is the property of fast adaptation to lighting changes,

because the new threshold is computed for each frame and is independent from previous frames.

Even large changes of the overall brightness can be adapted, as the mean value in the difference

image incorporates such intensity variations.

However, it is very important to calculate the new threshold for the background only and not

for shadows or parts of the person, because a sufficiently large region of not detected foreground
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leads to a large variance, which leads to less detected foreground in the next frame. Accumulat-

ing even larger variances until almost everything is detected as background. To overcome this

problem we assume for initialization that only background is visible. In later steps a bounding

box around all thresholded pixel can be spared out to calculate the new threshold. In our envi-

ronment the camera is mounted such that we can assume nobody is appearing in the lower five

percent of the image. Therefore we calculate the threshold only in this part of the image.

Overall changes in the scene are not treated, it is assumed to be static. However it is eas-

ily possible to update the background reference if only slow changes in the background scene

occur.”

From the main ideal from this research, we set the small experiment for finding the suitable

threshold to subtract the region of interest from the background. The details have been explained

in the chapter III.
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