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1 CHAPTER I 
 

INTRODUCTION 

 

1.1 Background and Motivation 

Digital multimedia recording and storage devices become common thus causes that the 
number of digital multimedia, such as digital image and digital video, is also increase 
considerably. Therefore, to efficiently access the image/video collection requires a 
system to handle search and organization of this information. Such system is called 
image/video retrieval system that organize and index database of a photos. The ideal 
retrieval system should be designed to support intuitively search for the user, and 
require minimal amount of human interaction and to be applicable to large collections. 

The prevalent approach to image retrieval falls into two main categories, namely 
text-based and content-based image retrieval. In text-based image retrieval system, 
images are first annotated with text, and the traditional text retrieval techniques can be 
used to perform image retrieval. The main advantages of text-based retrieval are its 
simplicity and convenient direct adoption of mature textual information retrieval 
techniques. In addition, it is easy to use text to express textual characteristic related to 
images. Some commercial image retrieval systems, such as Google and Yahoo!, have 
adopted this technique. In general, there are two strategies to associate image with text. 
One strategy is to annotate image by human. These annotations provided by people 
usually are close to the semantic of images. However, this strategy suffers two 
drawbacks. First, it is very tedious and time-consuming to annotate image manually, 
especially when the size of image collection is huge. Although manual annotation 
involves a substantial amount of work, and often results in heavy cost, there is a system 
that utilizes a collaborative system approach called LabelMe [1] which takes advantage 
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of its member as annotators. Second, these annotations are usually subjective because 
different people may give different descriptions to the same image. Another strategy 
automatically annotates image with terms or words. The main advantage of this strategy 
is the complete automatic process of image annotation without human interference. 
However, the use of text involves some problems. For example, it is possible that all 
texts are irrelevant to image contents, and some images are presented or annotated 
without text information. 

Because of the emergence of large scale image collection, the difficulties faced 
by the manual annotation approach became more and more accurate. To overcome 
these difficulties, content-based image retrieval (CBIR) [29-33] is proposed. CBIR 
automatically indexes images by using the extracted low-level visual features such as 
color and texture, and then the retrieval of images is based solely upon these indexed 
image features. Since then, many techniques in this research direction have been 
developed. Although CBIR is a promising methodology for image retrieval, it still suffers 
from some issues. The computational cost of extracting image features for a large 
collection might be unacceptable. In addition, the user query must be provided in the 
form of an example of the desired image, which is not simple to common users. 
Moreover, the images with similar low-level features may not represent the similar 
meanings. Finally, the reliance on visual similarity for judging semantic similarity in all 
current approaches is not reliable due to the so-called semantic gap between low-level 
features and high-level concepts or semantic meanings. 

Recently, automatic image annotation techniques are proposed to address the 
semantic gap problem. Automatic image annotation is the process by which a computer 
system automatically assigns keywords to a digital image. The primary purpose of a 
practical content-based image retrieval system is to discover images relating to a given 
concept in the absence of reliable metadata. In contrary to CBIR, annotations can 
facilitate image search though the use of semantic meaning such as text. This 
methodology assures the good performance of image retrieval that if the results of 
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mapping between images and words are reasonable, text-based image retrieval system 
can be semantically more meaningful than search with CBIR. However, this technique is 
still in its infancy and is not sophisticated enough to extract satisfactory semantic 
concepts. Moreover, many experiments show that current image annotation techniques 
still have poor performance in the context of image retrieval because of that irrelevant 
keywords associated with images often lessen image retrieval performance. 

1.2 Research Objective 

A novel latent variable modeling technique for image annotation and retrieval is 
proposed.  This model is useful in annotating the images with relevant semantic 
meanings as well as in retrieving images which satisfy the user’s query with specific text 
or image.  The framework of two-step latent variable is proposed to support multi-
functionality of the retrieval and annotation system. 

 Furthermore, the existing and the proposed image annotation models are 
compared in terms of their annotating performance.  Images from standard databases 
are used in the comparison in order to identify the best model for automatic image 
annotation, using precision-recall measurement.  Local features, or visual words, of each 
image in the database are extracted using SIFT and clustering techniques.  Each image 
is then represented by Bag-of-Features (BoF) which is a histogram of visual words.  
Semantic meanings can then be related to each BoF using latent variable for annotation 
purposes.  Subsequently, for image retrieval, each image query is also related to 
semantic meanings.  Finally, image retrieval is achieved by matching semantic 
meanings of the query with those of the images in the database using a second latent 
variable. 

1.3 Scope 

1. Study the performance and the limitation of traditional image annotation and 
retrieval models namely co-occurrence, cross-media relevance, and 
probabilistic latent semantic analysis. 
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2. Develop a novel two-step latent variable model that can be applied to image 
annotation and image retrieval systems on the standard image databases. 

3. Study the performance of the proposed model and provide a comparative study 
of proposed techniques with other traditional models proposed by other 
researchers. 

1.4 Expected Prospects 

1. Acquire a basic knowledge of image database modeling techniques for applying 
to image/video retrieval system. 

2. Obtain the new model that is used for a new baseline in the novel image retrieval 
system. 

3. Publish in an international journal or conference papers. 
4. Obtain the empirical knowledge of advantages and disadvantages in using the 

proposed model techniques in image retrieval. 
5. Understand the necessity of the modeling techniques for image annotation and 

retrieval system. 

1.5 Research Procedure 

1. Study previous research paper relevant to the research works of the dissertation. 
2. Develop the new image annotation and retrieval model. 
3. Develop the high performance of image annotation technique and high ranking 

of image retrieval technique when using our model. 
4. Develop simulation programs. 
5. Test the proposal algorithms using standard generic image databases such as  

PASCAL 2008, MIRFLICKR25000. 
6. Perform the proposed modeling technique on image retrieval system including 

image annotation and image ranking. 
7. Collect and analyze computational results obtained from simulation programs. 
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8. Summarize the major finding as we found in Step 7 and conclude the 
performance of the proposed model in all concerned aspects. 

9. Publish in an international journal or conference papers. 
10. Check whether the conclusion meet all the objectives of the research work of the 

dissertation. 
11. Write up. 
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2 CHAPTER II 
 

LITERATURE REVIEW AND RELATED WORKS 

 

The details of the visual vocabulary are described on this chapter compromising 
two sections such as image representation technique in Section 2.1, the literature 
reviews in Section 2.2 and the existing annotation model in Section 2.3. For image 
representation, the Bag-of-Feature of Scale Invariant Feature Transform and the 
constructed visual vocabulary are described in Section 2.1. Afterward the review of 
image annotation and image retrieval based annotation model is described in Section 
2.2. Finally, the existing annotation models using in this dissertation are described in 
Section 2.3 namely naïve Bayes model, cross media relevance model and probabilistic 
latent analysis model. 

2.1 Image Representation 

The image representation compromises of two importance procedures including of 
extracting local features from points of interest and constructing a visual vocabulary 
form the local features.  

2.1.1. Bag-of-Features from points of interest 

The Bag-of-Feature (BoF) construction consists of the following steps: (i) 
automatic detection of regions or points of interest, (ii) extraction of local features from 
regions of detected points, (iii) these descriptors are then quantized and formed a visual 
vocabulary, (iv) BoF uses the number of occurrences of each visual word in an image to 
form a visual word histogram that represents a given image. 
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2.1.1.1 Points of interest detection 

 

Figure 2.1 For each octave of scale space, the given image is repertedly convolved with 
to build a set of blurring images shown on the left. Adjacent Gaussian Images are 
subtracted to construct the difference-of-Gaussian images on the right. After each 
octave, the Gaussian image is down-sampled and the process repeated [17]. 

The points of interest detection step aims to automatically find points which are 
invariant to some geometric and photometric transformations. In order to ensure that 
given an image and its transformed version, the same points will be detected from the 
image when that image is transformed by rotation and translation matrix. Several points 
of interest detectors exist in [16-17]. In this work, the difference of Gaussian filter is used 
at various scales. Following are the major stages of computation used to detect points of 
interests. 

 Convoluting the image with Gaussian filter at various scales. 

 Constructing the different of Gaussian images from adjacent blurred images as 
shown in Figure 2.1. An efficient approach to construction of different of 
Gaussian image has been referred in [16-17]. The initial image is incrementally 
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convolved with Gaussian to produce image separated by a constant factor ݇ in 
scale space, shown stacked in the left column. We choose to divide each octave 
of scale space in an integer number ݏ of intervals, so the intervals of each are 
produced with ݏ ൅ 3 images in the stack of blurred image for each octave, 
which means the scale intervals of scale parameter equals to 3 scale images per 
an octave. And the variance parameter of Gaussian in the first image equals to 
1.6. and the number of octave is used in this dissertation as 4 octaves.   

 Detecting the candidate keypoints by Scale-space extrema detection, shown in 
Figure 2.2. 

 Removing keypoints with low contrast and responding along edges 

 Assigning keypoints with their orientation and their scale. 

 

Figure 2.2 maxima and minima of the difference-of-Gaussian images are detected by 
comparing a pixel, marked with X, to its neighbors in 3x3 regions at the current and 
adjacent scale, marked with circles [17]. These maxima or minima pixels are candidate 
keypoints. 
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Figure 2.3 A local feature is computed by first determining the gradient magnitude and 
orientation of each neighbors point in a 8x8 pixels region around location of an points of 
interest as shown on the left, and then computed histogram of 8 orientation over 4x4 
sub-regions as shown on the right. So in this case, the dimensionality of a local feature is 
equaled to 32 dimensions. 

2.1.1.2 Local Features 

Local features are extracted from the regions around each the points of interests 
assigned by points of interests detector. In this work we use the SIFT, Scale invariant 
Feature Transform, as local features [17], because in [16] it was shown to perform best 
in terms of specificity of region representation and robustness to image transformation. It 
can compute by local histogram of edge directions compared with given the orientation 
of the image region estimated from points of interest detector in Figure 2.3.   In this work 
we use neighbors point in 16x 16 regions around a point of interest location. So, when 
each sub-region is computed 8 orientations over 4x4, the dimensionality of our local 
feature is equal to 4x4x8 = 128 dimensions. 

2.1.1.3 Quantization of Local Feature into Visual Vocabulary 

From the two previous point detection and extracting local features step, we obtain a set 
of visual feature of images. To construct a visual vocabulary, we use K-mean clustering 
technique, an unsupervised learning which estimates mean vectors of each cluster. K-
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mean. Using the clusters model in this case, a testing feature ݕ is assigned to the 
cluster ݅כ having the smallest distance, as shown in Eq. (2.1) 

כ݅ ൌ argmin
௞

ԡݔ௡ െ ௞ԡଶ (2.1)ߤ

 Generally, in order to achieve a simple, fixed size of image representation, we 
can rewrite each cluster of K-mean from local feature according to the smallest distance 
in Eq. (2.1) by Eq. (2.2). This means that local features of an image are quantized into a 
set of cluster, called visual vocabulary, and each cluster is called visual word. 

ݔ ՜ ܳሺݔሻ ൌ ௞ݒ ֞ ,ݔሺݐݏ݅݀ ௞ሻݒ ൑ ,ݔ൫ݐݏ݅݀ ௝൯ݒ ݆׊ א ሼ1, … , ܰሽ (2.2)

,where ܰ denotes the size of visual vocabulary or the number of cluster set. 

Algorithm 2.1 EM algorithm for K-mean, where ܰ is the number of the unclassified local 
features and n௞ is the number of the classified local feature at each cluster ݇. 

 

Technically, the K-mean method aims to group of similar local features into a 
specific visual word. So when we could be considering as similar to the stemming 

௞ߤ ՚ ௞_௜௡௜௧ߤ ՚  ݉݋݀݊ܽݎ

௞ݖ ՚ ൝
1, ݂݅ ݇ ൌ argmin

௝
ฮݔ௡ െ ௝ฮߤ

ଶ

0, ݁ݏ݅ݓ݄݁ݐ݋
 

Initial the mean vectors ߤ௞, using  random the local features 

Repeat 
UE‐StepU: classify a local feature nx  into a local cluster, fixed 
the mean vectors ߤ௞ 

UM‐StepU: update parameters of mean vectors, which 
estimates given  

 ݊௞ ՚ ∑ ௡௞ݖ
ே
௡ୀଵ  

 ݂݅ ݊௞ ൐ 0 

௞ߤ   ՚ ∑ ௡ݔ௡௞ݖ
ே
௡ୀଵ  

 ݁ݏ݈݁ 

௞ߤ   ՚  ௞_௜௡௜௧ߤ

Until classify not change or more than maximum iteration 
Return ߤ௞ 
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preprocessing step in textual retrieval system. Instance of stemming technique in textual 
task, the term man, men, human are mapped to same stem man, which becomes a 
word for bag-of-words representation in textual task. In same motivation, the bag-of-
features is to map local feature into a visual word that is similarity by Eq. (2.1) 

2.1.1.4 Bag-of-Features 

The first image representation, we will consider the bag-of-features (BoF) that 
can be constructed from the local feature according to  

ሺ݀௜ሻݏ ൌ ሼ݊ሺ݀௜, ,ଵሻݒ ݊ሺ݀௜, ,ଶሻݒ … , ݊ሺ݀௜, ேሻሽ, (2.3)ݒ

, where ݊൫݀௜,  .௝ in an image ݀௜ݒ ௝൯ denotes the number of occurrences of visual wordݒ
This representation has not information of spatial relation between each visual word. 
Because, in textual retrieval task, the bag-of-feature places importance in a significant 
amount of information in documents and images than ordering of information. So, the 
spatial relation is completely removed from bag-of-feature representation. 

2.2 Literature Reviews and Related Works 

Several approaches have been proposed in the literature on automatic image 
annotation [2-15, 37-52]. Different models and machine learning techniques are 
developed to learn about the correlation between low-level features and textual words 
from the examples of annotated image and then apply such correlation to predict words 
for new images. In this section we review some pioneer works about automatic image 
annotation which divided into two major categories namely, generative model and 
discriminative model. The basic idea of generative model [1-11] is to construct a model 
from joint probability of image features and words, and then use Bayes’ rule and 
marginalization of probability to estimate the conditional probability of words given by 
image features for automatically image annotation. But in the discriminative model, the 
model is directly being constructed the conditional probability of words given image 
features.  
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2.2.1. Generative Model 

In the first category, generative mode, there are three major models which are 
considered for image annotation namely co-occurrence model [53], relevance model 
[39-45], and latent semantic analysis model [3-7]. The first generative model is the co-
occurrence model [53], which collects the co-occurrence, is to count words and image 
features matrix, and use its matrix to predict annotated image words for images. In [37], 
Duygulu et al. proposed the improved co-occurrence model by utilizing machine 
translation models. In this method, it considers image annotation as a process of 
translation from visual feature to texts and collects the co-occurrence information by 
estimation of translation probability. They proposed to describe image using a 
vocabulary of blobs. Each image is generated by using a certain number of these blobs. 
Their Translation Model – a substantial improvement on the co-occurrence model- 
assumes the image annotation can be viewed as the task of translation from a 
vocabulary of blobs to a vocabulary of words. 

2.2.1.1 Relevance Model 

Second model, relevance model, some researcher used relevance language 
model which has been successfully applied to automatic image annotation. The 
essential idea is to first find annotated images that are similar to a text image and then 
use the words shared by the annotations of the similar images to annotate to the test 
image. There are two subcategories in relevance model, namely discrete variable, and 
continuous variable. In discrete variable, it is the basic idea of cross-media relevance 
model. This model aims to improve the co-occurrence model described in [39], Jeon et 
al. assume a one-to-one corresponded between blobs and words in images. Images are 
considered as a set of words and blobs, which are assumed independent given the 
image. The conditional probability of word given a training image is estimated by the 
count of word in this image smoothed by the average count of this word in training set. 
These posterior distributions allow the estimation of the probability of a potential caption 
(set of words) and unseen blobs as an expectation over all training images. Another 
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approach to improve co-occurrence model is Multiple Bernoulli relevance models [41]. 
Multiple-Bernoulli relevance model is based on Cross-media relevance model but it is 
different in the word distribution hypothesis. Cross-media relevance assumes that 
annotation words for any given image follow a multinomial distribution, while this model 
uses Bernoulli process to generate words. 

For the continuous variable model, while the cross-media relevance model is to 
counting word in given training set that is discrete random variable techniques, but 
same authors considered blobs correspond to word which called Continuous-space 
relevance Model described in [40]. There are two significant differences between Cross-
media relevance model and Continuous-space relevance model. First cross-media 
relevance model is a discrete model and cannot take advantage of continuous features. 
In order to use cross-media relevance model for image annotation we have to quantize 
continues feature vectors into a discrete vocabulary. Secondly, the difference of the 
cross-media relevance model relies on clustering of the feature into blobs. Annotation 
quality of the cross-media relevance model is very sensitive to clustering errors, and it 
depends on being able to priori select the correct cluster granularity: too many clusters 
will results in extreme sparse of the space, while too few will lead us to confuse different 
objects in the images. Continuous relevance model does not rely on clustering and 
consequently does not suffer from the granularity issues.  

Currently P. Huang et al [42] proposed combining three co-occurrence models 
including translation model, cross-media relevance model and multiple Bernoulli 
relevance model. They showed the comparison performance between individual model 
and combining models. The combining model gives the better performance for image 
annotation. In addition, they compare among individual models that the result of Multi-
Bernoulli relevance model gives better performance than others. In addition, in [45], Jin 
et al. proposed a coherent language model for automatic image annotation that takes 
into account the word-to-word correlation to estimate a coherent language model for an 
image. Because a common problem shared by most approaches for automatic image 
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annotation is that each annotated word for image is predict independently, the word-to-
word correlation is important particularly when image features are insufficient in 
determining an appropriate word annotation.  

Another approach in relevance model, in [43], Marukatat proposed a semi-
supervised technique. This work estimated a conditional probability of words given by 
un-annotation image and estimated the parameter model by semi-supervised learning. 
Three qualities were computed, namely, posterior probability on the image in dataset, 
similarity between un-annotated images and annotated image, and the probability of 
annotated words to estimate the conditional probability of word given images. 

2.2.1.2 Latent Semantic Analysis Model 

Another way of capturing co-occurrence information is to introduce latent 
variables to associate visual feature with words. Standard latent semantic analysis (LSA) 
and probabilistic latent semantic analysis (pLSA), are applied to automatic image 
annotation [3-6]. A significant step forward in this approach was proposed by Hofmann 
[3], who presented the probability LSA model, also known as the aspect model, as an 
alternative to LSI, which has used for text retrieval research. The pLSA approach models 
each word in document as a sample from a mixture model, where the mixture 
components are multinomial random variables that can be viewed as representation of 
topics. Thus each word is generated from single topic, and different words in a 
document may be generated from different topics. Each document is represented as a 
list of mixing proportions for these mixture components and thereby reduced to a 
probability distribution on a fixed set of topic. This distribution sometime is called the 
reduce descriptor associated with document. By this approach, Money et al [4, 5] have 
extended the experiments to bigger collection of 8000 images and shown encouraging 
results to using pLSA model. And In [6], Bosch et al investigated whether dimensionality 
reduction using a latent model is beneficial for the task of weakly supervised scene 
classification which used k-nearest neighbor or Support Vector Machines (SVM) for their 
experiment. This technique is a combination of pLSA and supervised learning.  
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Some works was extended pLSA model to annotation images. Blei and Jordan 
[7] extended the aspect model as the latent Dirichlet Allocation (LDA) Model and 
proposed a correlation LDA (CORR-LDA) model. This model assumes that a Dirichlet 
distribution can be used to generate a mixture of latent factors. This mixture of latent 
factors is then used to generate words and regions. Fei-Fei and Perona [8] modified 
LDA model and have extended the experiments to learn natural scene categories. Their 
algorithm provides a principled approach to learn relevant intermediate representation 
of scenes automatically and without supervision to what humans would to do. In another 
extend the aspect model approach, Zhang et al [38] proposed the aspect model as 
Gaussian mixture distribution. Instead of assuming artificial distribution of annotation 
word and the unreliable association evidence used in many existing approaches, they 
assume a latent aspect as the connection between the visual feature and the annotation 
words to explicitly exploit the synergy among the modalities. In [44], Pham et al. study 
the effect of Latent Semantic Analysis on two different tasks namely image retrieval task 
and automatic annotation task. This result ensures that LSA model when combining to 
image retrieval system can improve automatic annotation image. 

2.2.2. Discriminative Model 

The second category, discriminative model, the method is closely resembling to 
generic object detection task. The problem of detecting is often posed as a binary 
classification task; namely, distinguish between an object, which means that a word 
describes its object, and background class. Such a classifier can turn into a detector by 
sliding it across the image and classifying each local window. Alternatively, in [12,13] 
one can extract local window at locations and scales returned by an interesting point 
detector and classifier these, either as an whole object or as a part of an object. In [14], 
Torralba et al proposed the training multiple binary classifiers at the same time needs 
less training data since many objects share similar image features. In this assumption, 
they show that classifier is fast since the computation of many features can be shared 
among different objects. In [46], Chang et al. learned an ensemble of binary, each 
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specific label. In [47], Li et al proposed a Confidence-based Dynamic Ensemble model, 
which is a two-stage classifier. In [48], Liu et al proposed SVM-based active feedback 
using clustering and unlabeled image to address the small size problem. In [49], Zhou 
et al. proposed biased discriminative analysis (BDA) and its kernel form to find the 
transformed space where the positive examples cluster while the negative ones scatters 
away. To handle the singularity problem caused by small sample size, Tao [50] 
designed direct kernel BDA scheme where direct discriminative analysis is used to 
replace the regularization method used in BDA.  Recently active learning studies the 
strategy for the learner to actively select samples to query the user for labels, in order to 
achieve the maximum information gain in decision making. In [51] Cox et al. used 
entropy minimization in search of the set of images that, once labels, will minimize the 
expected number of future iteration. In [52], Tong and Chang proposed SVM-active 
algorithm for applications in text classification and image retrieval. In this category, 
research aim to determine a function that can classify, detect the interest object and 
then annotate and ranking with result which obtain from classification. However, in our 
idea, the retrieval system should be designed with multifunction to support many 
requirements from user. So the generative approach is interesting to design the system 
than discriminative model. However the discriminate model approach is designed for 
object recognition which is a specific object detected on images, thus it is not suitable 
for image retrieval task. 

Because the previous models are designed for individual task, for instance, the 
co-occurrence model is useful for automatic annotation but it is not suitable for image 
retrieval task. While the latent semantic analysis is designed for image retrieval task but 
it is not suitable for automatic image annotation. Although, the discriminative model 
archives the best performance for image annotation task, but each semantic meaning 
word is modeled by stand alone model because we have to design each object to 
detect it. So the model is not suitable for image retrieval. Therefore, to design a novel 
image retrieval system should be the expert system based on generative model that is a 
joint probability among low-level image feature, semantic word feature vectors and 
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image document term. Our model can automatically annotate new images which will be 
added into that system and can also retrieve images by user’s query with text or image. 
So, in this dissertation, we propose a new model, called the two latent aspects pLSA 
model, which can work in multifunction, including of image retrieval function and 
automatically image annotation for image retrieval system. 

2.3 Existing Annotation models 

The existing automatic image annotation techniques in this dissertation are 
compared namely naïve Bayes model, Cross Media Relevance Model (CMRM) and 
Probabilistic Latent Analysis Model (pLSA Model). The efficiency of these models are 
measured by mean Average Precision and processing time, so that the accuracy in 
each rank of which each model predict words are considered to find which model is 
suitable for image annotation and retrieval problem. In this section, we would like 
introduce the existing model, except pLSA model will be explained in next chapter. 

2.3.1. Naive Bayes Model 

The naïve Bayes model [18] is a simple classifier used for often in text 
categorization. It can be viewed as the maximum a posterior probability classifier for the 
generative model in which: (1) a image category is selected according to class prior 
probability; (2) each word in the image is chosen independently from multinomial 
distribution over specific words. 

Considering image annotation problem, a set of labeled image ܫ ൌ ሼܫ௜ሽ and the 
set of visual vocabulary ܸ ൌ ሼݒ௧ሽ at visual word ݐ. The naïve Bayes model is  
constructed by counting the number visual word ݐ belonged word ݓ. To annotate a new 
image, the Bayes’ rule is applied and ranked of posterior score as: 

ܲ൫ݓ௝หܫ௜൯ ൎ ܲ൫ݓ௝൯ܲ൫ܫ௜หݓ௝൯ ൌ ܲ൫ݓ௝൯ ෑ ܲ൫ݒ௧หݓ௝൯
ேሺ௧,௜ሻ

௏

௧ୀଵ

 (2.4)
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Where ܰሺݐ, ݅ሻ is the count of the visual word ݒ௧  in an unlabeled image ܫ௜ , and in Eq. (2.4) 
, the naïve Bayes model requires the estimating of the class conditional probabilities of 
visual word ݒ௧  given word ݓ௝ . In order to a void probabilities of zero, the parameters 
ܲ൫ݒ௧หݓ௝൯ are computed with Laplace smoothing: 

ܲ൫ݒ௧หݓ௝൯ ൌ
1 ൅ ∑ ܰሺݐ, ݅ሻ൛ூ೔א௪ೕൟ

|ܸ| ൅ ∑ ∑ ܰሺݏ, ௪ೕൟאሻ൛ூ೔ݐ
|௏|
௦ୀଵ

 (2.5)

2.3.2. Cross Media Relevance Model (CMRM) 

Cross Media Relevance Model (CMRM) [40] is improved from relevance-based 
learning model, which the problem of automatically annotating images and the ranked 
retrieved images are considered the joint probability distribution of visual word and 
words. Images are considered as sets of words and visual words, The CMRM is 
assumed independently given the images. In training process, the conditional 
probability of word and visual word given a training image dataset is estimated by the 
counting of visual word and words, which are smoothed by the average count of these 
words. In testing process, the posterior distribution allows the estimation of the 
probability of set of word and an unseen image as expectation over all training image. 

To annotating an unseen image ݀௡௘௪ is based on the joint probability of all its ݐ 
constituting visual word ݒ௧ and word ݓ௝. This joint probabilities are estimated by its 
expectation over the ܯ training images, 

ܲ൫ݓ௝, ,ଵݒ … , ௧൯ݒ ൌ ෍ ܲሺ݀௜ሻ
ெ

௜ୀଵ

ܲ൫ݓ௝, ,ଵݒ … , ௧ห݀௜൯. (2.6)ݒ

The visual words are considered independently given an image ݀௜ , which 
givens: 

ܲ൫ݓ௝, ,ଵݒ … , ௧൯ݒ ൌ ෍ ܲሺ݀௜ሻܲ൫ݓ௝ห݀௜൯

ெ

௜ୀଵ

ෑ ܲሺݒ௧|݀௜ሻேሺௗ೔,௩೟ሻ

ேೡ

௧ୀଵ

. (2.7)



19 
 
where ܰሺ݀௜, ௧ݒ ௧ሻ is the count of the visual wordݒ  in image ݀௜ . The probability of word 
௝ݓ in a training image ݀௜ is the likelihood of word in image combined with the likelihood 
of word in all the training dataset. A fusion parameter ߙ controls the importance of the 
image and the likelihood of training set: 

ܲ൫ݓ௝ห݀௜൯ ൌ ሺ1 െ ሻߙ
ܰ൫ݓ௝, ݀௜൯

∑ ܰ൫ݓ௝, ݀௜൯ேೢ
௝ୀଵ ൅ ∑ ܰሺݒ௧, ݀௜ሻேೡ

௧ୀଵ

൅ ߙ
ܰ൫ݓ௝, ݀൯

ܯ
. (2.8)

where ܰ൫ݓ௝, ݀௜൯ denotes the count of word ݓ௝ in the image ݀௜ , ܰሺݒ௧, ݀௜ሻ is the count 
of visual word ݒ௧ in image ݀௜, ܯ is the number of training images, and ܰ൫ݓ௝, ݀൯ is the 
number of images in which the word ݓ௝ appears. Similarly, the probability of a visual 
word given an image ݀௜ is estimated by its likelihood in the image smoothed by its 

likelihood in training set, controlled by a parameter ߚ: 

ܲሺݒ௧|݀௜ሻ ൌ ሺ1 െ ሻߚ
ܰሺݒ௧, ݀௜ሻ

∑ ܰ൫ݓ௝, ݀௜൯ேೢ
௝ୀଵ ൅ ∑ ܰሺݒ௧, ݀௜ሻேೡ

௧ୀଵ

൅ ߚ
ܰሺݒ௧, ݀ሻ

ܯ
. (2.9)
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3 CHAPTER III 
 

PROBABILISTIC GRAPHICAL MODEL 

 

In order to study the probabilistic model for image annotation and retrieval, in 
this dissertation, we firstly introduce a basic idea via probabilistic graphical model, 
which is used to effectively design a generative model for several applications. The 
probabilistic model will be explained in Section 3.1. In Section 3.2, we briefly discuss 
Probabilistic Latent Semantic Analysis (pLSA), which can be expressed as graphical 
model. 

3.1 Introduction to Probabilistic Graphical Model 

Probabilistic Graphical Model provides a general framework for representing 
models in which a number of random variables interact. It has used in many field such 
as expert system, image/video understanding, pattern recognition/classification etc. 
Figure 3.1 shows a basic example of graphical model in which each node represents a 
random variable or a set of random variables. Each edge in the graph represents the 
qualitative dependencies among the random variables in the graph. The absence of an 
edge between two nodes means that those two nodes are independent. The qualitative 
dependencies between both of variables connected via edges are specified via 
parameterized conditional distributions, or non-negative called “potential functions”. The 
structure of graphical model is specified as a joint probability distribution over all the 
random variables.  
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Figure 3.1 Example of directed graphical model. Circle nodes denote random variables, 
while squared nodes denote parameters of the model.  The shaded circle denotes 
observed random variables, while non-shaded circled nodes represent hidden random 
variables. 

Generally there are two main types of graphical model. The first model is called 
directed graphical model, also known as Bayesian networks, where all the edges are 
considered to have a direction from parent to child nodes denoting the conditional 
dependency among the corresponding random variables. In addition we assume that 
the directed graph is acyclic, i.e., contain no cycles. In contrast, the second model is 
called undirected graphical model, also known as Markov random field. In the following 
paragraph, we will explain high level explanation of the basic idea of directed graphical 
model. 

Directed Graphical Model or Bayesian Network presents the joint probability 
distribution of ݀ random variables, X ൌ ሺ ଵܺ, ܺଶ, … , ܺௗሻ, by a directed acyclic graph in 
which each node, ݅, representing variable ௜ܺ, depends on directed edges from its set of 
parent node ߨ௜. So the joint distribution of ܺ can be factored into the product of 
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conditional probability distribution of each variable given its parents, we can write 
general from of joint probability distribution in Eq. (3.1), for each setting ܠ of the variable 
X, 

ሻࣂ|ܠሺ݌ ൌ ෑ గ೔ܠ௜หݔ൫݌
, ൯࢏ࣂ

ௗ

௜ୀଵ

 (3.1)

Where, given its parents, ௜ܺ is statistical independent of all other variables expecting 
itself, ࢏ࣂ is the set of parameter being the conditional probability which relates ܆గ೔

 to ௜ܺ. 
And the set of all parameter denoted by ࣂ ൌ ሺࣂଵ, ,ଶࣂ … ,  .ௗሻࣂ

After constructing the joint probability distribution, all parameters are then 
estimated using EM algorithm or other techniques. In the next section, we explain the 
problem of learning maximum likelihood (ML) parameter when all the variables are 
observed, and introduce the EM Algorithm. Finally, we explain the Bayesian approach in 
which a posterior distribution over parameter is inferred from data. 

3.1.1.  Maximum Likelihood Learning 

Given a data set ۲ of N independent and identically distribution observations of 
all variables in the graphical model ۲ ൌ ൛ܠሺଵሻ, … , ሺ௡ሻܠ ሺேሻൟ , whereܠ ൌ ቀݔଵ

ሺ௡ሻ, … , ௗݔ
ሺ௡ሻቁ, 

the likelihood can be written in Eq. (3.2) as a function of the all parameters which are 
proportional to the probability of the observed data. 

ሻࣂ|ሺ۲݌ ൌ ෑ ൯ࣂሺ௡ሻหܠ൫݌

ே

௡ୀଵ

 (3.2)

Estimating parameters are previously unknown, so we can maximize the log 
likelihood as shown in Eq. (3.3). 
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ࣦሺࣂሻ ൌ log ሻࣂ|ሺ۲݌ ൌ ෍ log ൯ࣂሺ௡ሻหܠ൫݌

ே

௡ୀଵ

 

ࣦሺࣂሻ ൌ  ෍ ෍ log ௜ݔቀ݌
ሺ௡ሻቚܠగ೔

, ቁ࢏ࣂ

ௗ

௜ୀଵ

ே

௡ୀଵ

 

(3.3)

If the parameters ࢏ࣂ given its parents are assumed that are distinct and 
functionally independent of the parameters governing the conditional probability 
distribution of others in the graphical model, then the log likelihood can be decomposed 
to the sum of local terms involving each node and its parents: 

ࣦெ௅ሺࣂሻ ൌ ෍ ࣦ௜ሺࣂ௜ሻ
ௗ

௜ୀଵ

 (3.4) 

where, ࣦ௜ሺࣂ௜ሻ ൌ  ∑ logቀݔ௜
ሺ௡ሻቚܠగ೔

, ቁே࢏ࣂ
௡ୀଵ . While each ࣦ௜ሺࣂ௜ሻ can be maximized 

independently as a function of ࣂ௜.  

In contrast, Maximum a posterior (MAP), its parameters are estimated 
incorporating prior knowledge assumed in the form of a probability distribution ݌ሺࣂሻ. 
The objective of MAP estimation is to find the parameter setting that maximizes the 
posterior probability, ݌ሺࡰ|ࣂሻ, being proportional to the prior times the likelihood. If the 
posterior probability are independently on observed data, and each parameter, 
ሻࣂሺ݌ ൌ ∏ ௜ሻௗߠሺ݌

௜ୀଵ , then MAP estimation can be found by maximizing 

ࣦெ஺௉ሺࣂሻ ൌ ෍ ࣦ௜ሺࣂ௜ሻ
ௗ

௜ୀଵ

൅ log  ௜ሻ. (3.5)ߠሺ݌

The final term in Eq. (3.5), log prior function, can be seen as a regularize 
function, which can help reduce the overfitting in situations where there is insufficient 
data for the parameter to be well-determined. 
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3.2 Probabilistic Latent Semantic Analysis 

The Probabilistic Latent Semantic Analysis model (pLSA) [3-6] the initial element of the 
aspect model family, was proposed by Hofmann [3] as a probabilistic alternative to the 
linear algebra-based Latent Semantic Analysis (LSA) method. It proposes an interesting 
probabilistic formulation of the concept of topics in text collections, decomposing a 
document into a mixture of latent aspects defined by a multinomial distribution over the 
words in the vocabulary. In the following description of the pLSA in [4, 5] the term 
document defines sets of discrete elements, referring to either text or image documents. 
This aspect model is a latent variable or hidden variable model for co-occurrence data 
which associates an unobserved class variable with each observation, an observation 
being the occurrence of the word in a particular document. 

For pLSA, the probabilities of variables are defined in this following. Documents 
or images are represented by a discrete random variable ܦ, that can take the values ݀௜, 
where ݅ א ሼ1, … ,  is the number of documents. Each document or image is ܯ ሽ, andܯ
represented by a set of elements regarded as the observation of a discrete random 
variable ܺ, that can take the value ݔ௝, where ݆ א ሼ1, … , ܰሽ, ݔ௝ ranges over the 
vocabulary words in the text case, over the different visual words for image case, So ܰ 
is the number of elements. Under the pLSA assumptions, the observation of elements ܺ 
is conditionally independent with the observation of document ܦ given a hidden variable 
ܼ, called a latent aspect. This discrete variable is not observed, and can take the 
positive values ݖ௞, where ݇ א ሼ1, … ,  is the number of aspects. The joint ܭ ሽ, andܭ
probability of observing ݀௜ and ݔ௝ is thus given by the marginalization over all the 
possible values ݖ௞, and can form ܲ൫݀௜,  ௝൯ in Eq. (3.6)ݔ

ܲ൫݀௜, ௝൯ݔ ൌ ෍ ܲ൫݀௜, ,௞ݖ ௝൯ݔ

௄

௞ୀଵ

 (3.6) 
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The conditional independence between ݀௜ and ݔ௝ given ݖ௞ translates into 
factorization of the joint probability of ݀௜  ௞ in Eq. (3.7) and being substitutedݖ ௝, andݔ ,
into Eq. (3.6) to obtain a joint probability in Eq. (3.9) 

ܲ൫݀௜, ,௞ݖ ௝൯ݔ ൌ ܲሺ݀௜ሻܲ൫ݔ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ (3.7)

ܲ൫݀௜, ௝൯ݔ ൌ ෍ ܲሺ݀௜ሻܲ൫ݔ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ
௄

௞ୀଵ

 (3.8) 

ܲ൫݀௜, ௝൯ݔ ൌ ܲሺ݀௜ሻ ෍ ܲ൫ݔ௝หݖ௞൯

௄

௞ୀଵ

ܲሺݖ௞|݀௜ሻ (3.9) 

The conditional independence probability in Eq. (3.7) makes each document ݀௜ 
a mixture of latent aspects, defined by the multinomial distribution ܲሺݖ௞|݀௜ሻ. Each latent 
aspect ݖ௞ is defined by the multinomial distribution ܲ൫ݔ௝หݖ௞൯, which gives the 
probability of each element ݔ௝, given an latent aspect ݖ௞. And ܲሺ݀௜ሻ denote the 
probability that a word occurrence will be observed in a particular document ݀௜. We also 
represent this latent aspect model in term of graphical model depicted in Figure 3.2. 
Using these definitions, the generative model is defined for elements and documents 
co-occurrences by the following scheme: 

1. Select a document ݀௜ with probability ܲሺ݀௜ሻ, 
2. Pick a latent aspect ݖ௞ with probability ܲሺݖ௞|݀௜ሻ, 
3. Generate a element ݔ௝ with probability ܲ൫ݔ௝หݖ௞൯. 
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Figure 3.2 Graphical Model of pLSA where ܯ is number of training document and 
݊ሺ݀௜ሻ ൌ ∑ ݊൫݀௜, ௝൯ேݔ

௝  is the number of elements in document ݀௜. 

The conditional probability distributions,  ܲሺݖ|ݔሻ, and ܲሺݖ|݀ሻ, are considered as 
multinomial distribution, given that both ݖ and ݀ are discrete random variables. The 
parameters of these distributions are estimated by the EM algorithm [3, 34]. For a 
vocabulary of ܰ different elements, ܲሺݖ|ݔሻ is a ܰ-by-ܭ table that stores the parameter 
of the ܭ multinomial distributions ܲሺݖ|ݔ௞ሻ. And a ܭ-by-ܯ table ܲሺݖ|݀ሻ stores the 
parameters of the ܯ multinomial distribution ܲሺݖ|݀௜ሻ that describes the training 
document ݀௜ 

3.2.1. pLSA Learning using EM-Algorithm 

In order to learn two parameter tables, one can use a maximum likelihood 
formulation of the learning problem. The standard procedure for maximum likelihood 
estimation in latent variable model is EM algorithm for incomplete data [34]. EM 
alternates two steps: (i) an Expectation (E) step where posterior probabilities are 
completed for the latent variables, based on the current estimates of the parameters, (ii) 
a Maximization (M) step where parameters are updated based on the so-called 
expected complete data log-likelihood which depends on the posterior probabilities 
computed in the E-step. 

For the E-step to infer the latent aspect ݖ௞ given the observation pair ݀௜ and ݔ௝ 
from the previous estimate of the model parameter, that simply applies Bayes’ rule in Eq. 
(3.7) to obtain 
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ܲ൫ݖ௞|݀௜, ௝൯ݔ ൌ
ܲ൫ݔ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ

∑ ܲ൫ݔ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ௄
௞ୀଵ

. (3.10)

For the M-step has to maximize the expected complete data log-likelihood ۳ሺࣦ௖ሻ being 
given by Eq. (3.15) 

۳ሺࣦ௖ሻ ൌ ۳௭ೖ
൫݈݊ ܲሺܦ, ܺ, ܼሻ ห݀௜,  ௝൯ (3.11)ݔ

۳ሺࣦ௖ሻ ൌ ۳௭ೖ
ቌ݈݊ ෑ ෑ ܲ൫݀௜, ,௝ݔ ௞൯ݖ

௡൫ௗ೔,௫ೕ൯
ே

௝ୀଵ

ெ

௜ୀଵ

ቮ݀௜,  ௝ቍݔ (3.12) 

۳ሺࣦ௖ሻ ൌ ෍ ൮෍ ෍ ݊൫݀௜, ௝൯ݔ

ே

௝ୀଵ

ெ

௜ୀଵ

݈݊ ܲ൫݀௜, ,௝ݔ ௞൯ݖ ܲ൫ݖ௞ห݀௜, ௝൯൲ݔ

௄

௞ୀଵ

  (3.13) 

۳ሺࣦ௖ሻ ൌ ෍ ൮෍ ෍ ݊൫݀௜, ௝൯ݔ

ே

௝ୀଵ

ெ

௜ୀଵ

൫݈݊ ܲሺ݀௜ሻ
௄

௞ୀଵ

൅ ݈݊ ܲሺݖ௞|݀௜ሻܲ൫ݔ௝หݖ௞൯൯ܲ൫ݖ௞ห݀௜,  ௝൯ቍݔ

(3.14) 

۳ሺࣦ௖ሻ ؆ ෍ ෍ ݊൫݀௜, ௝൯ݔ ൥෍ ܲ൫ݖ௞ห݀௜, ௝൯ݔ ln൛ܲሺݖ௞|݀௜ሻܲ൫ݔ௝หݖ௞൯ൟ

௄

௞ୀଵ

൩

ே

௝ୀଵ

ெ

௜ୀଵ

  (3.15) 

In order to take care of the normalization constraints in Eq. (3.15) has to be 
augmented by appropriate Lagrange multiplier ߬௞ and ߩ௜, is given by Eq. (3.16). 

ऒ ൌ ۳ሺࣦ௖ሻ ൅ ෍ ߬௞ ቌ1 െ ෍ ܲ൫ݔ௝หݖ௞൯

ே

௝ୀଵ

ቍ

௄

௞ୀଵ

൅ ෍ ௜ߩ

ெ

௜ୀଵ

൭1 െ ෍ ܲሺݖ௞|݀௜ሻ
௄

௞ୀଵ

൱  (3.16) 

Maximization of ऒ with respect to the probability mass function leads to the 
following set of stationary equations 

෍ ݊൫݀௜, ௝൯ݔ

ெ

௜ୀଵ

ܲ൫ݖ௞ห݀௜, ௝൯ݔ െ ߬௞ܲ൫ݔ௝หݖ௞൯ ൌ 0  (3.17) 
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෍ ݊൫݀௜, ௝൯ݔ

ே

௝ୀଵ

ܲ൫ݖ௞ห݀௜, ௝൯ݔ െ ௞|݀௜ሻݖ௜ܲሺߩ ൌ 0  (3.18)

After eliminating the Lagrange multiplier, we can obtain the M-step re-estimation 
equations 

ܲ൫ݔ௝หݖ௞൯ ൌ
∑ ݊൫݀௜, ௝൯ெݔ

௜ୀଵ ܲ൫ݖ௞ห݀௜, ௝൯ݔ

∑ ∑ ݊൫݀௜, ௝൯ெݔ
௜ୀଵ ܲ൫ݖ௞ห݀௜, ௝൯ேݔ

௝ୀଵ
  (3.19)

ܲሺݖ௞|݀௜ሻ ൌ
∑ ݊൫݀௜, ௝൯ேݔ

௝ୀଵ ܲ൫ݖ௞ห݀௜, ௝൯ݔ

݊ሺ݀௜ሻ
  (3.20)

The E-step and the M-step equations are alternated until a termination condition 
is met. This can be a convergence condition, but it may also use a technique known as 
early stopping. 

3.2.2. Inference: pLSA of a new document 

The conditional probability distribution over aspects ܲሺݖ|݀௡௘௪ሻ can be inferred 
for an unseen document ݀௡௘௪. The folding-in method proposed in [5] maximizes the 
likelihood of the document ݀௡௘௪ with a partial version of the EM algorithm described 
where ܲሺݖ|ݔሻ is obtained from training and kept fixed meaning that is not updated at M-
step. In doing so ܲሺݖ|݀௡௘௪ሻ maximizes the likelihood of the document ݀௡௘௪ with 
respect to the previously learned ܲሺݖ|ݔሻ parameters. 

3.2.3. Convergence Condition 

The convergence condition [5] is used to control overfitting of the pLSA model 
using early stop. The probability of aspects given each validation document ܲሺݖ|݀௩௔௟௜ௗሻ 
is first estimated using the folding-in method, describe in previous section. The fold-in 
likelihood of the validation set given by the current parameters is then computed by 

ख௩௔௟௜ௗ ൌ ෑ ෑ ܲ൫ݔ௝ห݀௜൯

ே

௝ୀଵ

ெೡೌ೗೔೏

௜ୀଵ

ൌ ෑ ෑ ෍ ܲ൫ݔ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ.

௄

௞ୀଵ

ே

௝ୀଵ

ெೡೌ೗೔೏

௜ୀଵ

  (3.21)

And the model parameters corresponding to the highest fold-in likelihood value is kept. 
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3.2.4. Image Annotation with pLSA Model 

In [5], they proposed three alternatives to learn a pLSA model for the co-
occurrence of visual and textual feature in annotated images. The first approach is 
pLSA-mixed using the early integration of visual and textual modalities. The two others 
based on a variation of the pLSA EM algorithm can constrain the estimation of the 
conditional distributions of latent aspect given the training documents from one of the 
two modalities only. This allows to choose between textual and the visual modality to 
estimate the mixture of aspects in a given document. They are called asymmetric pLSA.  

3.2.4.1 pLSA-Mixed 

This model learns a standard pLSA model from a concatenated representation 
of the textual and the visual features ݔሺ݀ሻ ൌ ሼݓሺ݀ሻ,  ሺ݀ሻሽ. Both of textual and visualݒ
co-occurrences are learned simultaneously to estimate ܲሺݖ|ݔሻ. The distribution of word 
given an aspect and the distribution of visual feature given an aspect ܲሺݖ|ݒሻ are then 
extracted from ܲሺݖ|ݔሻ, and normalized such that ∑ ܲ൫ݓ௝หݖ௞൯ ൌ 1ேೢ

௝ୀଵ  and 
∑ ܲ൫ݒ௝หݖ௞൯ ൌ 1ேೡ

௝ୀଵ . Intrinsically, pLSA-mixed assumes that two modalities have an 
equivalent importance in estimating the latent aspect space. 

3.2.4.2 Asymmetric pLSA 

Because of the imbalance of pLSA-mixed between the number of words and the 
number of visual features in the images, the parameters of the mixture aspects are not 
freely controlled in practical. Therefore, Asymmetric pLSA was proposed by choosing 
between the textual and the visual modality to estimate the mixture aspects in a given 
document. Moreover, an image is modeled by a mixture of latent aspects that is either 
defined by its text captions or by its visual features, so we obtain the model in different 
aspect mixture weight. In learning with this model, the aspect distributions ܲሺݖ|݀௜ሻ are 
learned for all training documents from one modality only, visual or textual modality, and 
then kept for the other modality, textual or visual modality respectively. 
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3.2.4.3 Annotating an image with pLSA Model 

Given new visual features ݒሺ݀ሻ and the previously estimated ܲሺݖ|ݒሻ 
parameters, the conditional probability distribution ܲሺݖ|݀௡௘௪ሻ is inferred for a new 
image ݀௡௘௪ using the standard folding-in procedure for a new document. Given these 
estimated mixture weights, the conditional distribution over words given this new image 
is given by: 

ܲሺݓ|݀௡௘௪ሻ ൌ ෍ ෑ ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௡௘௪ሻ

ேೢ

௝ୀଵ

௄

௞ୀଵ

, (3.22)

where the probability table ܲሺݖ|ݓሻ was estimated from training data. 
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4 CHAPTER IV 
 

THE PROPOSED TECHNIQUE 

 

In this chapter, we propose a novel model based on pLSA for image annotation and 
retrieval. We will call this new model, “two latent aspects pLSA model”, because we use 
two hidden random variables, the first latent aspect is used for representing that the 
images on a corpus relate their word, and the second latent aspect is used for 
representing visual features of each image relating with their word. The graphical model 
is shown in Figure 4.1. 

We obtain an inspiration from the advantage of standard pLSA being semi-
supervised learning. It can learn unseen images from the existing parameter of its 
model, but is poor in the performance. So we adapt pLSA to supervised learning 
technique to obtain better performance. In another inspiration, the novel image retrieval 
system should be expert system meaning the system can be used for searching by 
several query examples, such as image or text, and should also annotate an unseen 
image, then adding with its caption or tag for image indexing. So we will propose a 
novel model for image retrieval system that can work in multitasks, such as image 
search by text or image and image annotation, based on Generative Model using pLSA. 
Because the advantage of generative model is that we can design the model being 
useful to several works by a joint probability distribution. Therefore, in generative model 
by bottom-up reason, we can make our hypothesis which image documents in a corpus 
cause occurring words, and a word of images causes occurring Bag-of-features. 
Afterward, we add two latent variables to mapping between the image documents and 
their word by latent variable ݖ, and between their word and their BoF by latent variable ݈. 
In adding latent variable ݈, a bag-of-feature of each image is mapped by one-to-one 
mapping with latent variable ݈, and the words are mapped by many-to-one with latent 
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variable ݈. That means each image can be represented by many words liking image 
annotation concept. Similarly, In adding latent variable ݖ, each bag-of-word of a 
annotated image is mapped by one-to-one mapping with latent variable ݖ, and image 
document in corpus are generated by many-to-one mapping with latent variable ݖ. That 
means the images in corpus are generates by several words of their annotated image. 
By this hypothesis, we can thus design the model shown in Figure 4.1 which we expect 
our two latent aspects pLSA model to improve that the performances of several tasks 
are better than standard pLSA. 

d wz xl

NT

D

 

Figure 4.1 our proposed model, two latent aspects pLSA 

First, we define the following notations: 

 Images are represented by a observed random discrete variable ࣞ that can take 
the value ݀௜ , ݅ א ሼ1, … ,  is the number of document in training data ܦ ሽ, whereܦ
set.  

 Captions on each image can be represented by observed random variable ࣱ 
that can take the value ݓ௝ , ݆ א ሼ1, … , ܶሽ where ܶ is the size of a word 
vocabulary including of several words that are used for labeling an image in 
image annotation task, and are used for searching images by textual in image 
retrieval task.  

 Bag-of-features, being basis unit in our approach, are presented by a observed 
visual random variable ࣲ that can take the value ݔ௡, ݊ א ሼ1, … , ܰሽ, where ܰ is 
the size of visual vocabulary, constructed by K-Mean algorithm, that are used for 
searching images by an example image.  
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Under the assumption of probabilistic graphical model in two latent aspects 
pLSA, all of the observed random variables are conditionally independent distribution 
given by two hidden variables, so we will define two latent aspects in this following: 

 The first latent variables े to which we will refer as a visual latent aspect can 
take the values ݈௠, ݉ א ሼ1, … ,  .is the number of visual aspects ܯ ሽ, whereܯ

 The second hidden variable ࣴ to which we will refer as a word latent aspect can 
take the values ݖ௞ , ݇ א ሼ1, … ,  .is the number of word aspects ܭ ሽ, whereܭ

Thus, the joint probability ܲ൫݀௜, ,௝ݓ ௡൯ of all observed ݀௜ݔ  ௡ is given by theݔ ௝ andݓ ,
marginalization over all the possible values ݖ௞ and ݈௠:  

ܲ൫݀௜, ,௝ݓ ௡൯ݔ ൌ ෍ ෍ ܲ൫݀௜, ,௞ݖ ,௝ݓ ݈௠, ௡൯ݔ

ெ

௠ୀଵ

௄

௞ୀଵ

 (4.1) 

By the probabilistic graphical model in Figure 4.1, the joint probability of all random 
variables including of observation and non-observation can expressed in Eq. (4.2) 

ܲ൫݀௜, ,௞ݖ ,௝ݓ ݈௠, ௡൯ݔ ൌ ܲሺ݀௜ሻܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻܲሺݔ௡|݈௠ሻܲሺ݈௠|ݓ௡ሻ (4.2) 

Therefore, the joint probability distribution of all observed variable can rewrite as  

ܲ൫݀௜, ,௝ݓ ௡൯ݔ ൌ ܲሺ݀௜ሻ ෍ ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ
௄

௞ୀଵᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௉൫௪ೕหௗ೔൯

෍ ܲሺݔ௡|݈௠ሻܲ൫݈௠หݓ௝൯

ெ

௠ୀଵᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௉൫௫೙ห௪ೕ൯

 (4.3)

There are the two conditional independent assumption expressed in Eq. (4.3). 
The first term makes each image ݀௜ as a mixture of word latent aspects, defined by the 
multinomial distribution ܲሺݖ|݀௜ሻ. Each word latent aspect ݖ௞ is defined by the 
multinomial distribution ܲሺݖ|ݓ௞ሻ which gives the probability of each word ݓ௝ given by 
each word aspect ݖ௞. Moreover, in Eq. (4.3), when considering its second term, it also 
indicate that each ݓ௡ as a mixture of visual latent aspects, defined by the multinomial 
distribution ܲ൫݈หݓ௝൯, where each visual latent aspect is defined by the multinomial 
distribution ܲሺݔ|݈௠ሻ which gives the probability of each visual word ݔ௡. 
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Furthermore, the joint probability distribution of pairs between two observations 
can be computed by marginalization that can be expressed in Eq. (4.4), Eq. (4.5) and 
Eq. (4.6). These joint probabilities are useful for image annotation and retrieval of which 
we will explain in below section. 

ܲ൫݀௜, ௝൯ݓ ൌ ܲሺ݀௜ሻ ෍ ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ
௄

௞ୀଵᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௉൫௪ೕหௗ೔൯

 (4.4) 

ܲ൫ݓ௝, ௡൯ݔ ൌ ෍ ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ
௄

௞ୀଵᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௉൫௪ೕหௗ೔൯

෍ ܲሺݔ௡|݈௠ሻܲ൫݈௠หݓ௝൯

ெ

௠ୀଵᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௉൫௫೙ห௪ೕ൯

 (4.5) 

ܲሺ݀௜, ௡ሻݔ ൌ ܲሺ݀௜ሻ ෍

ۏ
ێ
ێ
ێ
ۍ

෍ ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ
௄

௞ୀଵᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௉൫௪ೕหௗ೔൯

෍ ܲሺݔ௡|݈௠ሻܲ൫݈௠หݓ௝൯

ெ

௠ୀଵᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
௉൫௫೙ห௪ೕ൯ ے

ۑ
ۑ
ۑ
்ې

௝ୀଵ

 (4.6) 

4.1 Learning parameters using EM Algorithm 

Our model consists of four conditional probabilities, ܲ൫ݓ௝หݖ௞൯, ܲሺݖ௞|݀௜ሻ, ܲሺݔ௡|݈௠ሻ, and 
ܲ൫݈௠หݓ௝൯ which are assumed as multinomial distribution. Their parameters are 
estimated by the Expectation Maximization Algorithm. For word vocabulary of ܶ different 
words, ܲሺݖ|ݓሻ is a ܶ-by-ܭ table that stores the parameter of word latent aspects ܭ 
being multinomial distribution. And the ܭ-by-ܦ table stores the parameters of the ܦ 
multinomial distribution ܲሺݖ|݀௜ሻ that describes the training document ݀௜. Moreover, for 
visual vocabulary of ܰ different visual words, ܲሺݔ|݈ሻ is a ܰ-by-ܮ table that stores the 
parameter of visual word latent aspects ܮ, which still is multinomial distribution. On the 
contrary, the ܮ-by-ܶ table is relative between visual word and word, as it stored the 
parameter of ܶ multinomial distribution ܲሺ݈|ݓௗሻ that describes the training words of 
word vocabulary. 

 In order to learning these parameters, in this work, we use EM algorithm 
including of 2 steps: E-step complete posterior probabilities of two dimension latent 
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aspects and M-step four parameters are updated based on expectation of the posterior 
probabilities of E-step. 

For E-step, the probability of two latent aspects depending on all observation 
can simply apply Bayes’ rule for Eq.(4.2), which obtain in Eq. (4.7) and Eq. (4.8).  

ܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ ௡൯ݔ ൌ
ܲ൫݀௜, ,௞ݖ ,௝ݓ ݈௠, ௡൯ݔ

ܲ൫݀௜, ,௝ݓ ௡൯ݔ
 (4.7) 

ܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ ௡൯ݔ ൌ
௉൫௪ೕห௭ೖ൯௉ሺ௭ೖ|ௗ೔ሻ௉ሺ௫೙|௟೘ሻ௉ሺ௟೘|௪೙ሻ

∑ ௉൫௪ೕห௭ೖ൯௉ሺ௭ೖ|ௗ೔ሻ಼
ೖసభ ∑ ௉ሺ௫೙|௟೘ሻ௉൫௟೘ห௪ೕ൯ಾ

೘సభ
  

ܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ ௡൯ݔ ൌ ܲ൫ݖ௞ห݀௜, ,௝ݓ௝൯ܲ൫݈௠หݓ  ௡൯ݔ

(4.8) 

For the M-step, we have to maximize the expected complete data log-likelihood ۳ሺࣦ௖ሻ 
by Eq. (7.13) 

۳ሺࣦ௖ሻ ൌ ۳௭ೖ,௟೘
൫݈݊ ܲሺࣞ, ࣴ, ࣱ, े, ࣲሻ ห݀௜, ,௝ݓ ௡൯ (4.9)ݔ

۳ሺࣦ௖ሻ

ൌ ۳௭ೖ,௟೘
ቌ݈݊ ෑ ෑ ෑ ܲ൫݀௜, ,௞ݖ ,௝ݓ ݈௠, ௡൯ݔ

௡൫ௗ೔,௪ೕ,௫೙൯
ே

௡ୀଵ

்

௝ୀଵ

஽

௜ୀଵ

ቮ݀௜, ,௝ݓ  ௡ቍݔ
(4.10) 

۳ሺࣦ௖ሻ

ൌ ෍ ቀ݊൫݀௜, ,௝ݓ ௡൯ݔ ln ቀܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻቁቁ ቀܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ ௡൯ቁݔ

௄,ெ,஽,
்,ே

௞ୀଵ,௠ୀଵ,௜ୀଵ,
௝ୀଵ,௡ୀଵ

൅ ෍ ൫݊൫݀௜, ,௝ݓ ௡൯ݔ ln൫ܲሺݔ௡|݈௠ሻܲሺ݈௠|ݓ௡ሻ൯൯

௄,ெ,஽,
்,ே

௞ୀଵ,௠ୀଵ,௜ୀଵ,
௝ୀଵ,௡ୀଵ

ቀܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ  ௡൯ቁݔ

(4.11) 

Where ݊൫݀௜, ,௝ݓ  ௝ in documentݓ ௡ correspond to wordݔ ௡൯ is the count of elementݔ
݀௜. In order to take care of the normalization constraints in Eq. (4.11), has to be 
augmented by appropriate Lagrange multipliers ߬௜ ௞ߩ ,  ௠,is given by Eq. (4.12)ߚ ௝ andߟ ,
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ऒ ൌ ۳ሺࣦ௖ሻ ൅ ෍ ߬௜ ൭1 െ ෍ ܲሺݖ௞|݀௜ሻ
௄

௞ୀଵ

൱

஽

௜ୀଵ

൅ ෍ ௞ߩ

௄

௞ୀଵ

ቌ1 െ ෍ ܲ൫ݓ௝หݖ௞൯

்

௝ୀଵ

ቍ

൅ ෍ ௝ߟ

்

௝ୀଵ

൭1 െ ෍ ܲ൫݈௠หݓ௝൯

ெ

௠ୀଵ

൱

൅ ෍ ௠ߚ

ெ

௠ୀଵ

൭1 െ ෍ ܲሺݔ௡|݈௠ሻ
ே

௡ୀଵ

൱ 

(4.12) 

Maximization of with respect to the probability mass functions leads to the following set 
of stationary equations: 

෍ ෍ ෍ ݊൫݀௜, ,௝ݓ ,௞ݖ௡൯ܲ൫ݔ ݈௠ห݀௜, ,௝ݓ ௡൯ݔ

ே

௡ୀଵ

ெ

௠ୀଵ

்

௝ୀଵ

െ ߬௜ܲሺݖ௞|݀௜ሻ ൌ 0  (4.13) 

෍ ෍ ෍ ݊൫݀௜, ,௝ݓ ,௞ݖ௡൯ܲ൫ݔ ݈௠ห݀௜, ,௝ݓ ௡൯ݔ

ே

௡ୀଵ

ெ

௠ୀଵ

஽

௜ୀଵ

െ ௞൯ݖ௝หݓ௞ܲ൫ߩ ൌ 0  (4.14) 

෍ ෍ ෍ ݊൫݀௜, ,௝ݓ ௡൯ݔ

ே

௡ୀଵ

ܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ ௡൯ݔ

௄

௞ୀଵ

െ ௝൯ݓ௝ܲ൫݈௠หߟ

஽

௜ୀଵ

ൌ 0 
(4.15) 

෍ ෍ ෍ ݊൫݀௜, ,௝ݓ ௡൯ݔ

்

௝ୀଵ

ܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ ௡൯ݔ

஽

௜ୀଵ

െ ௡|݈௠ሻݔ௠ܲሺߚ
௄

௞ୀଵ

ൌ 0 
(4.16) 

After eliminating the Lagrange multipliers and reforming simplify using Eq. (4.8), we can 
obtain the M-step re-estimation equations: 

ܲሺݖ௞|݀௜ሻ ൌ
∑ ݊൫݀௜, ,௞ห݀௜ݖ௝൯ܲ൫ݓ ௝൯்ݓ

௝ୀଵ

݊ሺ݀௜ሻ
  (4.17) 

ܲ൫ݓ௝หݖ௞൯ ൌ
∑ ݊൫݀௜, ,௞ห݀௜ݖ௝൯ܲ൫ݓ ௝൯஽ݓ

௜ୀଵ

∑ ∑ ݊൫݀௜, ,௞ห݀௜ݖ௝൯ܲ൫ݓ ௝൯஽ݓ
௜ୀଵ

்
௝ୀଵ

  (4.18) 

ܲ൫݈௠หݓ௝൯ ൌ
∑ ݊൫ݓ௝, ௡൯ேݔ

௡ୀଵ ܲ൫݈௠หݓ௝, ௡൯ݔ

݊൫ݓ௝൯
 

(4.19) 

ܲሺݔ௡|݈௠ሻ ൌ
∑ ݊൫ݓ௝, ௡൯்ݔ

௝ୀଵ ܲ൫݈௠หݓ௝, ௡൯ݔ

∑ ∑ ݊൫ݓ௝, ௡൯்ݔ
௝ୀଵ

ே
௡ୀଵ ܲ൫݈௠หݓ௝, ௡൯ݔ

 
(4.20) 
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Where ݊൫݀௜, ௝൯ݓ ൌ ∑ ݊൫݀௜, ,௝ݓ ௡൯ேݔ

௡ୀଵ  and ݊൫ݓ௝, ௡൯ݔ ൌ ∑ ݊൫݀௜, ,௝ݓ ௡൯஽ݔ
௜ୀଵ . From Eq. 

(4.11), (4.17), (4.18), (4.19) and (4.20) the algorithm can be shown in Algorithm 4.1 to 
estimate the parameters of our model. 

Algorithm 4.1: Learning a two latent aspect pLSA

Random initialization of ܲሺݖ|݀ሻ, ܲሺݓ|ݖሻ, ܲሺݔ|݈ሻ and ܲሺ݈|ݓሻ distribution tables 

While ݅݊ܿܽݐܽ݀ ݂݋ ݀݋݋݄݈݈݅݁݇݅ ݄݁ݐ ݊݅ ݁ݏܽ݁ݎ ൐ ܶ do 

[E‐step] 

for all  ൫݀௡௘௪, ,௝ݓ ,௡௘௪൯ such that ݊൫݀௡௘௪ݔ ,௝ݓ ௡௘௪൯ݔ ൐ 0, and ݇׊ do 

ܲ൫ݖ௞, ݈௠ห݀௜, ,௝ݓ ௡൯ݔ ൌ
ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻܲሺݔ௡|݈௠ሻܲሺ݈௠|ݓ௡ሻ

∑ ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ௄
௞ୀଵ ∑ ܲሺݔ௡|݈௠ሻܲ൫݈௠หݓ௝൯ெ

௠ୀଵ
 

end for 

[M‐step] 

for ݇ א ሼ1, … , ݅ ሽ andܭ א ሼ1, … ,  ሽ doܦ

ܲሺݖ௞|݀௜ሻ ൌ
∑ ݊൫݀௜, ,௞ห݀௜ݖ௝൯ܲ൫ݓ ௝൯்ݓ

௝ୀଵ

݊ሺ݀௜ሻ
 

end for 

for ݆ א ሼ1, … , ܶሽ and ݇ א ሼ1, … ,  ሽ doܭ

ܲ൫ݓ௝หݖ௞൯ ൌ
∑ ݊൫݀௜, ,௞ห݀௜ݖ௝൯ܲ൫ݓ ௝൯஽ݓ

௜ୀଵ

∑ ∑ ݊൫݀௜, ,௞ห݀௜ݖ௝൯ܲ൫ݓ ௝൯஽ݓ
௜ୀଵ

்
௝ୀଵ

 

end for 

for ݉ א ሼ1, . . , ݆ ሽ andܯ א ሼ1, … , ܶሽ do 

ܲ൫݈௠หݓ௝൯ ൌ
∑ ݊൫ݓ௝, ௡൯ேݔ

௡ୀଵ ܲ൫݈௠หݓ௝, ௡൯ݔ

݊൫ݓ௝൯
 

end for 

for ݊ א ሼ1, … , ܰሽ and ݉ א ሼ1, . . ,  ሽ doܯ

ܲሺݔ௡|݈௠ሻ ൌ
∑ ݊൫ݓ௝, ௡൯்ݔ

௝ୀଵ ܲ൫݈௠หݓ௝, ௡൯ݔ

∑ ∑ ݊൫ݓ௝, ௡൯்ݔ
௝ୀଵ ܲ൫݈௠หݓ௝, ௡൯ேݔ

௡ୀଵ
 

end for 

compute likelihood of data 

end while 
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4.2 Annotating an image with two-pLSA 

Given a new BoF extracted from a new image and the estimated parameters of 
two-plSA model ܲ൫݈௠หݓ௝൯. By this process, firstly, the new BoF is matched with 
ܲሺݔ|݈௠ሻ, being the parameter of each cluster in latent variable ݈௠, to estimate the 
similarity measurement between BoF and visual latent variable. And secondly, in the 
cluster ݈௠, the probability of words ܲ൫݈௠หݓ௝൯ from learning process is used for selecting 
the set of word by the criterion in Eq. (4.21) 

ܲ൫ݓ௝หݔଵ, ڮ , ௡൯ݔ ൎ ൛∑ ൣ∏ ܲሺݔ௡|݈௠ሻ஻௢ி೙೐ೢሺ௫೙ሻே
௡ୀଵ ൧ܲ൫݈௠หݓ௝൯ெ

௠ୀଵ ൟ ൈ
∑ ܲ൫ݓ௝หݖ௞൯ܲሺݖ௞|݀௜ሻ௄,஽

௞ୀଵ,௜ୀଵ   
(4.21) 

 The parameters ܲሺݔ௡|݈௠ሻ and ܲ൫݈௠หݓ௝൯ are estimated by the learning process. 
These parameters are the conditional probability, grouping words in a latent variable ݈௠ 
to estimate the probability of the words. Based on Bayes’ rule, the probabilities of words 
are ranked by increasing of their probability to annotate a new image. 

4.3 Image Retrieval by Text Query 

 

Figure 4.2 Diagram of Image retrieval by Text Query 

 In Figure 4.2, the estimated words of unlabeled images are estimated and 
indexed by annotation process. The histogram intersection technique is used to match 
between estimated words and query word. The retrieved images are ranked with the 
score of the intersection by increasing. 
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4.4 Image Retrieval by Image Query 

 

Figure 4.3 Diagram of Image retrieval by Image Query 

 In Figure 4.3, the estimated words of unlabeled images are estimated and 
indexed by annotation process. An image query are extracted a set of estimated word 
by the model, and these estimated word are matching to the estimated word of 
unlabeled images using histogram intersection technique and the score of matching are 
sorted by increase to return retrieved image. 
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5 CHAPTER V 
 

EXPERIMENTAL RESULTS 

 

This chapter describes the experimental results of image annotation and retrieval used 
in this research. Details of performance of constructing the visual vocabulary by varying 
size of visual vocabulary, and adjusting of the number of latent of variables are 
elaborated comparing with the existing annotation models, namely naïve Bayes, CMRM, 
pLSA, and two-pLSA model to evaluate the performance of automatic image annotation. 
By the automatic image annotation algorithm, the unlabeled images on the corpus are 
indexed using a set of text. The indexed texts on the corpus are used for matching 
between a text query and text index.  

 Based on the visual vocabulary construction, the dimensionality reduction of 
SIFT features using PCA are evaluated to study the effect in changing the size of visual 
word and the effect of reducing the dimension of SIFT feature. These effects will directly 
affect the performance of image retrieval, which will describe in Section 5.1. By 
selecting the visual word on the visual vocabulary, the experiment in Section 5.2 is to 
evaluate the effect to criterion of selection which affect to performance of image 
retrieval. The purpose of this dissertation is to develop the model of image annotation to 
identify and retrieve images for a large scale image. It is useful for image retrieval on the 
accuracy performance and speed of searching images, and can be conducive to a 
query with words or images by the proposed model, called Two-Probabilistic Latent 
Semantic Analysis. By indexing with words corresponded to image, the designed 
system can be supported for multiple functions, such as identifying meaningful image 
automatically, image retrieval by word, and image retrieval with image example , to 
retrieve images quickly, which are evaluated in Section 5.3, Section 5.4 and Section 5.5. 
The PASCAL 2008 dataset is evaluated in Section 5.3 in term of the performance of 
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image annotation and image retrieve with texts and image query. Another dataset, 
“MIRFlickr25000” is evaluated to study the effect of the general images which are taken 
by photographers. And the final experiment in Section 5.5 is to measure the visual 
changing vocabulary construction that effect to the performance of image annotation 
and retrieval. 

5.1 Experiment 1: Dimensionality Reduction of SIFT using PCA for object 
Categorization 

To study reducing the dimensionality number of SIFT, and the reduction on the 
size of visual vocabulary by adjusting the number of cluster on K-mean process. In this 
experiment, we investigate the approach of applying PCA to reduce SIFT dimension. 
The BoF is constructed by vector quantization technique; each center of cluster is a 
visual word. All center of cluster forms visual vocabulary. Histogram of BoF is used for 
BoF representation which is further trained by the k-NN model. For testing, a query 
image’s local feature is extracted by PCA-SIFT descriptor and being represented by 
histogram of BoF. An object category is identified as an output by majority voting using 
k-NN model  

Several simulations have been carried out to verify such objectives. There are 
three simulation categories. The first two is to investigate PCA-SIFT technique in terms of 
the number of dimension and mean average precision.  The last one is to investigate the 
effect of visual word reduction toward the performance. 

5.1.1. Dataset and simulation 

In this experiment, the Caltech-4 dataset consists of images from 6 object 
categories. This database contains the images in the following categories: airplane 
(1074 images), background (900 images), car rear (1155 images), car bg (1370 
images), face (450 images) and motorbike (826 images). The total numbers of images 
are 5,775. In the simulations, images are randomly spitted into 2 separated sets; 10% for 
training, and the remaining for testing purpose. SIFT feature is being extracted from 
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images by using 4,000 random keypoints. For baseline method, it is a reference method 
without our proposed PCA-SIFT. The number of dimension is equal to 128 dimensions, 
and contains 4,000 random keypoints of an image. 

For learning process, we use the k-NN, where k = 10, for 10 sampling vote for all 
object categories.  However, average precision of each object category is computed by 
the confidence score to obtain the probability from 10 voting samples. 

5.1.2. Performance of PCA-SIFT on dimension reduction and average precision 

In these simulations, we evaluate performance of PCA-SIFT in terms of reduction 
of PCA-SIFT’s dimension and average precision. For PCA-SIFT, we vary ߝ for 3 different 
values which are 0.1, 0.25 and 0.5. The higher value of ߝ implies the lower number of 
dimension of PCA space. Table 7.1 shows the number dimension of PCA at 3 different 
values of ߝ. The total dimension of PCA-SIFT space are 24, 40 and 115 for 0.25 ,0.5 = ߝ 
and 0.2, respectively. When comparing to the number dimension of baseline technique, 
i.e., 128, it shows that PCA-SIFT could reduce the number of dimension up to 80%.   

Table 5.1 The number dimension Of PCA 

Object 0.1= ࢿ 0.25= ࢿ 0.5=ࢿ Baseline 

airplanes 5 7 16 128 

background 4 10 23 128 

car (rear) 5 8 17 128 

car (bg) 3 6 12 128 

face 4 8 21 128 

motorbike 3 11 26 128 

Dimension 24 40 115 128 

Table 5.1 shows the average precision results compared between the baseline 
and our proposed technique. From the results, the values of mean AP for both 
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techniques are around the same.  When considered together with the number of 
dimension stated in Table 5.2, it is clear that reducing the dimension does not affect the 
average precision, i.e., the efficiency of PCA-SIFT does not decrease. 

Table 5.2  Average Precision 

Object 0.1= ࢿ 0.25= ࢿ 0.5= ࢿ Baseline 

airplanes 0.90 0.91 0.92 0.92 

background 0.69 0.71 0.73 0.79 

car (rear) 0.92 0.93 0.93 0.93 

car (bg) 0.89 0.90 0.91 0.91 

face 0.74 0.83 0.86 0.89 

motorbike 0.81 0.81 0.82 0.83 

Mean AP 0.83 0.85 0.86 0.88 

The precision-recall curve of baseline technique is shown in Figure 5.1. This 
curve shows the ability to retrieve accurately with each recall. Normally, the tread of 
precision will decrease when the recall increases. In general sense, the best model 
should be able to retrieve all images according to each category. 
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Figure 5.1 Precision-recall curve on baseline technique 

 

Figure 5.2 precision-recall curve of PCA-SIFT for 0.5= ߝ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

pr
es

is
io

n

recall

Baseline

airplane

background

car (rear)

car (background)

face

motorbike

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

pr
es

is
io

n

recall

Epsilon = 0.5 

airplane

background

car (rear)

car (background)

face

motorbike



45 
 

 

Figure 5.3 Precision-recall curve PCA-SIFT for 0.25= ߝ 

 

Figure 5.4 Precision-recall curve PCA-SIFT for 0.1= ߝ 
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Figure 5.2, Figure 5.3, and Figure 5.4show the precision-recall curve for three different 
values of 0.25 ,0.5 = ߝ and 0.1, respectively. The results from three figures indicate that 
all techniques including the baseline do not work well with background category 
images. This is because the background images consists many visual words that make 
it impossible for the model to identify the correct category. 

5.1.3. Performance of PCA-SIFT on the number of visual word 

In these simulations, we analyze the effect of the the number of visual word 
toward the precision. We construct the BoF representation, i.e., 3 visual vocabularies of 
60, 600, 6000 and 12000 visual words for baseline technique.  A BoF of each category 
is constructed individually with BoF of size 10, 100, 1000 and 2000 visual words. Finally, 
we construct a BoF by concatenating individual BoF to obtain 60, 600, 6000 and 12000 
visual words. All BoFs are equal to the size of visual word of the baseline technique. 

Table 7.3 show the mean AP result on the different number of visual words 
comparison between the baseline and our proposed PCA-SIFT with concatenated BoF 
on each category. Simulation results indicate that for small number of visual words, i.e., 
60, our proposed technique achieves higher precision than the baseline technique.  
However, we could not see this improvement when the number of visual words is higher. 
This suggests the number of visual words play more important role in the retrieval 
performance.  To reduce complexity of the system, the approach toward the reduction 
of local features’ dimension is more promising approach. 
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Table 5.3 Number of Visual Words and Mean AP 

Method #visual word mean AP 

Baseline 60 0.61 

PCA-SIFT 0.70 60 0.5= ࢿ 

PCA-SIFT 0.71 60 0.25= ࢿ 

PCA-SIFT 0.75 60 0.1= ࢿ 

Baseline 600 0.85 

PCA-SIFT 0.80 600 0.5= ࢿ 

PCA-SIFT 0.82 600 0.25= ࢿ 

PCA-SIFT 0.83 600 0.1= ࢿ 

Baseline 6000 0.87 

PCA-SIFT 0.81 6000 0.5= ࢿ 

PCA-SIFT 0.83 6000 0.25= ࢿ 

PCA-SIFT 0.85 6000 0.1= ࢿ 

Baseline 12000 0.88 

PCA-SIFT 0.81 12000 0.5= ࢿ 

PCA-SIFT 0.85 12000 0.25= ࢿ 

PCA-SIFT 0.87 12000 0.1= ࢿ 
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5.2 Experiment 2: Selecting Visual word with criterion 

Since the visual words are constructed by all parts of the entire image, each visual word 
is associated with several objects or background parts. Thus some visual words should 
be selected as the parts of an object. These parts correspond to the target object class 
and characterize discrimination between an object of interest and other objects. We 
compare two selection criteria, the maximum probability and entropy criterion and 
discriminative criterion 

5.2.1. Dataset and Simulation Condition 

In this dissertation, the Caltech-4 dataset consists of images from 6 object 
categories is used. This database contains the images in the following categories: 
airplane (1074 images), background (900 images), car rear (1155 images), car back 
(1370 images), face (450 images) and motorbike (826 images). The total numbers of 
images are 5,775 images. The images of an object are separated into 2 sets: learning 
set and testing set. The ratio of the number of learning images to testing images is 0.5, 
which the number of learning equals to the number of testing. To evaluate the 
effectiveness of the technique, several simulations have been carried out to verify such 
objectives. There are two simulation categories. First, we investigate elimination of small 
scale parameter of SIFT. Second, we investigate the detection technique using the 
maximum probability and entropy criteria. 

5.2.2. Results using scale parameter by threshold 

In this subsection, we investigate an experiment regarding the noise from object 
and the background image using a threshold technique of scale parameter. We varies a 
threshold, ௦ܶ, for 5 different values which are 0, 0.2, 0.4, 0.6, 0.8, and 1.0. The threshold 
equals to zero that use the standard SIFT technique. Our results show in Figure 5.5, 
Figure 5.6, and Figure 5.7. 
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(a) ௦ܶ ൌ 0 

 
(b) ௦ܶ ൌ 0.2 

 
(c) ௦ܶ ൌ 0.4  

 
(d) ௦ܶ ൌ 0.6 

 
(e) ௦ܶ ൌ 0.8 

 
(f) ௦ܶ ൌ 1 

Figure 5.5 The results of eliminated on an airplane image 

In Figure 5.5, we show an image in airplane class. When the threshold is 
increased, the number of points is decreasing. The numbers of points equal to 221, 12, 
2, 1, 1, and 1 points with the thresholds, ௦ܶ, which are 0, 0.2, 0.4, 0.6, 0.8, and 1.0 
respectively. The percentage of point reduction from using standard SIFT is 
approximately equal to 100, 5, 0.9, 0.4, 0.4 and 0.4 percent respectively. Seeing that an 
airplane image, the points from our elimination technique cover only the region of 
airplane 
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(a) ௦ܶ ൌ 0 

 

(b) ௦ܶ ൌ 0.2 

 

(c) ௦ܶ ൌ 0.4  
 

(d) ௦ܶ ൌ 0.6 

 

(e) ௦ܶ ൌ 0.8 

 

(f) ௦ܶ ൌ 1 

Figure 5.6 The results of elimination on an airplane image with noises 

In Figure 5.6, the number of points respectively equal to 833, 14, 7, 6, 2, and 1 
point in same airplane class, but an image appears some noise at the background. The 
percentage of point reduction from using standard SIFT is approximately equal to 100, 
1.6, 0.84, 0.72, 0.24 and 0.12 percent respectively. Our technique can eliminate the 
noise from the background and still retain the point covering the interesting object. 
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(a) ௦ܶ ൌ 0 

 

(b) ௦ܶ ൌ 0.2 

 

(c) ௦ܶ ൌ 0.4 

 

(d) ௦ܶ ൌ 0.6 

 

(e) ௦ܶ ൌ 0.8 

 

(f) ௦ܶ ൌ 1 

Figure 5.7 The results of elimination on a motorbike and human image 

In Figure 5.7, we investigate two objects including of motorbike and a person on 
an image with clutter background. The number of points respectively equals to 2104, 49, 
10, 4, 2, and 1 point. The percentage of point reduction from using standard SIFT is 
approximately equal to 100, 2.33, 0.48, 0.4, 0.19 and 0.04 percent, respectively. 

5.2.3. Maximum Probability and Entropy Criterion for choosing visual words 

In the first criterion we use the maximum probability and entropy cluster as parts of 
object. On each object, the probability of visual words can be defined as the ratio of the 
number of local features assigned to a visual to the total number of local features. We 
can write the probability in the form of Eq. (5.1) 



52 
 

ܲሺݖ௜ሻ ൌ ෍ ܲቀݖ௜ቚݒ௝
ሺ௨ሻቁ

௏ሺೠሻ

௝ୀଵ

 (5.1) 

, where ܸሺ௨ሻ is the number of local features, ݒ௝
ሺ௨ሻ , correspond to the object ݑ from 

validation set. And ݖ௜ is a visual word at ݅. Afterward, if those probabilities of visual word 
are larger than the predetermined threshold, those visual words are chosen to parts of 
the object. The predetermined threshold should equal to 1 ⁄ܭ , where ܭ the number of 
visual word from K-mean. Others with a small probability value are considered noise.  
Moreover, the non-common noise can be regarded by the entropy. The entropy is 
defined as 

௜ሻݖሺܪ ൌ െ ෍ ௝ܲሺݖ௜ሻ ln ቀ ௝ܲሺݖ௜ሻቁ

௏ሺೠሻ

௝ୀଵ

 (5.2) 

The entropy reflects the distribution of a certain visual word in each image within 
the same object. If the distribution is more uniform, the selected classifier is more 
common. So the visual words with larger entropies are kept. 

We investigate an experiment regarding maximum probability and entropy 
criterion when the number of local classifiers is increased. In Figure 5.8, when the size of 
visual word is increased, the recall also increases, but the precision decreases. It shows 
that this selection is not efficient to detect parts of object accurately, although we 
increase the number of visual words.  Because the selecting set of local classifiers is not 
suitable to discrimination between foreground and background. 
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Figure 5.8 The maximum probability and entropy criterion result 

5.2.4. Discriminative Criterion for choosing visual words 

In the second criteria we choose local classifiers according to their ability to 
discriminate between object-class and background. This criterion is similar to 
Bayes’ rule where local classifiers are chosen by the probability of positive features 
more than the probability of negative features. We can write this criterion in form of 
Eq. (7.25). 

෍ ܲቀݖ௜ቚݒ௝
ሺ௨ሻቁ

௏ሺೠሻ

௝ୀଵ

൐  ෍ ܲቀݖ௜ቚݒ௝
ሺ௨ഥሻቁ

௏ഥሺೠሻ

௝ୀଵ

, ݁ݎ݄݁ݓ ݅ ൌ ሼ1, … ,  ሽ (5.3)ܭ

, where തܸ ሺ௨ሻ is the number of negative visual word, ݒ௝
ሺ௨ഥሻ, which correspond to the non-

interesting object ݑ in images from validation set, and ݖ௜ is a visual word at ݅. 
Institutively, this criterion is well suited for detection purpose because it performs 
selection by optimal classification rate. 
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We investigate an experiment regarding discriminative criterion when the 
number of visual word is increased. In Figure 5.9, when the number of visual word is 
increased, the recall also decreases, but the precision increases. It shows that this 
selection is efficient to detect parts of object accurately. However, we must use a larger 
number of local classifiers to obtain better performance, and when we use the number 
of local classifier over than 20000, the performance is not better because of trade-off 
between the precision and recall.  

 

Figure 5.9 The discriminative criterion result 

 From the experimental results shown in Section 5.2.3, and Section 5.2.4, the 
technique of discriminative selection can improve the performance in precision of image 
retrieval where increasing the number of visual words. However the maximum 
probability and entropy approach is not effect to precision of image retrieval 
performance although the number of visual word is increased. Therefore, to improve the 
precision of image retrieval, the discriminative criterion has achieved the satisfied results 
where choosing a set of visual word by considering the number parts of object more 
than the number parts of non-object. 
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5.3 Experiment 3: Performance in PASCAL 2008 Dataset 

Objective of this experiment is to evaluate the performance of image annotation 
with three existing models comparing with our approach in PASCAL 2008 Dataset. 
Based on the models of automatic image annotation in unlabeled image dataset, the 
performances of image retrieval are reported in term of querying using text and querying 
using an image example in this section. 

5.3.1. Dataset and Simulation Condition 

In this experiment, we used the PASCAL 2008 Dataset [28] which contains a total 
number of 4,340 annotated images, and 20 words. An image contains at least one word. 
The data from training/validation in PASCAL dataset are divided into training and testing 
process by the ratio of 50%.  

Table 5.4 Statistics of PASCAL 2008 Image dataset 

Word #image #word Word #image #word 

Aeroplane 236 316 Diningtable 105 110 
Bicycle 192 269 Dog 388 477 

Bird 305 476 Horse 198 285 
Boat 207 336 Motorbike 204 272 
Bottle 243 457 Person 2002 4148 
Bus 100 129 Pottedplant 180 361 
Car 466 840 Sheep 64 145 
Cat 328 378 Sofa 134 151 

Chair 351 623 Train 151 166 
Cow 74 130 TVmonitor 215 274 

 Table 5.4 summarizes the number of words and images. The PASCAL 2008 
dataset is an unbalance dataset which unequally contains the number of word. The 
word, “Person” is the highest number of both image and word than the others. In this 
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simulation, the PASCAL 2008 dataset is divided into 2 separated set; 50% for training to 
construct the visual vocabulary and the models, and remaining for testing purpose. SIFT 
feature of training data set is extracted from images by Hessian Affine detection. The 
these SIFT features are used for constructing visual vocabulary of BoF prototype by K-
mean and images are represented into BoF prototype as new image features. BoF of 
entire training dataset are used for input feature to construct the models namely Naïve 
Bayes, Cross Media Relevance Model (CMRM), pLSA and our proposed model, two-
pLSA model. To measure the performance among these models, the testing dataset is 
used for image annotation by mean Average and processing time. 

5.3.2. Image Ranking with latent variable ࢠ 

The latent variable z can serve as grouping words which often are found 
together. It allows to take advantage of browsing the images in retrieval process from 
training dataset. The ranking images in a training dataset respect to their probability 
given a latent variable ݖ௞, to illustrate what this latent variable captures in the dataset. 
Assuming that ܲሺ݀ሻ is uniform, ܲሺ݀௜|ݖ௞ሻ becomes proportional to the corresponding to 

Given each latent variable ݖ௞, the top-ranked images according to ܲሺ݀|ݖ௞ሻ 

illustrate its grouping words. Figure 5.10 displays the 11 most probable images from the 
training set of PASCAL 2008 dataset. The top-ranks images represent latent variable at 
0, 1, 4, 6, 10, 12, and 17 related to “chair and sofa”, “bottle and tvmonitor”, “person”, 
“horse”, “train”, “cow” and “airplane” respectively. That shows that the two-pLSA model 
is also useful for browsing images. 

 

ܲሺ݀௜|ݖ௞ሻ ൌ ௉ሺ௭ೖ|ௗ೔ሻ௉ሺௗ೔ሻ

௉ሺ௭ೖሻ
ן ܲሺݖ௞|݀௜ሻ. (5.4) 



57 
 

 

Figure 5.10 The 11 most probable images in 7 latent variables of grouping in 20 latent 
variables from PASCAL 2008 Dataset variable. 
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5.3.3. Image Annotation: mean Average Precision Performance and Processing Time 

To measurement the annotation quality of the models, we compute the mean 
Average Precision of the given labels for each image in the test set. In this experiment, 
we investigate the annotating algorithms by varying the number of visual words which 
are constructed from K-mean algorithm ranging from 100, 200,300, 400, 500, 600, 700, 
800, 900 and 1000. For pLSA, the numbers of latent variable ݖ are equal to 10 and 20 
variables. For two-pLSA model, the number of latent variables ݖ is fixed by 20 variables, 
and the number of latent variable ݈ are 10 and 20 variables. So the comparison results 
are shown in Figure 5.11. 

 

Figure 5.11 mean Average Precision of image annotation in PASCAL 2008 dataset 

 From Figure 5.11, the mAP value if every model increases as the size of visual 
vocabulary increases, except for the CMRM that has nearly constant mAP. When 
considering the number of visual word of ܰ ൌ 1000, the naïve model obtains the mAP 
equal to 0.5. In addition the mAP of the other models are less than the of naïve except 
for the two-pLSA model. The mAP of the two-pLSA model equals to 0.51 when the 
number of both latent variable ݖ and ݈ is set to 20. In case of comparing pLSA model 
and two-pLSA model, their mAP are slowly increased according to the increasing 
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number of latent variable. This implies that the number of latent variable is not a 
necessary factor to improve the mAP performance. 

 In cases where ܰ ൌ 900, 600 and 300 visual words, the mAP values of two-
pLSA are higher than that of other models. From the experimental results, it can be 
concluded that our proposed model is suitable for automatic image annotation. Thus the 
supervised learning technique will achieve better performance than unsupervised 
learning when compared with the pLSA. 

 

Figure 5.12 An example image of improved annotation performance 

 In Figure 5.12, the two-pLSA technique improves the ranking of the annotation. 
The high value of average precision means that the model can annotate correctly in the 
lowest possible rank. The two-pLSA can annotate the word “bicycle” correctly at the 8th 
rank, while other models will order this label in the highest rank. Thus the two-pLSA 
model archives the higher mAP value than the others. 
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Figure 5.13 Processing time of image annotation per an image of the PASCAL dataset 

 Moreover, we compare the processing time for each an annotated image of 
each model, as shown in Figure 5.13. For every model, their processing time are 
increased according to the size of visual vocabulary. The processing time of naïve 
bayes model is the lowest. The processing time of two-pLSA model is around 7.2 milli-
seconds per one image, and also shows that the two-pLSA is faster than others expert 
the naïve Bayes model. When compared the performance of mAP and processing time, 
the two-pLSA is still the best model for image annotation. 

5.3.4. Text-based Image Retrieval in unlabeled images 

In this experiment, the performance of image retrieval by searching with text 
query is evaluated by varying the size of visual vocabulary in the set of image is 
unlabeled, but the images are labeled by the annotation model. The models are 
compared, including the naïve Bayes, CMRM, pLSA and two-pLSA model with the 
parameter of the different number of latent variables. The unlabeled images in the 
testing set will be annotated by the words using these models. The probabilities of 
words are used as the text indexing for image retrieval process. For matching between 
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two text index, which is estimated by annotation process, the histogram matching 
technique is used. The results of these models are shown in Figure 5.14. 

 

Figure 5.14 mAP of image retrieval by text query in PASCAL 2008 dataset 

From Figure 5.14, both of pLSA and two-pLSA model performance are lower 
than CMRM and naïve bays model, but two-pLSA model is higher than pLSA model. The 
performance of pLSA and two-pLSA is lower, because the estimated text by both model 
obtain the lower value than the naïve Bayes and CMRM. Therefore, the score of text 
histogram intersection obtain the lower value; the performance of image retrieval by text 
query also will obtain the lower value. The comparison of mAP in each object is shown in 
Table 5.5. Although, our model cannot archive the best performance using text query, 
the performance of Table 5.5 is indicated that our model can improve mAP of word more 
than the mAP of pLSA model, such as, “train”, “person”, “boat”, “horse”, “cow”, “dog”, 
“aeroplane”, “bus”, “bicycle”, “diningtable”, “bird”, “cat”, “motormike”, and “sheep”. 
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Table 5.5 Performance of image retrieval with a word query where the size of visual 
word as 1000 visual words 

mAP Naïve Bayes CMRM pLSA (z=20) 
Two-pLSA 
(z=20,l=20) 

tvmonitor 0.462 0.332 0.329 0.310 
train 0.408 0.298 0.108 0.140 

person 0.677 0.728 0.627 0.643 
boat 0.321 0.241 0.134 0.259 
horse 0.270 0.227 0.078 0.099 
cow 0.247 0.157 0.034 0.079 
bottle 0.242 0.276 0.197 0.121 
dog 0.266 0.301 0.170 0.200 

aeroplane 0.569 0.382 0.310 0.456 
car 0.358 0.319 0.246 0.245 
bus 0.402 0.368 0.128 0.161 

bicycle 0.346 0.318 0.199 0.240 
chair 0.349 0.251 0.234 0.217 

diningtable 0.217 0.227 0.101 0.109 
pottedplant 0.210 0.188 0.165 0.073 

bird 0.365 0.281 0.165 0.281 
cat 0.325 0.278 0.213 0.227 

motorbike 0.386 0.322 0.125 0.149 
sheep 0.483 0.203 0.066 0.173 
sofa 0.225 0.271 0.212 0.122 

Average mAP: 0.356 0.298 0.192 0.215 
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5.3.5. Unlabeled Image Retrieval based on automatic image annotation 

In this experiment, the performance of image retrieval by searching with query 
image is evaluated by varying the size of visual vocabulary as 200, 400, 600, and 1000 
respectively. The models are compared, including the naïve Bayes, CMRM, pLSA and 
two-pLSA with the parameters of the different number of latent variables. The unlabeled 
images in the testing set will be annotated by words using these models. The 
probabilities of words are used as the text features for image retrieval process. For 
matching between two text feature, which are estimated by annotation process, the 
histogram matching is used. 

 

Figure 5.15 mAP Performance of image retrieval using image query for unlabeled image 
in PASCAL dataset  

 Figure 5.15, the performance of image retrieval in mAP is shown. The mAP of 
retrieval in every model is increased when increasing the size of visual vocabulary. The 
mAP of pLSA increases when the number of latent variable is higher, but decreases 
when the number of latent variable is less than 20. For the two-pLSA, its mAP is also 
increase by increasing both the arising number of latent variable ݖ and ݈. 
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Figure 5.16 Example of image retrieval in the unlabeled image where a ground truth 
word from PASCAL dataset 

 

Figure 5.17 Example of image retrieval in the unlabeled image where two ground truth 
word from PASCAL dataset 

 

Figure 5.18 Example of image retrieval in the unlabeled image where three ground truth 
word from PASCAL dataset 
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The example of a query image with one word, “tvmonitor”, is shown in Figure 
5.16. The correctly retrieved images include of the 1st, 2nd, 4th, 5th and 6th ranks 
corresponding to one word, “tvmonitor”. It shows that our model can annotated a label 
correctly, although the small object or part of object. The example of a query image with 
two words, “person and bicycle”, is shown in Figure 5.17. The correctly retrieved image 
include of the 3rd and 8th ranks. It shows that the similar shape of object and different 
view of object, such as bicycle and motorbike, can be retrieved correctly. In case of 
three ground truth words, “person, bottle and dinningtable”, the retrieved image are 
shown in Figure 5.18. Using two-pLSA, the correct ranks are in the 2nd, 5th, and 6th. It 
indicates that the two-pLSA is also suitable for image retrieval, although there are 
multiple meaning in an images. 

 Because all of the tested models have estimated the probability of each word, it 
can be used together. A model is the task of indexing in the database, and then in query 
process the model can be changed to another model. The experiment results, defining a 
model is used for indexing process, and another model is served as an annotation 
model in query process, are shown in Table 5.6. 

Table 5.6 The performance in the crossed models where a model as indexing model 
and another as querying model  

Index 
Query 

Naïve 
Bayes 

CMRM 
pLSA 

(z = 20) 
Two-pLSA 

(z=20,L=20) 
Average 

Naïve Bayes 0.310 0.203 0.214 0.223 0.238 
CMRM 0.210 0.313 0.215 0.223 0.240 

pLSA (z=20) 0.231 0.237 0.307 0.238 0.253 
Two-pLSA 

(z=20,L=20) 
0.205 0.189 0.200 0.314 0.227 

Average 0.239 0.236 0.234 0.249  
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 The results in Table 5.6 observed that the annotation model, which is used in the 
indexing and querying process, is in the same model that archives the highest 
performance. In addition, our proposed model for image retrieval is the best model of 
which mAP is 0.31406. So that, in term of the performance of indexing process, our 
proposed model achieves the best effectiveness. However the naïve Bayes model 
usually is a good model when it used in the query process. 

5.4 Experiment 4: Performance in MIRFLICKR25000 dataset 

Table 5.7 The number of image in each word on MIRFlickr25000 dataset 

Words #images Words #images 
sky 845 people 330 

water 641 city 308 
portrait 623 sea 301 
night 621 sun 290 
nature 596 girl 262 
sunset 585 snow 256 
cloud 558 food 225 
flower 510 bird 218 
beach 407 sign 214 

landscape 385 car 212 
street 383 lake 199 
dog 372 building 188 

architecture 354 river 175 
graffiti 335 baby 167 
tree 331 animal 164 

In this experiment, we investigate on the performance of image annotation and 
image retrieval using real images which is taken by photographers and are used in the 
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image search engine data from Flickr Engine. And it also evaluate in a huge image 
database that is used in the real world. 

5.4.1. Dataset and Simulation Condition 

In this experiment, the MIRFlickr25000 dataset is used for evaluate the 
annotation and retrieval performance. It contains a total of 25000 images with 30 words 
which were downloaded from social photography sit Flickr.com. The average number of 
words per image is around 8 words. Table 5.7 shows the most common content-based 
word. The words can be subdivided in various categories. The most useful tags for 
research purposes are most likely those that clearly describe the images, preferably 
with a direct relation to the visual content of the image (e.g. snow, sunset, building, 
party). 

5.4.2. Image Annotation: mean Average Precision Performance and Processing time 

Table 5.8 mean Average Precision of image annotation with existing model on 
MIRFLICKR25000 dataset 

Models N = 1000 N = 5000 N = 10000 
Naïve Bayes 0.482 0.538 0.549 

CMRM 0.437 0.430 0.429 
pLSA (z = 5) 0.443 0.443 0.444 
pLSA (z = 10) 0.440 0.438 0.451 
pLSA (z = 15) 0.441 0.446 0.444 
pLSA (z = 20) 0.449 0.443 out of memory 
pLSA (z = 25) 0.441 0.445 out of memory 
pLSA (z = 30) 0.449 0.447 out of memory 

To measurement the annotation quality of the models, the mean Average 
Precision in each given label in testing set is computed. The number of visual word is 
varied as 1000, 5000 and 10000 visual words. Table 5.8 shows the comparison results 
of existing model on MIRFickr2005 dataset. The mAP value of naïve model is the best 
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performance in this dataset. The highest mAP value of the naïve Bayes is 0.54 when the 
size of visual word is 10000 visual words. In order to increasing the mAP of annotation 
performance in the naïve Bayes model, the size of visual vocabulary has to increase. In 
case of CMRM, its mAP has been nearly constant mAP when increasing the size of 
visual vocabulary. In case of pLSA, the increasing size of visual vocabulary and the 
increasing number of latent variable do not effect to the annotation performance. 

Table 5.9 mean Average Precision of image annotation when the number of vocabulary 
as 1000 visual words 

L\Z 5 10 15 20 25 
5 0.440 0.439 0.445 0.442 0.437 
10 0.444 0.437 0.435 0.442 0.437 
15 0.436 0.436 0.441 0.443 0.436 
20 0.441 0.442 0.442 0.441 0.437 
25 0.441 0.440 0.439 0.440 0.436 

Table 5.10 mean Average Precision of image annotation when the number of vocabulary 
as 5000 visual words 

L\Z 5 10 15 20 25 
5 0.441 0.436 0.437 0.432 0.439 
10 0.441 0.434 0.436 0.435 0.436 
15 0.454 0.438 0.435 0.434 0.436 
20 0.438 0.438 0.438 0.439 0.438 
25 0.440 0.439 0.436 0.434 0.434 

 Table 5.9 and Table 5.10 show the resulting mAP of annotation performance with 
two-pLSA model when varying the size of visual vocabulary as 1000 and 5000 visual 
words respectively. These results are indicated that the number of visual and both of 
latent variable of the two-pLSA model cannot improve efficiency annotation using the 
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huge images. However, the annotation performances of two-pLSA are nearly equals to 
the performance of the pLSA.  

Table 5.11 processing time (seconds) of annotation with existing model of 
MIRFlickr25000 dataset 

Models 1000 5000 10000 
Naïve Bayes 0.001 0.008 0.017 

CMRM 0.139 0.584 1.116 
pLSA (z = 5) 0.019 0.040 0.080 
pLSA (z = 10) 0.026 0.073 0.151 
pLSA (z = 15) 0.038 0.108 0.226 
pLSA (z = 20) 0.042 0.145 out of memory 
pLSA (z = 25) 0.051 0.180 out of memory 
pLSA (z = 30) 0.058 0.212 out of memory 

 However, the complexities of existence models are evaluated by processing 
time of computing the estimated words using the models as shown in Table 5.11. The 
naïve model is the lowest complexity model than other models, and the pLSA model 
spend the most of time for estimated words when increasing the number of latent 
variable. Figure 5.19 shows the processing time of annotation process when the size of 
visual vocabulary as 1000 visual words with increasing the number of latent variable. It 
indicates that the processing time will be increased by the number of latent variable ݖ 

arises. But the increasing the number of latent variable ݈ does not effect to the 
complexity of annotation time. 
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Figure 5.19 The processing time of two-pLSA model when increasing the number of 
latent variable ݖ and ݈ for image annotation process.  

5.4.3. Unlabeled Image Retrieval based on automatic image annotation 

Table 5.12 mean Average Precision of image retrieval using a query image with existing 
model on MIRFlickr25000 dataset 

Model N = 1000 N = 5000 N = 10000 
BoF 0.741 0.697 0.704 

Naïve Bayes 0.729 0.766 0.717 
CMRM 0.702 0.682 0.693 

pLSA (z = 5) 0.700 0.674 0.697 
pLSA (z = 10) 0.689 0.698 0.704 
pLSA (z = 15) 0.698 0.719 0.679 

Objective of this experiment is to perform the image retrieval by searching with 
query image with estimated text using annotation process. By varying the size of visual 
vocabulary as 1000, 5000 and 1000, the results is compared among BoF matching and 
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the annotation models, including of naïve Bayes, CMRM, pLSA and two-pLSA model, 
as shown in Table 5.12, Table 5.13, and Table 5.14. 

In Table 5.12, it shows that the naïve Bayes model achieves the best 
performance in retrieval process. These results indicate that annotation process can 
improve the performance of image retrieval in term of precisely retrieved images as the 
mAP of naïve Bayes higher than BoF matching. 

Table 5.13 mean Average Precision of image retrieval using a query image with two-
pLSA where the size of visual vocabulary as 1000 visual words 

L\Z 5 10 15 20 25 
5 0.640 0.716 0.681 0.640 0.671 
10 0.663 0.667 0.665 0.661 0.706 
15 0.701 0.683 0.667 0.689 0.673 
20 0.687 0.680 0.693 0.704 0.675 
25 0.690 0.695 0.709 0.668 0.670 

Table 5.14 mean Average Precision of image retrieval using a query image with two-
pLSA where the size of visual vocabulary as 5000 visual words 

L\Z 5 10 15 20 25 
5 0.665 0.650 0.670 0.672 0.709 
10 0.733 0.684 0.660 0.691 0.678 
15 0.689 0.753 0.629 0.648 0.695 
20 0.688 0.721 0.683 0.680 0.673 
25 0.667 0.681 0.704 0.705 0.728 

 Considering the increasing number of latent variables in two-pLSA, they effect to 
little performance of image retrieval. The approximately mAP of two-pLSA when the size 
of visual vocabulary as 1000, and 5000 visual words are 0.6802 and 0.6867 
respectively. However, the complexity of retrieval compared between BoF matching and 
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estimated text matching depends on the dimensional of indexing in each image. The 
processing of matching index is evaluated, and is shown in Figure 5.20. The result 
shows the the retrieved speed of matching with estimated text is faster than the 
matching with BoF search. 

 

Figure 5.20 The processing time when increasing the size of visual vocabulary 
compared between the estimated texts search and BoF from a query image 

In order to test the performance of indexing with word from automatic image annotation, 
the process of indexing term from the annotation model serves with various modes of 
the following: naïve Bayes, CMRM, pLSA when the number of latent ݖ is 15 variables, 
and two-pLSA model given its number of latent ݖ and equal ݈ to 15 variables. In the 
process of searching images with an image example, the query image is annotated with 
a set of specified words from the various modes as well as indexing process. Afterward, 
the specific meaning of preview with the different model will be switched to indexed and 
matched in query processes as shown in Table 5.15, and Table 5.16 with the different 
size of visual vocabulary as 1000 and 5000, respectively. 
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Table 5.15 The performance in the crossed models of 1000 visual words where a model 
as indexing model and another as querying model in MIRFlirkc25000 dataset 

Index 
Query 

Naïve Bayes CMRM 
pLSA 

(z = 15) 
Two-pLSA 

(z=15,L=15) 
Average 

Naïve Bayes 0.732 0.714 0.670 0.659 0.694 

CMRM 0.645 0.703 0.684 0.673 0.676 
pLSA (z=15) 0.657 0.678 0.691 0.666 0.673 

Two-pLSA (z=15,L=15) 0.663 0.696 0.684 0.691 0.6838 

Average 0.674 0.698 0.682 0.672  

Table 5.16 The performance in the crossed models of 5000 visual words where a model 
as indexing model and another as querying model in MIRFlirkc25000 dataset 

Index 
Query 

Naïve Bayes CMRM 
pLSA  

(z = 15) 
Two-pLSA  

(z=15,L=15) 
Average 

Naïve Bayes 0.704 0.702 0.680 0.654 0.685 

CMRM 0.644 0.701 0.671 0.680 0.674 
pLSA (z=15) 0.653 0.700 0.699 0.675 0.682 

Two-pLSA (z=15,L=15) 0.657 0.699 0.682 0.700 0.6848 

Average 0.665 0.701 0.683 0.677  

 In order to test the performance of indexing with word from automatic image 
annotation, the process of indexing term from the annotation model serves with various 
modes of the following: naïve Bayes, CMRM, pLSA when the number of latent ݖ is 15 
variables, and two-pLSA model given its number of latent ݖ and equal ݈ to 15 variables. 
In the process of searching images with an image example, the query image is 
annotated with a set of specified words from the various modes as well as indexing 
process. Afterward, the specific meaning of preview with the different model will be 
switched to indexed and matched in query processes as shown in Table 5.15, and 
Table 5.16 with the different size of visual vocabulary as 1000 and 5000, respectively. 
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Table 5.15 shows the performance of image retrieval is achieved by the different 
automatic image annotation models where the size of visual vocabulary is 1000 visual 
words. In term of indexing process, the performance of model are sorted by decreased 
namely, CMRM, pLSA, naïve Bayes, and two-pLSA model, respectively. It is indicated 
that the CMRM is the best of indexing precess. And in term of query process, the naïve 
Bayes, Two-pLSA, and CMRM and pLSA are the sorted decreasing performance of 
image retrieval using an image example. It shows that our proposed model is a model 
that suitable for image retrieval using query process. 

 The results obtained from changing the size of visual vocabulary as 5000 visual 
words are shown in Table 5.16. It reports that the performance of indexing using the 
automatic models is decreased in CMRM, pLSA, two-pLSA, and naïve Bayes model. 
And the performance of query using the models are sorted by the most to the least as 
this following, naïve Bayes, two-pLSA, pLSA and CMRM. Considering the processing 
time of the annotation process in each model, the CMRM, and two-pLSA usually spend 
more time. So both of CMRM and pLSA is not suitable for image retrieval system, and 
the naïve Bayes and two-pLSA model also is the best model in image retrieval system 
without labeled in any images.  

5.5 Experiment 5: Performance in MIRFLICKR25000 dataset when the constructed 
visual vocabulary by PASCAL 2008 dataset 

Because the constructing of new visual vocabulary often spent a lot of times, the 
performance of visual vocabulary created from dataset itself is compared with the visual 
vocabulary constructed by another dataset as describing in this experiment. Where the 
sizes of visual vocabulary are 1000 and 5000 visual words, the dataset, PASCAL 2008, 
is used for creating the visual vocabulary. There are three tables shown the performance 
of image annotation, retrieval by text query, and retrieval by image example. 
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Table 5.17 Performance of image annotation compared between two visual vocabularies 

Models  
N=1000 N=5000 

Flickr25000 Pascal 2008 Flickr25000 Pascal 2008 
Naïve Bayes 0.482 0.483 0.538 0.539 

cmrm 0.437 0.436 0.430 0.437 
pLSA (z = 15) 0.441 0.448 0.446 0.454 

two-pLSA(z = 15,l=15) 0.441 0.440 0.435 0.438 

 The performance results of image annotation with the models namely naïve 
Bayes, CMRM, pLSA, and two-pLSA are shown in Table 5.17. The mAPs of the models 
compared between the visual vocabulary created by the itself and another visual word 
created by another dataset are not much different. It indicated that the visual 
vocabulary, which is constructed by another dataset, can be used to an image 
representation based on Bag-of-Feature representation. It means that the new visual 
vocabulary is not necessary, and the existing visual vocabulary can be used at the 
same. The performance of the image annotation is sorted decreasing namely, naïve 
bayse, pLSA, two-pLSA and CMRM respectively. 

Table 5.18 Performance of image retrieval by a text query compared between two visual 
vocabularies 

Models  
N=1000 N=5000 

Flickr25000 Pascal 2008 Flickr25000 Pascal 2008 
Naïve Bayes 0.328 0.333 0.328 0.344 

cmrm 0.301 0.296 0.288 0.285 
pLSA (z = 15) 0.247 0.244 0.252 0.246 

two-pLSA(z = 15,l=15) 0.217 0.220 0.227 0.227 

In Table 5.18, the performance of image retrieval by text query is shown. It 
shows that another visual vocabulary does not affect to the effectiveness of image 
retrieval. The value of mAP is closely to the visual vocabulary created by its dataset. And 
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the mAP of model is sorted by decreasing namely, naïve Bayes, CMRM, pLSA and two-
pLSA. It also is indicated that the probabilistic model is not suitable for find the images 
in case of text search. 

The performance of image retrieval by image example is shown in Table 5.19. It 
shows that, in case of BoF search, the size of visual vocabulary is decreased, the mAP 
of it performance is also decreased. And the mAP of changing visual vocabulary is 
decrease where the size of visual vocabulary as 1000 visual words. However, using the 
annotation model in different visual vocabulary can improve the performance of image 
retrieval by image example where the size of visual vocabulary is increased. 

Table 5.19 Performance of image retrieval by an image query compared between two 
visual vocabularies 

Models  
N=1000 N=5000 

Flickr25000 Pascal 2008 Flickr25000 Pascal 2008 
BoF 0.741 0.679 0.697 0.698 

Naïve Bayes 0.729 0.739 0.766 0.740 
cmrm 0.702 0.698 0.682 0.711 

pLSA (z = 15) 0.698 0.700 0.719 0.661 
two-pLSA(z = 15,l=15) 0.667 0.692 0.629 0.655 

All of experimental results in this chapter show that the size of visual vocabulary 
is the most importance in term of efficient of precision and processing time in image 
annotation and retrieval process. The increasing number of visual word affects directly 
the mAP of every performance and also effects to spend the time of annotating 
unlabeled image. The performance of the probabilistic model depends on the initial 
parameters setting. Because the initial setting in EM-Algorithm of both pLSA and two-
pLSA normally used the randomly setting, so the performance of precision in annotation 
and retrieval depends on that setting. The number of latent variable has affected little to 
performance in term of precision performance. Base on the experimental results of MIR 
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Flickr25000 dataset is found that the naïve Bayes is the best model of image annotation 
and retrieval. 
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6 CHAPTER VI 
 

CONCLUSIONS 

 

This dissertation presents a model called “two-pLSA model” to solve the problem of 
automatic annotation and retrieval based on Bag-of-Feature using SIFT feature. The 
performance was analyzed both in term of the computational complexity and the 
annotation and retrieval performance. The experiments on comparing existing 
annotation techniques, namely naïve Bayes, cross media relevance model, and pLSA 
model with our proposed model only were conducted to obtain an actual efficiency of 
the annotation model.  

From experiment in Section 5.1, an object categorization framework utilizing 
principal component analysis with bag-of-feature is proposed. The experimental results 
shows that the PCA-SIFT can reduce the dimensionality of SIFT space with comparable 
efficiency as baseline technique. And it also can reduce the dimension of SIFT up to 
around 80% with the same average precision compared to baseline technique.  

From experiment in Section 5.2, an approach to detect the parts of interest 
object is proposed. By firstly removing the noise parts of image using the threshold 
technique on scaling parameter of SIFT feature, the visual vocabulary then is 
constructed using k-mean algorithm basing on bag-of-feature model. Afterward the 
visual words are selected using based on the maximum probability and entropy criteria 
and choosing entropy criteria using the transiting number of selecting visual words. 
Experimental results show that the entropy criterion is robust to background clutter and 
eliminate the parts of irrelevant object.  

 From experiment in Section 5.3, the strength of the two-pLSA lies on the efficient 
annotation annotating performance and the faster speed of processing time for 
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identifying the meaning than the other models. Moreover, in term of image retrieval by 
text query and image query, the textural features of the unlabeled image are estimated 
by the models and then used for the index in search process. The performance of image 
retrieval task using two-pLSA is better than the other models. Based on the experimental 
results, the size of visual vocabulary is the critical factor that increases the efficiency of 
the image annotation and retrieval. For pLSA model, the number of latent variable ݖ as a 
factor affecting the efficiency of the annotation and retrieval is minimal. However, the 
pLSA model is not the best model for image retrieval task because its mAP of the image 
retrieval is less than the other models. For the two-pLSA model, the concept of our 
proposed model is separated into two latent variables. The first latent variable ݖ used for 
grouping words which often found together, while the second latent variable ݈ used for 
grouping visual words which often found together at each word. Therefore both the 
number of latent variable will affect the performance of annotation and retrieval. In case 
of the image retrieval task, the number of latent variable ݖ  will not increase the efficiency 
of retrieval. By increasing the number of latent variable ݈, the performance of retrieval is 
also increased. On the other hand, in the image annotation task, the effect of increasing 
the number of latent variable ݖ impacts less to increase the efficiency of the annotation 
than increasing the number of latent variable ݈. 

 From the experiment in Section 5.4, the MIRFlickr25000 dataset is used for 
evaluate the annotation and retrieval performance. The mAP value of naïve model is the 
best performance in this dataset. The naïve model also is the lowest complexity model 
than other models, and the pLSA model spend the most of time for estimated words 
when increasing the number of latent variable. In term of indexing process, the 
performance of model are sorted by decreased namely, CMRM, pLSA, naïve Bayes, 
and two-pLSA model, respectively. It is indicated that the CMRM is the best of indexing 
precess. And in term of query process, the naïve Bayes, Two-pLSA, and CMRM and 
pLSA are the sorted decreasing performance of image retrieval using an image 
example. 
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 By the experiment in Section 5.5, the performance of visual vocabulary created 
from dataset itself is compared with the visual vocabulary constructed by another 
dataset. It indicated that the visual vocabulary, which is constructed by another dataset, 
can be used to an image representation based on Bag-of-Feature representation. It 
means that the new visual vocabulary is not necessary, and the existing visual 
vocabulary can be applied at the same result. 

 Considering all of the experimental results in the dissertation, they conclude: (1) 
the size of visual vocabulary is the most importance in term of efficiency precision and 
processing time in the image annotation and retrieval process. (2) Our designed image 
retrieval based on text-based indexing using automatic image annotation can support to 
search various examples such as text or image. (3) Using the automatic image 
annotation, the text-based indexing for unlabeled image is applied the proposed model 
to improve the performance in term of robustly change the visual vocabulary. However, 
the limitation of our proposed model is that the number of latent variable in pLSA and 
two-pLSA has affected little to performance in term of precision of image annotation and 
retrieval. In another way, the performances of both pLSA and two-pLSA depend on the 
initial parameter setting. The normally setting in EM-algorithm of both used the randomly 
setting is difficult to find optimal solution to obtain the better performance of image 
annotation. However, the proposed model is promising for image annotation and 
retrieval system, which are demonstrated by the evaluation of the prototype system in 
PASCAL 2008 and MIRFlickr25000 dataset.  

In future works, our model can be implied the object segmentation algorithm. 
Based on the grouping visual word of each object in latent variable ݈ can used as a 
criterion of identify the SIFT feature belonging to the part of interest object. Moreover, 
the technique of visual vocabulary construction instead of K-mean can improve both 
performance of image annotation and retrieval such as fuzzy c-mean or another 
dictionary learning approach. 
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