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CHAPTER |

INTRODUCTION

1.1 Background and Motivation

-
Digital multimedia recording-and siarage devices become common thus causes that the

number of digital multimedia,.such as di‘lgital image and digital video, is also increase
considerably. Thereforey to efficientliy alC.C’e.SS the image/video collection requires a
system to handle search and orgaﬁi;zati&;]lof this information. Such system is called
image/video retrieval sysiem that d"rganizéf aHd index database of a photos. The ideal

retrieval system should be designed to _s-ij.pport intuitively search for the user, and

\ £ . .
require minimal amount of human interaction‘and to be applicable to large collections.
fatd 2k

The prevalent approach to.image retr}—éythalls into two main categories, namely

text-based and content-based image retrieval."In text—baéed image retrieval system,

images are first annotated with text, and the traditional text Tetrieval techniques can be
used to perform image' retrieval. The main advantages of text-based retrieval are its
simplicity and=convenient=direct sadeption- afi ymature textual information retrieval
techniques. In‘addition} it is ‘easy 'to"Use text to"express textual‘Characteristic related to
images..Some commercial.image.retrieval systems, ‘such as Googdle and Yahoo!, have
adopted this technigue."In' general, ‘there'are two'strategies-to associate‘image with text.
One strategy is to annotate image by human. These annotations provided by people
usually are close to the semantic of images. However, this strategy suffers two
drawbacks. First, it is very tedious and time-consuming to annotate image manually,
especially when the size of image collection is huge. Although manual annotation
involves a substantial amount of work, and often results in heavy cost, there is a system

that utilizes a collaborative system approach called LabelMe [1] which takes advantage



of its member as annotators. Second, these annotations are usually subjective because
different people may give different descriptions to the same image. Another strategy
automatically annotates image with terms or words. The main advantage of this strategy
is the complete automatic process of image annotation without human interference.
However, the use of text involves some problems. For example, it is possible that all
texts are irrelevant to image contents, and seme images are presented or annotated

without text information.

-
Because of the emergence of large scale image collection, the difficulties faced

by the manual annotatien approach became more and more accurate. To overcome
|
these difficulties, content-based image retrieval (CBIR) [29-33] is proposed. CBIR

automatically indexes images by using thb extracted low-level visual features such as

color and texture, and then the fetrieval ofi_irﬁ;ages is based solely upon these indexed

image features. Since then, many;techniq—ues in this research direction have been

F o
developed. Although CBIR is'a premising méthodology for image retrieval, it still suffers
e )
from some issues. The computaiional cost of extracting image features for a large

o

collection might be unacceptable. In addition, the User. query must be provided in the

form of an examplé _;of—the desired image, which is n"ot:-simple to common users.
Moreover, the imagesrr_vvith similar low-level features mray not represent the similar
meanings. Finally, the reliance on visual similarity for judging semantic similarity in all
current approaches is not reliable due to thelso-called semantic gap between low-level

features and high-level concepts or semantic meanings.

Recently,automatic image ‘annoétation technigles are proposed to address the
semantic gap problem. Automatic image annotation is the process by which a computer
system automatically assigns keywords to a digital image. The primary purpose of a
practical content-based image retrieval system is to discover images relating to a given
concept in the absence of reliable metadata. In contrary to CBIR, annotations can
facilitate image search though the use of semantic meaning such as text. This

methodology assures the good performance of image retrieval that if the results of



mapping between images and words are reasonable, text-based image retrieval system
can be semantically more meaningful than search with CBIR. However, this technique is
still in its infancy and is not sophisticated enough to extract satisfactory semantic
concepts. Moreover, many experiments show that current image annotation techniques
still have poor performance in the context of image retrieval because of that irrelevant

keywords associated with images often lessen.image retrieval performance.

1.2 Research Objective

-

A novel latent variable modeling. technique for image annotation and retrieval is
proposed. This model is"uséful in annotating the images with relevant semantic
meanings as well as in retiéving images which satisfy the user’'s query with specific text
or image. The frameworl of two-step Ia—{tec_}t variable is proposed to support multi-
functionality of the retrieval and annotation ;yste_m.

Furthermore, the existing 'énd théftqmposed image annotation models are

4 [ -_,J‘_.l
compared in terms of their annotating performance. Images from standard databases

are used in the comparison in “order to idéh’fif§/_fhe bestsmodel for automatic image

annotation, using préq;i'si—on—recall measurement. Local feétqfes, or visual words, of each
image in the database é_re extracted using SIFT and Clustéring techniques. Each image
is then represented by Bag-of-Features (BaF) which is a histogram of visual words.
Semantic meanings canrthen be related to each BoF using!latent variable for annotation
purposes. Subsequently, for imagge retrieval, each image query s also related to
semantic meanings. % Finally,} image’| retrieval| is | achieved by%matching semantic
meanings of the query with those of the images in the database using a second latent

variable.
1.3 Scope

1. Study the performance and the limitation of traditional image annotation and
retrieval models namely co-occurrence, cross-media relevance, and

probabilistic latent semantic analysis.



Develop a novel two-step latent variable model that can be applied to image
annotation and image retrieval systems on the standard image databases.

Study the performance of the proposed model and provide a comparative study
of proposed techniques with other traditional models proposed by other

researchers.

1.4 Expected Prospects

1.

1.5 Research ProcedL_J;re—

Acquire a basic knewledge of image database-modeling techniques for applying
to image/video retrieval system.

Obtain the new mogdeél thalis used for a new baseline in the novel image retrieval
system. A ¥
Publish in an international journal ofcqnference papers.

Obtain the empiricalitknowledge of"j:advantages and disadvantages in using the
proposed model technique-s_ii_n imag:'e;,‘_r_de{rieval.

Understand the necessity:of the modéliﬁig techniques for image annotation and

retrieval system. L =

Study previous research paper relevant to the reséarch works of the dissertation.
Develop-the, new imagerannotation and gretrieval,model.

Developgthe high performance of image annotation technique and high ranking
of image-retrieval technigue when,using-ourmodel.

Develop simulation programs:

Test the proposal algorithms using standard generic image databases such as
PASCAL 2008, MIRFLICKR25000.

Perform the proposed modeling technique on image retrieval system including
image annotation and image ranking.

Collect and analyze computational results obtained from simulation programs.



8. Summarize the major finding as we found in Step 7 and conclude the
performance of the proposed model in all concerned aspects.

9. Publish in an international journal or conference papers.

10. Check whether the conclusion meet all the objectives of the research work of the
dissertation.

11. Write up.

AULINENINYINS
AR TN TN



CHAPTER I

LITERATURE REVIEW AND RELATED WORKS

The details of the visual v

/ scribed on this chapter compromising
two sections such as im '&ue in Section 2.1, the literature
reviews in Section 2.2 ana? i ] model in Section 2.3. For image
representation, the Ba / : - Feature Transform and the

constructed visual voc 1. Afterward the review of
image annotation and i odel is described in Section
2.2. Finally, the existing dissertation are described in
Section 2.3 namely naive levance model and probabilistic

latent analysis model.

2.1 Image Representation

)

The image representation-compromises of two i importe nCe procedures including of

extracting local features fror 'tructing a visual vocabulary

form the local features.

ﬁl u&l %ZVLEJ m NEIN?
fh R SR ©

regions of detected points, (iii) these descriptors are then quantized and formed a visual
vocabulary, (iv) BoF uses the number of occurrences of each visual word in an image to

form a visual word histogram that represents a given image.



2.1.1.1 Points of interest detection

Sale | g — 35—
(next ﬁ

octave)

A
Scale
{first
octave]
Difference of
aussian (DOG)
Figure 2.1 For each octave 0 the given image is repertedly convolved with
to build a set of blurring images*shov : eft. Adjacent Gaussian Images are
Pyt . ’
subtracted to construct the difference ian images on the right. After each

AEATT TR
LTI T

octave, the Gaussian:'Tage is down-sampled :
e |

The points o rest detection ically find points which are

|

etric and photometric transformations. In order to ensure that
given an imag it Fj@ [ iﬁ [ ill be detected from the
image when tﬂu?jtr ﬂﬂﬁr ti ﬂjﬁtﬁw matrix. Several points
of interest ors_exist in_[1 -‘:fuz is work, tHe*difference féﬂ sjan filter is used
at vario§q ;ﬁ:j 30§nﬁr§ ifsﬁeilﬁjﬁuﬁ;ju Eldeteot points of

interests.

invariant to some ge

® (Convoluting the image with Gaussian filter at various scales.
® Constructing the different of Gaussian images from adjacent blurred images as
shown in Figure 2.1. An efficient approach to construction of different of

Gaussian image has been referred in [16-17]. The initial image is incrementally



convolved with Gaussian to produce image separated by a constant factor k in
scale space, shown stacked in the left column. We choose to divide each octave
of scale space in an integer number s of intervals, so the intervals of each are
produced with s + 3 images in the stack of blurred image for each octave,

which means the scale intervals of scale parameter equals to 3 scale images per

an octave. And the varian of Gaussian in the first image equals to
1.6. and the number dissertation as 4 octaves.
. . d . .
® Detecting the candida y@e extrema detection, shown in
Figure 2.2. : \ ~

® Assigning keypoi

Figure 2.2 maxi aﬁﬂqﬁﬁﬁmﬁ;ﬁﬁn images are detected by
comparing a E)ijl, d fwit sl neig n eins at the current and
adjacent scale, marked with circles H?]. These maxima or minima‘pixels are candidate

e RO ST T AN 1618
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Figure 2.3 A local featu

ing the gradient magnitude and
orientation of each nei round location of an points of
interest as shown on m of 8 orientation over 4x4

sub-regions as shown is case, th dm&nsionality of a local feature is

i
in terms of specificity oﬂegienierese b stﬁss to image transformation. It

can compute by local hlstogram of edge dlrectlons compared with given the orientation

of the image rﬁrutﬁwja 63 W ﬁthﬁ@Ttﬂrﬂjgure 2.3. In this work

we use neighbots point in 16x 16 reg|ons around a pomt of mterest location. So, when

AW SO T TR

feature qequal to 8 dimensions.

2.1.1.3 Quantization of Local Feature into Visual Vocabulary

From the two previous point detection and extracting local features step, we obtain a set
of visual feature of images. To construct a visual vocabulary, we use K-mean clustering

technique, an unsupervised learning which estimates mean vectors of each cluster. K-
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mean. Using the clusters model in this case, a testing feature y is assigned to the

cluster i* having the smallest distance, as shown in Eq. (2.1)
"= arg;ninllxn — well? 2.1)

Generally, in order to achieve a simple, fixed size of image representation, we
can rewrite each cluster of K-mean.from local feature according to the smallest distance
in Eq. (2.1) by Eg. (2.2). This means that local features of an image are quantized into a

set of cluster, called visualveecabulary, and each-¢cluster is called visual word.

x = Q(x) = v dist(x, vy) S_dist(x, vj) vje{1,.., N} (2.2)

,where N denotes theSize of visual vocabulary or the number of cluster set.

Algorithm 2.1 EM algorithm for Ksmean, Wh,eré N is the number of the unclassified local

features and ny, is the number of the_classifije__g:l local feature at each cluster k.

Initial the mean vectors ,uk, using random the local features
Hi < Hi_init < random- — J
Repeat '
UE-StepU: cla551fy a local feature X intoja local cluster, fixed

the meanvectors i,
- 2
1, ifules argmin”xn — |
Zg < j !
0, othewise

UM-StepV: rupdaten parameters (of smean<yvectors, which
estimates. given

N
ny < Zn:l Znk
lf Ny >0
N
Ui < Zn:lznkxn
else
Uk < Hi_init

Until classify not change or more than maximum iteration
Return y,;

Technically, the K-mean method aims to group of similar local features into a

specific visual word. So when we could be considering as similar to the stemming
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preprocessing step in textual retrieval system. Instance of stemming technique in textual
task, the term man, men, human are mapped to same stem man, which becomes a
word for bag-of-words representation in textual task. In same motivation, the bag-of-

features is to map local feature into a visual word that is similarity by Eq. (2.1)

2.1.1.4 Bag-of-Features

The first image representation, we will“’consider the bag-of-features (BoF) that

can be constructed from the'loeal feature,according to

s(d;) = {akd;, v, n(d;, vy), ..., nld; vy)}, (2.3)

]
, Where n(di, vj) dengi€s the number of occurrences of visual word v; in an image d;.

This representation hasgnot/nformation o}.spatial relation between each visual word.
Because, in textual retrieyal task, the bag:{of—i‘eature places importance in a significant
amount of information in decuments and i_r‘_frages than ordering of information. So, the

] 4
spatial relation is completely Femoved from bf'jag-qf—feature representation.
et #22 0

2.2 Literature Reviews and Related Works

el

Several appfo_;eic—hes have been proposed in the—litﬁérature on automatic image
annotation [2-15, 37-52]. Different models and machﬁirne learning techniques are
developed to learn about'the correlation between low-level features and textual words
from the examples of annhotated image and then apply such correlation to predict words
for new images. In this section we review some pioneer works about automatic image
annotation which divided into’ twa Imajor categories|/namely,  génerative model and
discriminative model. The basic idea of generative model [1-11] is to construct a model
from joint probability of image features and words, and then use Bayes’ rule and
marginalization of probability to estimate the conditional probability of words given by
image features for automatically image annotation. But in the discriminative model, the
model is directly being constructed the conditional probability of words given image

features.
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2.2.1. Generative Model

In the first category, generative mode, there are three major models which are
considered for image annotation namely co-occurrence model [53], relevance model
[39-45], and latent semantic analysis model [3-7]. The first generative model is the co-
occurrence model [53], which collects the co-occurrence, is to count words and image
features matrix, and use its matrix to predict annetated image words for images. In [37],
Duygulu et al. proposed the improved co-occurrence model by utilizing machine
translation models. In this method, it Considers image annotation as a process of
translation from visual feature l@ lexts and collects the co-occurrence information by
estimation of translation#probability. Tihey proposed to describe image using a
vocabulary of blobs. Eachiimagelis generété'd by using a certain number of these blobs.
Their Translation Model = a isubstantial 'improvement on the co-occurrence model-
assumes the image annoiation can be ’:S/j_gavy_ed as the task of translation from a

vocabulary of blobs to a vocabulary of Word.rsjf.-_!

2.2.1.1 Relevance Model T i

L, =

ol

Second model, relevance model, some researchér used relevance language

model which has b(;en successfully applied to autorﬁétic image annotation. The
essential idea is to firstfind annotated images that are similar to a text image and then
use the words shared by the' annotations of‘the similar_ images to annotate to the test
image. There are twa subcategories«in Irelevanceimoedel,! namely discrete variable, and
continuous variable. In discrete variable, it is thedasic idea of cross-media relevance
model. This modeliaimsita improve theieo-occurrence model deseribed'in [39], Jeon et
al. assume a one-to-one corresponded between blobs and words in images. Images are
considered as a set of words and blobs, which are assumed independent given the
image. The conditional probability of word given a training image is estimated by the
count of word in this image smoothed by the average count of this word in training set.
These posterior distributions allow the estimation of the probability of a potential caption

(set of words) and unseen blobs as an expectation over all training images. Another
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approach to improve co-occurrence model is Multiple Bernoulli relevance models [41].
Multiple-Bernoulli relevance model is based on Cross-media relevance model but it is
different in the word distribution hypothesis. Cross-media relevance assumes that
annotation words for any given image follow a multinomial distribution, while this model

uses Bernoulli process to generate words.

For the continuous variable model, while the cross-media relevance model is to
counting word in given training set thaltr is “disCrete-random variable techniques, but
same authors considered. blebs correspond to werd which called Continuous-space
relevance Model described in{40]. Thereiare two significant differences between Cross-
media relevance model and Continuouls—s.pace relevance model. First cross-media
relevance model is a diserete model and éaﬁnot take advantage of continuous features.
In order to use cross-media rélevance mo‘lc"a_leld':for image annotation we have to quantize
continues feature vectors into a.discrete r_v'oca;bulary. Secondly, the difference of the
cross-media relevance model relrie’s"'on cltjéﬁ%in_g of the feature into blobs. Annotation

desd A4

quality of the cross-media relevance model is very sensitive to clustering errors, and it

o

depends on being able to pridfi"éélect the correct cluster granularity: too many clusters

will results in extreméfs’ﬁrse of the space, while too few Willt-lead us to confuse different
objects in the images. Continuous relevance model does not rely on clustering and

consequently does not suffer.from the granularity issues.

Currently, P."Huang et al [42] proposed combining three co-occurrence models
including translation model, .cross-media relevance ,model. and” multiple Bernoulli
relevance model! They showed the‘comparison performanee between-individual model
and combining models. The combining model gives the better performance for image
annotation. In addition, they compare among individual models that the result of Multi-
Bernoulli relevance model gives better performance than others. In addition, in [45], Jin
et al. proposed a coherent language model for automatic image annotation that takes
into account the word-to-word correlation to estimate a coherent language model for an

image. Because a common problem shared by most approaches for automatic image
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annotation is that each annotated word for image is predict independently, the word-to-
word correlation is important particularly when image features are insufficient in

determining an appropriate word annotation.

Another approach in relevance model, in [43], Marukatat proposed a semi-
supervised technique. This work estimated a conditional probability of words given by
un-annotation image and estimated the parameter model by semi-supervised learning.
Three qualities were computed, namely;rposterior probability on the image in dataset,
similarity between un-annotated images and annotated image, and the probability of

annotated words to estimate the conditional probability of word given images.
\

2.2.1.2 Latent Semantic Analysis Model : %

_—

Another way 0f capturing . Co—ocgur{ence information is to introduce latent
variables to associate visual featu_re yvith wc}f_rgs;_Standard latent semantic analysis (LSA)
and probabilistic latent semanticr_é_nalysié{;(.gl-_SA), are applied to automatic image
annotation [3-6]. A significant step forward mf_thl’s approach was proposed by Hofmann
[3], who presented the probability 1.SA mode_i;-'a;lso known as the aspect model, as an
alternative to LS|, which-has tised for text retrievaf researchﬁ.ﬁ The pLSA approach models
each word in document as a sample from a mixture :model, where the mixture
components are multinomial random variables that can be viewed as representation of
topics. Thus each: ward sy generated from single | topie,yand different words in a
document may be generated from different topics. Each document is represented as a
list of ;/mixings propertions=for=these; mixturey eemponentsy and, thereby reduced to a
probability distribution on"a" fixed set of topic. This distribttion” sometime is called the
reduce descriptor associated with document. By this approach, Money et al [4, 5] have
extended the experiments to bigger collection of 8000 images and shown encouraging
results to using pLSA model. And In [6], Bosch et al investigated whether dimensionality
reduction using a latent model is beneficial for the task of weakly supervised scene
classification which used k-nearest neighbor or Support Vector Machines (SVM) for their

experiment. This technique is a combination of pLSA and supervised learning.
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Some works was extended pLSA model to annotation images. Blei and Jordan
[7] extended the aspect model as the latent Dirichlet Allocation (LDA) Model and
proposed a correlation LDA (CORR-LDA) model. This model assumes that a Dirichlet
distribution can be used to generate a mixture of latent factors. This mixture of latent
factors is then used to generate words and regions. Fei-Fei and Perona [8] modified
LDA model and have extended the experiments to learn natural scene categories. Their
algorithm provides a principled approach to‘learn.relevant intermediate representation
of scenes automatically andwithout supervisiontorwhat humans would to do. In another
extend the aspect model approach, Zhang et al [38] proposed the aspect model as
Gaussian mixture distribution dnstead of assuming artificial distribution of annotation
word and the unreliable agSogiation evidence used in many existing approaches, they
assume a latent aspectas the connection Eetween the visual feature and the annotation
words to explicitly explait the synergy améng the modalities. In [44], Pham et al. study
the effect of Latent Semantic Analyg{s on tvséé;:(ji.fferent tasks namely image retrieval task
and automatic annotation task. Fhis result ehéL:]r,'es that LSA model when combining to

image retrieval system can improve automatic annotation image.

2.2.2. Discriminative Model

The second catégory, discriminative model, the method is closely resembling to
generic object detection‘task. The problem.of detecting is often posed as a binary
classification task; mamely, distinguish | between ‘an_object, \which means that a word
describes its object, and background'class. Such a.classifier can turn into a detector by
sliding ‘it across the'image and classifying each local window. Alternatively, in [12,13]
one can extract local window at locations and scales returned by an interesting point
detector and classifier these, either as an whole object or as a part of an object. In [14],
Torralba et al proposed the training multiple binary classifiers at the same time needs
less training data since many objects share similar image features. In this assumption,
they show that classifier is fast since the computation of many features can be shared

among different objects. In [46], Chang et al. learned an ensemble of binary, each
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specific label. In [47], Li et al proposed a Confidence-based Dynamic Ensemble model,
which is a two-stage classifier. In [48], Liu et al proposed SVM-based active feedback
using clustering and unlabeled image to address the small size problem. In [49], Zhou
et al. proposed biased discriminative analysis (BDA) and its kernel form to find the
transformed space where the positive examples cluster while the negative ones scatters
away. To handle the singularity problem ‘caused by small sample size, Tao [50]
designed direct kernel BDA scheme where” direct discriminative analysis is used to
replace the regularizationsmethod used'in BDA:~Reeently active learning studies the
strategy for the learner to activelysSelect samples to-query the user for labels, in order to
achieve the maximum infefmation /gain lin decision making. In [51] Cox et al. used
entropy minimization in search’of the set oflimages that, once labels, will minimize the
expected number of future iteration. In [EZlE Tong and Chang proposed SVM-active
algorithm for applications in text classificj:ation_ and image retrieval. In this category,
research aim to determine a functié_n that',-:jéép-classify, detect the interest object and
then annotate and ranking with/result Which'}dﬁ?igin from classification. However, in our
idea, the retrieval system should- be desig;néﬁL.with multifunction to support many

requirements from user._So the generative approach is intéresting to design the system

than discriminative model. However the discriminate model approach is designed for
object recognition which is a specific object detected ori images, thus it is not suitable

for image retrieval task

Because'the previous models-are designed for individual task, for instance, the
co-occuarrence model is| useful for automaticjannotation but it is net suitable for image
retrieval task. While the latent semantic analysis is designed for image retrieval task but
it is not suitable for automatic image annotation. Although, the discriminative model
archives the best performance for image annotation task, but each semantic meaning
word is modeled by stand alone model because we have to design each object to
detect it. So the model is not suitable for image retrieval. Therefore, to design a novel
image retrieval system should be the expert system based on generative model that is a

joint probability among low-level image feature, semantic word feature vectors and
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image document term. Our model can automatically annotate new images which will be
added into that system and can also retrieve images by user’s query with text or image.
So, in this dissertation, we propose a new model, called the two latent aspects pLSA
model, which can work in multifunction, including of image retrieval function and

automatically image annotation for image retrieval system.
2.3 Existing Annotation models

The existing automatie-image ‘@nnotation~teehniques in this dissertation are
compared namely naive Bayes.model, Cross Media Relevance Model (CMRM) and
Probabilistic Latent Analysis Model (pLS"JA Model). The efficiency of these models are
measured by mean Average Precision and processing time, so that the accuracy in

each rank of which each model pr_ed:ict words are considered to find which model is
4
suitable for image annotation /and retrieval problem. In this section, we would like

introduce the existing model, exceptszSA thQ_deI will be explained in next chapter.

ot i
o

2.3.1. Naive Bayes Model — —

te)

The naive Bayes modéi '[1’8] is a’ éir?wple classifier used for often in text

categorization. It can.be viewed as the maximum a posterifﬂ_t'probability classifier for the
generative model in which: (1) a image category is selected according to class prior
probability; (2) each wdrdsin the image is.ichosen independently from multinomial

distribution over speeific wornds.

Considering-<image-annetation prablema set aflabeled image I = {I;} and the
set of wvisual vocabulary V = {v;} at "visual ‘word "t. The nalve “Bayes model is
constructed by counting the number visual word t belonged word w. To annotate a new

image, the Bayes' rule is applied and ranked of posterior score as:

|4
P(leli) ~ P(W])P(Ille) = P(W]) np(vtle)l\’(t:l) (2.4)
t=1
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Where N(t, i) is the count of the visual word v, in an unlabeled image I;, and in Eq. (2.4)
, the naive Bayes model requires the estimating of the class conditional probabilities of
visual word v, given word wj. In order to a void probabilities of zero, the parameters

P(vtle) are computed with Laplace smoothing:

1+ Z{Iiewj} N(t, i)
Vit N Db N s, D)

P(”t|Wj) =

2.3.2. Cross Media Relevance Maodel (Cf\/IRM)

Cross Media RelevancesModel (QMRM) [40] is improved from relevance-based
learning model, which the preblem of auljtomatically annotating images and the ranked
retrieved images are considered th’éz joié’:probability distribution of visual word and
words. Images are considered ‘as sgts "pf ‘words and visual words, The CMRM s
assumed independently given - the imag'e;_s.,_. In training process, the conditional
probability of word and visual word given gif-raining image dataset is estimated by the

counting of visual word and words, which aréié#ﬁoothed by the average count of these

words. In testing process; the posterior distribution allows the estimation of the

probability of set of Wérd—arrd—anvnseen—mage—asexpectati‘o'n over all training image.

To annotating an unseen image d.,, IS based on.the joint probability of all its t
constituting visual word v¢-and word w;. This joint probabilities are estimated by its

expectation over the'M|training images,

M
P(wj, o). N ) = Z R(dp)P(Wj, vy, ., V4| 7). (2.6)
i=1

The visual words are considered independently given an image d;, which

givens:

M Ny
P(wj,vr, v ve) = ) P(ADP(wildy) | | PCwelaph@o. (2.7)
i=1 t=1
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where N(d;, v;) is the count of the visual word v, in image d; . The probability of word
w;in a training image d; is the likelihood of word in image combined with the likelihood
of word in all the training dataset. A fusion parameter a controls the importance of the

image and the likelihood of training set:

N(w;, d
P(wjld;)) = (1—-a) +a (‘;\1/]1 ) (2.8)
where N(Wj, dl-) denotes’ it nage d; , N(v;, d;) is the count

of visual word v, in image.é ing images, and N(W],d) is the

number of images in whi Iy, the probability of a visual

word given an image d;

likelihood in training set, cg

P(veld) = (1= B) (2.9)

ﬂ‘UEl’J‘VIEWlﬁWEJ']ﬂi
’QW’mﬁﬂ‘iﬂJ UAIINYAY



CHAPTER 1lI

PROBABILISTIC GRAPHICAL MODEL

In order to study the probabili * el for image annotation and retrieval, in

this dissertation, we firstly i via probabilistic graphical model,

nehﬁel for several applications. The
Meotion 3.2, we briefly discuss

1 can be expressed as graphical

which is used to effecti
probabilistic model will
Probabilistic Latent Sem

model.

Probabilistic Gra odel: ral framework for representing
models in which a number _ teract. It has used in many field such
as expert system, image/vidg_egi@.%aw l{ _pattern recognition/classification etc.
Figure 3.1 shows a e;.- xample of graphical model in /hich each node represents a
random variable or a“set of random 2dge in the graph represents the

among the random variables in
edge between two ‘r? tyt g eﬂdﬁe' ndent. The qualitative
dependencies@fu(}jbo ﬂgl les cﬁﬁj a'edges are specified via
parameteri nr'io I isﬁ ' ﬁﬂs o) - ﬁv Oﬁf functions”. The
structuﬁoﬁ:jwélﬁaoﬂlﬁb if;‘G[ ﬁaﬂjii ﬁﬁj iEjion over all the

random variables.

qualitative dependencie e graph. The absence of an
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61

93 ° ez

Figure 3.1 Example of odes denote random variables,
while squared nodes d ameters of 7 model. The shaded circle denotes
observed random variables, while cled nodes represent hidden random

variables.

Generally thérd'are two main types of gr \0del. The first model is called

directed graphical model, also known as Bayesian net@rks, where all the edges are
considered to have a direetion from parent_to child nodes denoting the conditional
dependency aﬂnﬂ?ﬂ%%rﬂv%@ow&bﬂ%m gdition we assume that
the directed graﬂh is acyclic, i.e., c@ntain no cyc@. In contrast, Iil? second model is
called Qtha aﬂacﬂﬂ@@Hsuanqs’gaw&arﬁe&m the following
paragrarﬂw, we will éxplain high- Ievelnex-planation of the basic idea. of directed graphical

model.

Directed Graphical Model or Bayesian Network presents the joint probability
distribution of d random variables, x = (X, X5, ..., X4). by a directed acyclic graph in
which each node, i, representing variable X;, depends on directed edges from its set of

parent node m;. So the joint distribution of X can be factored into the product of
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conditional probability distribution of each variable given its parents, we can write

general from of joint probability distribution in Eq. (3.1), for each setting X of the variable

Xn

d
p(x10) = | | p(xi|xr, 6;) (3.1)
L]

Where, given its parents, X; i / nt of all other variables expecting
itself, @; is the set of param r@bability which relates X, to X;.

Given a dat-r t D i ' ally. distribution observations of
yhere x(M = (xfn) xén)).

he all parameters which are

all variables in the grapi

itten in Eq. (3.2) as a function ¢

1) E;T?T%*Wmm
M  adBL RS e sy

t|mat|ng parameters are previously unknown, so we can maximize the log

the likelihood can be '

(3.2)

likelihood as shown in Eq. (3.3).



23

N
L£(0) = logp(D|0) = Z log p(x™|0)

N d
L£(0) = ZZ ogp(x (")|an )

n=1i=1

If the parameters O; given its

functionally independent of
distribution of others in the graph

to the sum of local terms.i

posterior probability are independently on observeddata, and each parameter,

S VL)) i gl
AR SR NSy

Tﬂe final term in Eqg. (3.5), log prior function, can be seen as a regularize

(3.5)

function, which can help reduce the overfitting in situations where there is insufficient

data for the parameter to be well-determined.
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3.2 Probabilistic Latent Semantic Analysis

The Probabilistic Latent Semantic Analysis model (pLSA) [3-6] the initial element of the
aspect model family, was proposed by Hofmann [3] as a probabilistic alternative to the
linear algebra-based Latent Semantic Analysis (LSA) method. It proposes an interesting
probabilistic formulation of the concept; of topics in text collections, decomposing a
document into a mixture of latent aspects defined by a multinomial distribution over the
words in the vocabulary. la.the followigg deseription of the pLSA in [4, 5] the term
document defines sets of diserete elemeﬁts, referring.to either text or image documents.
This aspect model is a latent variable or,lhidden variable model for co-occurrence data
which associates an unebserved class vl‘ari.able with. each observation, an observation

i

being the occurrence of the word in é partfgular document.

' 4
For pLSA, the probabpilities of«variables are defined in this following. Documents
or images are represented by a discrete ram&prﬁ variable D, that can take the values d;,
ald v ol
where i € {1, ..., M}, and M is the-number.of documents. Each document or image is

represented by a set of elements r_egarded?}a_sgthe observation of a discrete random

variable X, that can_take the value X;, where J=E {1,_-':.:.,N}, x; ranges over the

vocabulary words in'tﬁé_ text case, over the different visual words for image case, So N
is the number of elements. Under the pLSA assumptions,“the observation of elements X
is conditionallyindependent-with the,observation of document D.given a hidden variable
Z, called a latent ‘aspect. This discrete'variable is*not observed, and can take the
positive_values .z, where_k € {1, ..., K}, and K“s the number of“aspects. The joint
probability ‘of' observing d;' afd Xj-isvthus giventby" the-marginalization over all the

possible values z;, and can form P(di,xj) in Eqg. (3.6)

K
P(dl,x]) = Z P(di,Zk,Xj) (36)
k=1



25

The conditional independence between d; and Xj given zp translates into
factorization of the joint probability of d;, xj, and z; in Eq. (3.7) and being substituted
into Eq. (3.6) to obtain a joint probability in Eq. (3.9)

P(di, Zy, x]) = P(dl)P(lezk)P(zkldl) (37)

(3.9)

D |P Xi|zx ) P(zgld,)
=1

The conditional.i ﬁ*b g. (3.7) makes each document d;
a mixture of latent aspe ined by The multinomial d stribution P(z,|d;). Each latent
aspect z, is defined b it ‘2‘\\ on P(xj|z), which gives the
probability of each eleme aspect z,. And P(d;) denote the
probability that a word occurre! -,==---‘-L ved in a particular document d;. We also
P i :

represent this latent aspect modetin graphical model depicted in Figure 3.2.

Using these definitions, th afive model =d for elements and documents

, e—————ll 3
co-occurrences by theifollowing Y

Select a docunﬂwt d; with probability P(d;), m

: 1 Ve AL
’Q W']ﬁNﬂiﬂJ Nﬂﬂﬂiﬂﬂ ¢
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n(d

M

Figure 3.2 Graphical Model of pLSA where /M is number of training document and

n(d;) = Z?’n(di,xj) is the number of elemenis in.document d;.
-
The conditional probability.distrioutions, P(x{z), and P(z|d), are considered as

multinomial distributions#@ivensthat: both Z and d are discrete random variables. The
parameters of these distributions dre eétiTated by the EM algorithm [3, 34]. For a
vocabulary of N different elements, P(xlz}. .is a N-by-K table that stores the parameter
of the K multinomial distributionsr':P(xIz,;fz.J;And a K-by-M table P(z|d) stores the

parameters of the M multinomial: distrib_‘t‘jtloﬁ P(z|d;) that describes the training

d P. F‘:
document d; - -
Y

3.2.1. pLSA Learning using EM-Algorithm = .

In order to ie'jc'jm two_parametertables,—one mr—i. gse a maximum likelihood
formulation of the Ie-é;n-ing problem. The standard procéaare for maximum likelihood
estimation in latent variable model is EM algorithm for incomplete data [34]. EM
alternates twoy steps: (i)l any Expettation «E) Ustep’ Whereposterior probabilities are
completed for thig latent variables, based on the current estimates of the parameters, (ii)
a Maximization=(M), stepswhereparameters~are~updated /based n the so-called
expected, complete data log-likelihood which depends on the posterior probabilities

computed in the E-step.

For the E-step to infer the latent aspect z; given the observation pair d; and Xj
from the previous estimate of the model parameter, that simply applies Bayes’ rule in Eq.

(3.7) to obtain
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P(xj|zx )P (zx|d))

. (3.10)
211§=1P(xj|2k)P(Zk|di)

P(Zkldi; xj) =

For the M-step has to maximize the expected complete data log-likelihood E(L®) being

given by Eq. (3.15)

[ i» Xj (3.11)
E(LC) L - ' '/éwxj) di' x] (312)
——

Zkldi,x]') (313)

E(L°) =
(3.14)
)P(Zklduxj)
E(L°) = zihd)P (x| zi )} (3.15)
, | j

s mm ﬂgﬂmjm it
" %qf‘j(ﬂ?w})"”z’w BOA, EL)

Maximization of H with respect to the probability mass function leads to the

following set of stationary equations

M

> n(di ) Pzl di ) = 7P (]2) = 0 (3.17)

i=1
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N

Zn(di,xj)P(zkldi,xj) _PiP(Zkldi) =0 (318)

j=1
After eliminating the Lagrange multiplier, we can obtain the M-step re-estimation

equations

YLy n(di ) P(z|di %)
Eiea 2L n(dibo) Bz |di, x;)

Xei n(d x; FRAZEN )
n(d;)

(3.19)

P(x|zi) =

The E-step and the M=steprequations are alternated until a termination condition

is met. This can be a convergence condition, but it may also use a technique known as

early stopping. Y

| A
3.2.2. Inference: pLSA of anew QOqument'_:',_, A
The conditional probability d'istributi'b‘_rtipver aspects P(z|d,.y) can be inferred

4 [ —-_,J‘_.l ) o
for an unseen document d,.,,. Fhe folding=in method proposed in [5] maximizes the

likelihood of the document d,;e_",[,—-With a pa.rfié-'-lw\l/_e’rsion of the EM algorithm described

where P(x|z) is obtaired from training and kept fixed meaning that is not updated at M-
step. In doing so P(Z-l_dnew) maximizes the likelihood of the document dye, with

respect to the previously leamned P (x|z) parameters.

3.2.3. Convergence Condition

The, eenvergence condition, [5]+is; usedsto .contrel everfitting of, the pLSA model
using early 'stop. The probability of aspects ‘given each'validation document P(z|dyq1i4)
is first estimated using the folding-in method, describe in previous section. The fold-in

likelihood of the validation set given by the current parameters is then computed by

Myalia N Myalia N K

toa= | | [ [PGla) = [ | [ D PColz)rcaddn. 3.21)
i=1 j=1

i=1 j=1k=1

And the model parameters corresponding to the highest fold-in likelihood value is kept.
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3.2.4. Image Annotation with pLSA Model

In [5], they proposed three alternatives to learn a pLSA model for the co-
occurrence of visual and textual feature in annotated images. The first approach is
pLSA-mixed using the early integration of visual and textual modalities. The two others
based on a variation of the pLSA EM algorithm can constrain the estimation of the
conditional distributions of latent.aspect given the training documents from one of the
two modalities only. This allows to choose between textual and the visual modality to

estimate the mixture of aspects in.a giverf document. They are called asymmetric pLSA.

3.2.4.1 pLSA-Mixed '|

This model learns afstandard pLS‘LA..-model from a concatenated representation
of the textual and the wisual features x(d) =3 {fw(d),v(d)}. Both of textual and visual
co-occurrences are learned simultaneouslj_ﬁo- estimate P(x|z). The distribution of word
given an aspect and the distribution of wsuaﬂ] feature given an aspect P(v|z) are then
extracted from P(x|z), and ﬁbrmalizgé-f ;ﬁuch that Z?":AIIP(WJ-'Z,() =1 and

Z?’:lP(vAzk) = 1. Intrinsically, VpLSA—mixga__—f_j_r_:agsumes that two modalities have an

equivalent importancedin estimating the latent aspect space..

3.2.4.2 Asymmetric pLSA

Because of the {mbalance of pLSA-mixed betweeﬁ the number of words and the
number of visual features in the'images, the lparameters of the mixture aspects are not
freely controlled®in practical. Therefore, Asymmetric pLSA was proposed by choosing
between 'the textuakand the visuallmodality/to estimate the mixturg aspects in a given
document. Moreover, an image is modeled by a mixture of latent aspects that is either
defined by its text captions or by its visual features, so we obtain the model in different
aspect mixture weight. In learning with this model, the aspect distributions P(z|d;) are
learned for all training documents from one modality only, visual or textual modality, and

then kept for the other modality, textual or visual modality respectively.
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3.2.4.3 Annotating an image with pLSA Model

Given new visual features v(d) and the previously estimated P(v|z)
parameters, the conditional probability distribution P(z|dyey) is inferred for a new
image dyew Using the standard folding-in procedure for a new document. Given these
estimated mixture weights, the conditional distribution over words given this new image

is given by:

(3.22)

H
|
W
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CHAPTER IV

THE PROPOSED TECHNIQUE

In this chapter, we propose a novel model based on pLSA for image annotation and

retrieval. We will call this new model, “two latentzaspects pLSA model”, because we use
-
two hidden random variables,.ihe first latent aspect is used for representing that the

images on a corpus relate their word, and the second latent aspect is used for

representing visual features of each imag{e relating with their word. The graphical model

is shown in Figure 4.1.

_—

We obtain an inspiration from thé_advantage of standard pLSA being semi-

supervised learning. It can igarh tjnseen-i_:ia'r"ilaﬁges from the existing parameter of its
vl ok
model, but is poor in the performance. Sc:;_—-rwgq adapt pLSA to supervised learning

technique to obtain better performance. In a?_o__th’e_r inspiration, the novel image retrieval

system should be expert system meaning the system can be used for searching by

several query examplés, such as image or text, and shQL}rd also annotate an unseen
image, then adding with its caption or tag for image indexing. So we will propose a
novel model for.image. retréval_system_that'can work in_multitasks, such as image
search by text oriimage-andiimage lannotation, based'onGenerative Model using pLSA.
Because the advantage of generative model is that we can design the model being
useful toiseveral works"oy al joint prebability distribution.| Thereforey'in generative model
by bottom-up reason, we can make our hypothesis which image documents in a corpus
cause occurring words, and a word of images causes occurring Bag-of-features.
Afterward, we add two latent variables to mapping between the image documents and
their word by latent variable z, and between their word and their BoF by latent variable L.
In adding latent variable [, a bag-of-feature of each image is mapped by one-to-one

mapping with latent variable [, and the words are mapped by many-to-one with latent
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variable [. That means each image can be represented by many words liking image
annotation concept. Similarly, In adding latent variable z, each bag-of-word of a
annotated image is mapped by one-to-one mapping with latent variable z, and image
document in corpus are generated by many-to-one mapping with latent variable z. That
means the images in corpus are generates by several words of their annotated image.
By this hypothesis, we can thus design the madel shown in Figure 4.1 which we expect
our two latent aspects pLSA.model to improve that the performances of several tasks

are better than standard plSA: Y

' §
Figure 4.1 our proposed mod_e_fr,- two latent aspects pLSA

sty
—

First, we define the following notations:

| el

® |mages are répfesented by a observed random diScrr;ete variable D that can take
the value d;, i € {1, ..., D}, where D is the number of document in training data

set.

® (Captions on.each imageé can be repfesented by observed random variable W
that can take the value wy j € {1,..,T} where T is the size of a word
vocabularylincluding of several wards that are used forflabeling an image in
image annotation task, and are used for searching images by textual in image
retrieval task.

® Bag-of-features, being basis unit in our approach, are presented by a observed
visual random variable X that can take the value x,,, n € {1, ..., N}, where N is
the size of visual vocabulary, constructed by K-Mean algorithm, that are used for

searching images by an example image.
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Under the assumption of probabilistic graphical model in two latent aspects
pLSA, all of the observed random variables are conditionally independent distribution

given by two hidden variables, so we will define two latent aspects in this following:

® The first latent variables £ to which we will refer as a visual latent aspect can
take the values [,,, m € {1, ..., M} where M is the number of visual aspects.

® The second hidden variable Z to which#we will refer as a word latent aspect can

take the values z;,. k€41, ..., K}Qwhere Kis'the number of word aspects.

Thus, the joint probability P(di,wj,xn) of all observed d;, w; and x, is given by the

marginalization over all thespossible values z; and L,

.

i P ="
P(di, Wj,xn) = Z Z P(zi’%ktwj' lm, .X,'n) (41)
k=1m=1 "i_

By the probabilistic graphicalfmodel in-Figure 4.1, the joint probability of all random
% ol
variables including of observation and non—okgsxejgyation can expressed in Eqg. (4.2)

P(dy, 2z, Wy, L, %) = PP (W |20 PPt | 1) P (L i) (4.2)

Therefore, the joint pr(;bability distribution of all observed variable can rewrite as

w K M -
P(diy Wy, %) = P(d) Db (w20 )P i) > PCinlly)P (b |w;) W
k=1 m=1

P(wjld;) P(xn|w;)

Therevare the twosconditional independent-assumptiomexpressed in Eqg. (4.3).
The first term makes each image d; as a mixture of word latent aspects, defined by the
multinomial distribution P(z|d;). Each word latent aspect z, is defined by the
multinomial distribution P(w|z;) which gives the probability of each word w; given by
each word aspect z,. Moreover, in Eqg. (4.3), when considering its second term, it also
indicate that each w,, as a mixture of visual latent aspects, defined by the multinomial
distribution P(lle), where each visual latent aspect is defined by the multinomial

distribution P (x|l,,) which gives the probability of each visual word x,.
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Furthermore, the joint probability distribution of pairs between two observations
can be computed by marginalization that can be expressed in Eq. (4.4), Eq. (4.5) and
Eq. (4.6). These joint probabilities are useful for image annotation and retrieval of which

we will explain in below section.

K
P(diw;) = P(d) ) 1P (|5 Pzild) wa)
=1
Pw )
K . 4 M
P(wj,xn) = ) PLuplePT2u040 D PGyl )P (n|w)) s
k=1 |\ m=1
P(wld) ] P (Xn|w;)
T [ K ¥ L
P(d; x,) = P(di)Z|z P(w][zk)P(zicld ) Z PGty | L) P (L | W) | (4.6)
=1 k=1
[ P(w]|dl) ; " P(xn|wj)
-'..I'.".._

4.1 Learning parameters using EM-Algorithm —

-
gl

Our model consists ‘of$our conditional probabilities, P(M/J,lzk) P(zld;), P(x,|l,), and

P(ln|w;) which aré-essumed as multinomial distrioution. Their parameters are
estimated by the Expectation Maximization Algorithm. For word vocabulary of T different
words, P(w|z)-is @ T-by-K-table thatstores the parameter ef-word latent aspects K
being multinomial distribution. And the K-by-D table stores the parameters of the D
multinomial distribution P (2| dy)- that deseribes-the-training, doeument.d;. Moreover, for
visual vaocabulary of ‘N different visual'words, P(x|l) is'a“N-by-L table that stores the
parameter of visual word latent aspects L, which still is multinomial distribution. On the
contrary, the L-by-T table is relative between visual word and word, as it stored the
parameter of T multinomial distribution P(l|wy) that describes the training words of

word vocabulary.

In order to learning these parameters, in this work, we use EM algorithm

including of 2 steps: E-step complete posterior probabilities of two dimension latent
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aspects and M-step four parameters are updated based on expectation of the posterior

probabilities of E-step.

For E-step, the probability of two latent aspects depending on all observation

can simply apply Bayes’ rule for Eq.(4.2), which obtain in Eq. (4.7) and Eq. (4.8).

" i~ W]; m;xn)

P(Zk, lmldi,Wj, n, 1 f,, o x ) (47)

]|Z mn.-m )P (lmwn) (4.8)

P(Zk: lmldi' Wi, 'IZk (Z lm)P(lmlwi)
P2k, L | dus?, '

For the M-step, we h theexpected complete data log-likelihood E(L€)

by Eq. (7.13)
E(L°) (4.9)
D
E ol lnll;[ B W), X (4.10)
2 ﬁw@%ﬂ%ﬁfwﬁﬂ?

%W@l RINGOIANOREE

Where n(di,wj,xn) is the count of element Xx,;, correspond to word w; in document
d;.In order to take care of the normalization constraints in Eq. (4.11), has to be

augmented by appropriate Lagrange multipliers t;, p. 1 and Bm.is given by Eq. (4.12)
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i=1 k=1 k=1 j=1

* ZT:’U (1 - i P(lm|Wj)) (4.12)

m=1

D K K T
H =E(LS) + Z T; <1 - Z P(Zkldi)> + Z Pk (1 - Z P(Wj|Zk)>

Maximization of with respect to the probability"mass functions leads to the following set

of stationary equations:

T M N
Z Z z n(di, wj,xn)P(zk, lm|di,wj,xn) —T;P(z,ld)) =0 (4.13)
j=1m=1n=1 4 o
M N P
Z z n(d;, wj, xa) Bz, lm|di‘,rwj,xn) — peP(wilz) =0 (4.14)
m=1n=1

(4.15)

K N N
D nldiwy 80) P bl Wit ) = myP (Lnwy) = 0
n= — il

K D T : (4.16)
Z Z Z n(dy Wi 2 ) Pz L | i 20 ) — B PG | 1) = 0

After eliminating the Lagrange multipliers and reforming simplify using Eq. (4.8), we can

obtain the M-step re-estimationeguationss

_ Z]T'=1 n(di'wj)P(zkldi'Wj) 4.17
P(zi)d;) = D @1
Yiin(di, wy)P(zi|dy, wy)

P(w:lz.) = (4.18)
(lezk) 3::1ZiDzln(di'Wj)P(Zkldi'Wj)

) = B 70050) P ) 19

e "(Wj)
P 1y = —2a=a %) Pl 0) (4.20

Yn=1 2}1:1 n(Wj' xn) P(lm |Wj' xn)
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Where n(d;, Wj) =yN_, n(di,wj,xn) and n(wj,xn) = Y2 n(d, Wj,xn). From Eq.

(4.11), (4.17), (4.18), (4.19) and (4.20) the algorithm can be shown in Algorithm 4.1 to

estimate the parameters of our model.

Algorithm 4.17 Learning a two latent aspect pLSA

Random initialization of P(z|d), P(z|w), P (x|0) and P(l|w) distribution tables

While increase in the likelihood of data.>T do

[E-step]

for all (dnew, Wiy xnew) such that n(dnew, w;, xnew) > 0, and Yk do

P(Zk, lm|di,Wj,xn) =

end for
[M-step]

P(Wj|Zk)P(Zk|di)P(xn|lm)P(lmIWn)

A P(Wj |Z,55)P(zk ld) XM _, P(xnllm)P(lm|Wj)

for k € {1,..,Kyand i € {1,..., D} do

P(zddy=

end for

- nds, w)P (2| i wy)
= n(d;)

forj e {1, . Trandke{l, .., K}do

P(wl2) =

end for

Sz n(dyw;) (2| di wy)
Y X, n(di, w;)P(z|di, w;)

form g/{1,..,M}andj € {1,..,T}do

N— jy P l ji»
P(lmle) L Yna n(WJ xn) (mle xn)

end for

a(w;)

forne{l,..,N}andm € {1,..,M}do

P(xnllm) =

end for

Z§=1 Tl(W-, xn) P(lm |W" xn)
sy 50) Pl )

compute likelihood of data

end while
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4.2 Annotating an image with two-pLSA

Given a new BoF extracted from a new image and the estimated parameters of
two-pISA model P(lm|wj). By this process, firstly, the new BoF is matched with
P(x|l,;,), being the parameter of each cluster in latent variable [,,, to estimate the

similarity measurement between BoF

r’? visual latent variable. And secondly, in the

yyearmng process is used for selecting

m|wy)} X (4.21)

cluster l,,,, the probability of words

the set of word by the criteri

P(wles,
The paramete ted by the learning process.
These parameters ar words in a latent variable 1,

Mo -
to estimate the probabili 38 ule, the probabilities of words

are ranked by increasing e J new image.

= ]
Anpe=tat ; i M Retricved
ﬂ' ‘ niersection
Proress LORLS " ! Hmages

ﬂUEJ'W]EW]?WEl
AR EA ?“- J_Ln;- ;. AL m

Figure 4.2 Diagram of Image retrieval by Text Query

In Figure 4.2, the estimated words of unlabeled images are estimated and
indexed by annotation process. The histogram intersection technique is used to match
between estimated words and query word. The retrieved images are ranked with the

score of the intersection by increasing.
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4.4 Image Retrieval by Image Query

Unlabeled
Image

Database

Query process

Annotation
Process

J
by Image Query

In Figure 4.3, the 1 worc eled images are estimated and

indexed by annotation process.. AR image are extracted a set of estimated word

by the model, and these esti =0 WOTC e_matching to the estimated word of

unlabeled images using nd the score of matching are

d
-

sorted by increase to et A J

§
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CHAPTER V

EXPERIMENTAL RESULTS

This chapter describes the experimental resultsiof image annotation and retrieval used

in this research. Details of performance of consiructing the visual vocabulary by varying
w
size of visual vocabulary, and-adjusting of the. number of latent of variables are

elaborated comparing withrthe existing annotation models, namely naive Bayes, CMRM,
pLSA, and two-pLSA model to'evaluate tflTle performance of automatic image annotation.
By the automatic image _annotation é\rlgori;[b’r'ﬁ, the unlabeled images on the corpus are
indexed using a set of text. The iﬁdexed":,tékts on the corpus are used for matching

between a text query and text index..

)
add v ol
Based on the visualvogabulary cor-]stjr}dption, the dimensionality reduction of

SIFT features using PCA are evaluated to st@ the effect in changing the size of visual

word and the effect Qf;reducing the dimension of SIFT featgre. These effects will directly

affect the performanée_ of image retrieval, which will éé’scribe in Section 5.1. By
selecting the visual werd on the visual vocabulary, the e€xperiment in Section 5.2 is to
evaluate the effect to_critefion of selection” which affect to_performance of image
retrieval. The purpose of-thisidissertation is to develop the modél of image annotation to
identify and retrieve images for a large scale imagezlt is useful for ifhage retrieval on the
accuracy performancetand| speed Of searching images, and can, be_lconducive to a
query with words or images by the proposed model, called Two-Probabilistic Latent
Semantic Analysis. By indexing with words corresponded to image, the designed
system can be supported for multiple functions, such as identifying meaningful image
automatically, image retrieval by word, and image retrieval with image example , to
retrieve images quickly, which are evaluated in Section 5.3, Section 5.4 and Section 5.5.

The PASCAL 2008 dataset is evaluated in Section 5.3 in term of the performance of
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image annotation and image retrieve with texts and image query. Another dataset,
“MIRFlickr25000” is evaluated to study the effect of the general images which are taken
by photographers. And the final experiment in Section 5.5 is to measure the visual
changing vocabulary construction that effect to the performance of image annotation

and retrieval.

5.1 Experiment 1: Dimensionality Reduction .of SIFT using PCA for object

Categorization

-

To study reducing the«dimeénsionality number of SIFT, and the reduction on the
size of visual vocabulary byradjusting the number of cluster on K-mean process. In this
experiment, we investigatg‘thg approach of applying PCA to reduce SIFT dimension.
The BoF is constructed by vector _quantiZatipn technigue; each center of cluster is a
visual word. All center of cluster forms vrsiral vocabulary Histogram of BoF is used for
BoF representation whichiis further tramed by the k-NN model. For testing, a query
image’s local feature is extracted by PCA- SIF'I,'”descnptor and being represented by

histogram of BoF. An object category.is |den£1_f|_t§g as an output by majority voting using

k-NN model

Several simulafions have been carried out to venfy such objectives. There are
three simulation categorles The first two is to,investigate PCA-SIFT technique in terms of
the number of dimension and mean average precision. The lastone is to investigate the

effect of visual word reduction toward.the performance.

5.1.1. "Dataset andisimulation

In this experiment, the Caltech-4 dataset consists of images from 6 object
categories. This database contains the images in the following categories: airplane
(1074 images), background (900 images), car rear (1155 images), car bg (1370
images), face (450 images) and motorbike (826 images). The total numbers of images
are 5,775. In the simulations, images are randomly spitted into 2 separated sets; 10% for

training, and the remaining for testing purpose. SIFT feature is being extracted from
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images by using 4,000 random keypoints. For baseline method, it is a reference method
without our proposed PCA-SIFT. The number of dimension is equal to 128 dimensions,

and contains 4,000 random keypoints of an image.

For learning process, we use the k-NN, where k = 10, for 10 sampling vote for all
object categories. However, average precision of each object category is computed by

the confidence score to obtain the probabilityfrem 10 voting samples.

5.1.2. Performance of PCA-SIET on dimension reduction and average precision

In these simulations,.we evaluate performance of PCA-SIFT in terms of reduction
of PCA-SIFT’s dimension afd average precision. For PCA-SIFT, we vary € for 3 different
values which are 0.1, 0.25 and 0.5. The hig’jher value of € implies the lower number of
dimension of PCA space. Fable 7.1 shows_;th_e number dimension of PCA at 3 different
values of . The total dimension‘of PCA-SIET space are 24, 40 and 115 for £ = 0.5, 0.25
and 0.2, respectively. When comparing o thJ;g _n.umber dimension of baseline technique,
i.e., 128, it shows that PCA-SIFT could reduciéé‘number of dimension up to 80%.

Table 5.1 The numbéfr‘-ai»rjw_énsion OfPCA

Object —€=05 £ =025 £=0.1 Baseline
airplanes 7 5 7 7 16 128
background 4 10 23 128
car (rear) 5 8 17 128
car (bg) 3 6 12 128
face 4 8 21 128
motorbike 3 1 26 128
Dimension 24 40 115 128

Table 5.1 shows the average precision results compared between the baseline

and our proposed technique. From the results, the values of mean AP for both
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techniques are around the same. When considered together with the number of
dimension stated in Table 5.2, it is clear that reducing the dimension does not affect the

average precision, i.e., the efficiency of PCA-SIFT does not decrease.

Table 5.2 Average Precision

Object 7 \ ! E =01 Baseline

airplanes 0.92
background 0.79
car (rear) 0.93
car (bg) 0.91
face 0.89
motorbike 0.83
Mean AP 0.88

The precision-recall cugve. of nique is shown in Figure 5.1. This

curve shows the «:'E!-!!_u!!m,!,!,,,,,!!,,B,, ,,,,, vith each ) "II. Normally, the tread of

precision will decre , : general sense, the best model

should be able to retrieve all images according to each category.

AU INENINYINS
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Figure 5.2, Figure 5.3, and Figure 5.4show the precision-recall curve for three different
values of € = 0.5, 0.25 and 0.1, respectively. The results from three figures indicate that
all techniques including the baseline do not work well with background category
images. This is because the background images consists many visual words that make

it impossible for the model to identify the correct category.

:

5.1.3. Performance of PCA-SIF

In these simulation’,h:a
toward the precision. Wuﬂ—'i

60, 600, 6000 and 12

visual word

éﬂf the the number of visual word
Te——

, i.e., 3 visual vocabularies of
ue. A BoF of each category
is constructed individ d 2000 visual words. Finally,
we construct a BoF by in 60, 600, 6000 and 12000

visual words. All BoFs ar f the baseline technique.

Table 7.3 show | Pre ferent number of visual words

FT T

comparison between the b el@'éfnd' ou‘P’ oposed PCA-SIFT with concatenated BoF

However, we could noﬁe iS i : [ nber of visual words is higher.

This suggests the number of visual words play more |

performance. ﬁ ﬁJ OOI% Ej)mej/ws‘}lﬁmh toward the reduction

of local features@mensmn is more prom|S|ng approa

awmﬂmm UANINYA Y

portant role in the retrieval
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Table 5.3 Number of Visual Words and Mean AP

Method #visual word mean AP

Baseline 60 0.61

PCA-SIFT € =0.5 60 0.70

PCA-SIFT £ =0 0.71
PCASIFT.E=0" ) | 60u 0.75

Baseline _ 0.85
PCA-SIFT/£ = * | | 60 0.80
PCASIFT£=025 = 7 - 0.82
PCA-SIFT & =( 0.83

Baseline /- 0.87
*l-’ 0.81
PCA-SIFE&‘ 025 6000 0.83
ﬂ&ﬂf&fﬂ INTNEINT oo

ammﬂim A TNENA B

PCA-SIFT € =0.5 12000 0.81
PCA-SIFT &€ =0.25 12000 0.85

PCA-SIFT € =0.1 12000 0.87
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5.2 Experiment 2: Selecting Visual word with criterion

Since the visual words are constructed by all parts of the entire image, each visual word
is associated with several objects or background parts. Thus some visual words should
be selected as the parts of an object. These parts correspond to the target object class
and characterize discrimination between an object of interest and other objects. We
compare two selection criteria, the maximuame probability and entropy criterion and

discriminative criterion
-

5.2.1. Dataset and Simulation-€Condifion

In this dissertatioaf the @altech4 dataset consists of images from 6 object
categories is used. This «database contaifs ‘the images in the following categories:
airplane (1074 images), background (906.;inc1ages), car rear (1155 images), car back
(1370 images), face (480 images_l) and m'c}f_tgr@_ike (826 images). The total numbers of
images are 5,775 images. The imaé_es of é}"rj:t,gbject are separated into 2 sets: learning
set and testing set. The ratio of‘the number@;ebrning images to testing images is 0.5,
which the number of learning:equals toﬂ-t_’hé;number of testing. To evaluate the
effectiveness of theXeehnique, several simulations have béen carried out to verify such
objectives. There are two simulation categories. First, we in\jestigate elimination of small
scale parameter of SIFT. Second, we investigate the detection technique using the

maximum probapility andlentropy|criterial

5.2.2. Results using scale parameter-by threshold

In this subsection, we investigate an experiment regardingsthe noise from object
and the background image using a threshold technique of scale parameter. We varies a
threshold, T, for 5 different values which are 0, 0.2, 0.4, 0.6, 0.8, and 1.0. The threshold
equals to zero that use the standard SIFT technique. Our results show in Figure 5.5,

Figure 5.6, and Figure 5.7.
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Thresheld = 0.0 §point = 221 Threshold = 0.2 #point = 12

PRI RE

Figure& The res ated on an@rplane image
-3 o/

In Fig :sgovr T‘ ' i;ﬂvtms‘jNhen the threshold is
increased, the r‘qnﬁrgjpomts is georea;?;whe numbers of points equal to 221, 12,
2,1, ipts wit o ﬁ ‘ ﬁ , 0.8, and 1.0
respe;iﬁ::[aﬁeﬁjmpﬂﬁdu ti Vf]@iﬁjn dard SIFT is

approximately equal to 100, 5, 0.9, 0.4, 0.4 and 0.4 percent respectively. Seeing that an
airplane image, the points from our elimination technique cover only the region of

airplane
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= i

-
" i~
*5-'3 !m?ﬂﬁ-. e

RIS

e ;"l_ S = 1
Figure 5.6 TI‘Qresuls of e an airpl& image with noises

[ ]

In FiguﬁSﬂt nfjt?’loﬂc?’r%gwtﬁqﬂl ﬁ833, 14,7, 6, 2, and 1

point in same amlane class, but an image appears some noise at the background. The

¢
. TP TREL P (1N
1.6, O’g 72,024 and’ 0.12°p espectively. ch iﬂ n eliminate the

noise from the background and still retain the point covering the interesting object.
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(F =0.8 ‘S=1

Figure 5.7 ThQ}esuIts of efi

ation'on a motordﬂie and human image

In Flgu 1{\%‘[ ﬁ]/ | ﬂrﬁorbike and a person on
an image with clutter background. The number of points respectively equals to 2104, 49,

o AWIR ﬁf@iﬁ@i@lﬁﬁﬁ”ﬂ?ﬁﬂ:ﬁf

5.2.3. Maximum Probability and Entropy Criterion for choosing visual words

In the first criterion we use the maximum probability and entropy cluster as parts of
object. On each object, the probability of visual words can be defined as the ratio of the
number of local features assigned to a visual to the total number of local features. We

can write the probability in the form of Eq. (5.1)
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v
P(Zi) = Z P(Zi|vj(u)) (5.1)
=
, where VW s the number of local features, vj(u) , correspond to the object u from

validation set. And z; is a visual word at i. Afterward, if those probabilities of visual word

are larger than the predetermined t those visual words are chosen to parts of

the object. The predetermined ual to 1/K, where K the number of

ility value are considered noise.

visual word from K-mean.
Moreover, the non-c

O r,
defined as ?

the entropy. The entropy is

The entropy reflect Utiof of a'certain visual word in each image within
niform, the selected classifier is more

common. So the visual words with larger entropies are kept.

We investigate _an_experiment regarding maximui probability and entropy
(7 ey X
criterion when the number o sed—In Figure 5.8, when the size of

visual word is increased, the recall also increases, but the precision decreases. It shows
=N

¢ Q/
that this sele ﬁﬂ c?fltﬂ Mﬂs afiﬂt?curately, although we
u visua

increase the n ero words. Because the selecting set of local classifiers is not

ML RN 1b a1
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Performance of Maximum probability
and entropy criterion

0.9
0.8 == precision of K-mean
' with maximum

probability and
entropy criterion

=fli=recall of K-mean with
maximum probability
and entropy criterion

Bayes’ rule where Iocaé assifiers a e probability of positive features

more than the probabi |ty of negatlve features We can write this criterion in form of

o ﬂiJﬂ’J‘VlEJ‘V]’ﬁWEJ’]ﬂ‘i

v

framsiaaianianeay o

, where 7 s the number of negative visual word, v( 0

, Which correspond to the non-
interesting object u in images from validation set, and z; is a visual word at i.
Institutively, this criterion is well suited for detection purpose because it performs

selection by optimal classification rate.
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We investigate an experiment regarding discriminative criterion when the
number of visual word is increased. In Figure 5.9, when the number of visual word is
increased, the recall also decreases, but the precision increases. It shows that this
selection is efficient to detect parts of object accurately. However, we must use a larger
number of local classifiers to obtain better performance, and when we use the number

of local classifier over than 20000%\ ”//nce is not better because of trade-off

between the precision and r

e Criterion

== precision of K-mean
with discriminative
criterion

=fl=recall of K-mean with
discriminative criterion

AU TS

From thaJexpenmentaI resul; shown in Sectlon 5.2.3, and Section 5.2.4, the

= RGN TN AR e

retrieval “where increasing the number of visual words. However the maximum

probability and entropy approach is not effect to precision of image retrieval
performance although the number of visual word is increased. Therefore, to improve the
precision of image retrieval, the discriminative criterion has achieved the satisfied results
where choosing a set of visual word by considering the number parts of object more

than the number parts of non-object.
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5.3 Experiment 3: Performance in PASCAL 2008 Dataset

Objective of this experiment is to evaluate the performance of image annotation
with three existing models comparing with our approach in PASCAL 2008 Dataset.
Based on the models of automatic image annotation in unlabeled image dataset, the

performances of image retrieval are reported in term of querying using text and querying

using an image example in thi

5.3.1. Dataset and Sim

In this experiment, we usg

number of 4,340 annotateg mage contains at least one word.

A \\ Dataset [28] which contains a total
iS4

2t are divided into training and testing

xx\\
.J\\' \
N\
B\

U
The data from training/validation in PASC/ \ \

\\.
Jatas
process by the ratio of 50% N 4 \
Table 5. stics of P/ I ’\“ 3 Image dataset
i 4 ';. .f-

Word #image #image #word
Bicycle @ 269  Dog——3 477
Boat 579

Cow 74 130 TVmonitor 215 274

Table 5.4 summarizes the number of words and images. The PASCAL 2008
dataset is an unbalance dataset which unequally contains the number of word. The

word, “Person” is the highest number of both image and word than the others. In this
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simulation, the PASCAL 2008 dataset is divided into 2 separated set; 50% for training to
construct the visual vocabulary and the models, and remaining for testing purpose. SIFT
feature of training data set is extracted from images by Hessian Affine detection. The
these SIFT features are used for constructing visual vocabulary of BoF prototype by K-
mean and images are represented into BoF prototype as new image features. BoF of
entire training dataset are used for input feature to construct the models namely Naive
Bayes, Cross Media Relevance Model (CMRM), plkSA and our proposed model, two-
pLSA model. To measure-the-performante among-these models, the testing dataset is

used for image annotation bysmean Average and processing time.

]
5.3.2. Image Ranking with latent variable‘lz

The latent variable 2z can slerve as grouping words which often are found
together. It allows to take advantaée of b;"_gv:/;sing the images in retrieval process from
training dataset. The ranking images in a_";ii"ai’hing dataset respect to their probability
given a latent variable z;, to illgstfa'_fe what:‘,{%k latent variable captures in the dataset.

Lo
lll-"

Assuming that P(d) is uniform, P(dilzk) beg?ﬁes proportional to the corresponding to

gl

P(Zkldi)P(dﬂ
P(zg)

P(-_df::izk) = & P(z;|dy)- (5.4)

Given each latent variable Z,, the top-ranked images according to P(d|z)
illustrate its grauping words. Figure(5.110 displays the 11 mast probable images from the
training set of PASCAL 2008 dataset. The top-ranks images represent latent variable at
0, 1, 446, AQy 12, and d7«related:-to 1“chainand-soefa’y tbottle and~tvmonitor”, “person”,

“horse”, ftrain”, “cow” and “airplane” respectively. That shows that the two-pLSA model

is also useful for browsing images.
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Figure 5.10 The 11 most probable images in 7 latent variables of grouping in 20 latent

variables from PASCAL 2008 Dataset variable.
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5.3.3. Image Annotation: mean Average Precision Performance and Processing Time

To measurement the annotation quality of the models, we compute the mean
Average Precision of the given labels for each image in the test set. In this experiment,
we investigate the annotating algorithms by varying the number of visual words which

are constructed from K-mean algorithm ranging from 100, 200,300, 400, 500, 600, 700,
800, 900 and 1000. For pLSA, thq I tent variable z are equal to 10 and 20
variables. For two-pLSA mod @anableg z is fixed by 20 variables,

and the number of Iaten@are 0 ar bles So the comparison results

052 B naive baye

B CMRM

[ pLSA (z=10)

B pLSA (z=20)

B Two-pLSA
(z=20=10)

W Two-plSA
(z=20 =20)

0.48

0.44

0.4

mean Average Precision (mAF)
=

lb‘ |r

I
ﬂ“ ”' t
WHMWWWMW”
100 M‘UABUU A00 500 #UU 700 800 1000

ﬂUEJ’JV]EJW@MWEJ’]ﬂ’ﬁ
g WT NI LR .

From Figure 5.11, the mAP value if every model increases as the size of visual

vocabulary increases, except for the CMRM that has nearly constant mAP. When
considering the number of visual word of N = 1000, the naive model obtains the mAP
equal to 0.5. In addition the mAP of the other models are less than the of naive except
for the two-pLSA model. The mAP of the two-pLSA model equals to 0.51 when the
number of both latent variable z and [ is set to 20. In case of comparing pLSA model

and two-pLSA model, their mAP are slowly increased according to the increasing
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number of latent variable. This implies that the number of latent variable is not a

necessary factor to improve the mAP performance.

In cases where N = 900,600 and 300 visual words, the mAP values of two-

PLSA are higher than that of other models. From the experimental results, it can be

tlye for automatic image annotation. Thus the

// er performance than unsupervised

concluded that our proposed model is

. PATSS % '\ Do 02917
CMRM Person " a7 o Bottle Poktedplant (1) 0.5909
pLSA(z=20)  Person —pog | Horse (10) 0.6000
Two-pLSA Person = : (8) 0.6250

{z=20,1=20)

otation performance

Figure 5.12 ﬂ;—‘";'"-“'.:'-—
In Figure 5.12,m ﬂne ranking of the annotation.
The high value r ‘ﬁ isi sfﬁe odel notate correctly in the
lowest possibl%mt -ﬂﬂaﬁn t tﬂvﬁﬁﬁzle" correctly at the g"
rank, whileﬁwer models will order f’hi label in the %hest rank “Thus the two-pLSA

modela:h SIJeagﬂr ‘@mt tHe ot e’rg

e two-pLSA technique improve
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Processing time

a3 B naive baye

B CMRM

M pLSA (z=10)

B pLSA (z=20)

W Two-pLSA
(z=20,=10)

B Two-pLSA
{z=201=20)

0.225

0.15

0.075

Processing time (seconds)

900

Figure 5.13 Processing tife of imez geal 1 image of the PASCAL dataset

Moreover, we compa e for each an annotated image of

each model, as shown in odel, their processing time are

increased according to the size isual voeabulary. The processing time of naive
=t r"‘r';‘-' f"'w =

bayes model is the ulﬁﬂest The processing f

seconds per one image, and also sho SA“is faster than others expert

hen compared the performancﬂ)f MAP and processing time,

mwmﬁﬁ%ﬁﬁ%ﬂ%%%ﬂﬂﬂﬁ

5.3.4. Text-based Image Retrieval in unlabeled /mages

@ R H S Y R G s i o

query is"levaluated by varying the size of visual vocabulary in the set of image is

the naive Bayes mod

unlabeled, but the images are labeled by the annotation model. The models are
compared, including the naive Bayes, CMRM, pLSA and two-pLSA model with the
parameter of the different number of latent variables. The unlabeled images in the
testing set will be annotated by the words using these models. The probabilities of

words are used as the text indexing for image retrieval process. For matching between



61

two text index, which is estimated by annotation process, the histogram matching

technique is used. The results of these models are shown in Figure 5.14.

The mAP of Text-based Image Retrieval

0.40
0.35
%0-30 M naive baye
2 H chvRrM
g 0.25 : W pLsA (z=10)
% - : 1 M pLsA (z=20)
=2 P =
& 0.20 — f“ .I M Two-pLSA (z=20,1=10)
2 o)t & o
£ 0.15 l i | ! ! B Two-pLSA (z=20,1=20)
S ‘
- ) !
0.10 100 200 430 900 1000
_:&._ : Lt | . L .
Figure 5.14 mAP ofiimage 5 Xt g in PASCAL 2008 dataset
"-*.i b
From Figure 5.14, both%{f&:SA s pLSA model performance are lower
than CMRM and naive bays mod'e*lf’%t tWo*— ﬁgherthan pLSA model. The
performance of pLSA and-two=pESA-is-lower;becatse-th Stimated text by both model

obtain the lower valueﬁwan Rm Therefore, the score of text

histogram intersection ob&aln the lower value the performance of image retrieval by text

query also wil ﬁ'a‘urﬁl @3 1&] Wcﬁwﬁﬁs&lﬂnﬂ ﬁeach object is shown in

Table 5.5. Altho'lbh our model canr;pt archive the best performance using text query,

R TSIV TR TR B i

than the fmAP of pLSA model, such as, “train”, “person”, “boat”, “horse”, “cow”, “dog”,

“aeroplane”, “bus”, “bicycle”, “diningtable”, “bird”, “cat”, “motormike”, and “sheep”.
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Table 5.5 Performance of image retrieval with a word query where the size of visual

word as 1000 visual words

Two-pLSA
mAP Naive Bayes CMRM pLSA (z=20)
(z=20,1=20)
-1 / 7
0.408 102 . 0.140
: uh 7/

O' - 0.259
y I I i *g. ‘*\ . | W0 0.200
i:‘.’ , |

0.245

y;,-;‘.z;:z

bicycle

diningtable
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5.3.5. Unlabeled Image Retrieval based on automatic image annotation

In this experiment, the performance of image retrieval by searching with query
image is evaluated by varying the size of visual vocabulary as 200, 400, 600, and 1000
respectively. The models are compared, including the naive Bayes, CMRM, pLSA and

two-pLSA with the parameters of the different number of latent variables. The unlabeled
images in the testing set W|Il by words using these models. The
probabilities of words are u e te s for image retrieval process. For

matching between twow, w#oh @d by annotation process, the
histogram matching |5M \ \

0.3200 M naive baye

B CMRM
M pLSA (z=10)
B pLSA (z=20)
B pLSA (z=30)
B Two-pLSA
(z=10,1=10)

| ] B Two-plLSA

LB LLLE : (z=10,1=20)

:
bl i bk 4| el — ]

=g EE=E O B Two-pLSA

- R W -
HUBIMININT”

Figue me»&mmwmm Tab (T

in PASCAL dataset

0.3125

0.3050

mean Average Precision

0.2975

Figure 5.15, the performance of image retrieval in mAP is shown. The mAP of
retrieval in every model is increased when increasing the size of visual vocabulary. The
mMAP of pLSA increases when the number of latent variable is higher, but decreases
when the number of latent variable is less than 20. For the two-pLSA, its mAP is also

increase by increasing both the arising number of latent variable z and [.
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Query Image Rank 17
Ground truth:
tvmonitor
Rank g" Rank,l? ' , Rank 8" . Rank 10" Rank 11"
Figure 5.16 Example of maq__retneval m@ﬁeled image where a ground truth

—wefd frorrr-PASGAL—detecet

Query Image

Ground truth:
person+bicycle

Figure 5.17 Example of image reh:eval in labeled image where two ground truth

7

word from;’PA§CAL dataset {

Ground fruth:
person+bottle+

dinneﬁblw
9

Figure 5.18 Example of image retrieval in the unlabeled image where three ground truth

word from PASCAL dataset
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The example of a query image with one word, “tvmonitor”, is shown in Figure
5.16. The correctly retrieved images include of the 1%, 2" 4" 5" and 6" ranks
corresponding to one word, “tvmonitor”. It shows that our model can annotated a label
correctly, although the small object or part of object. The example of a query image with
two words, “person and bicycle”, is shown in Figure 5.17. The correctly retrieved image
include of the 3 and 8" ranks. It shows thatsthe similar shape of object and different
view of object, such as bicycle and motorbike; can be retrieved correctly. In case of
three ground truth wordsy“person, bottle and-dinningtable”, the retrieved image are
shown in Figure 5.18. Using«tWo-pLSA, the correct ranks are in the 2" 5m, and 6". It
indicates that the two-pLSA is also suiiable for image retrieval, although there are

.

multiple meaning in an images: e

_—

Because all of thefested models hl'éf\vé’- estimated the probability of each word, it

il

can be used together. A madelis:the task of'i-ndexing in the database, and then in query
- 4

process the model can be changed'to anothermodel. The experiment results, defining a

model is used for indexing process, and another model is served as an annotation

o

model in query process, are shown in Table 5.6.

Table 5.6 The performance in the crossed models where ‘4 model as indexing model

and another as querying model

ndex Naive pLSA Two-pLSA
CMRM Average
Query Bayes (z = 20) (z=20,L=20)
Naive /Bayes 0:310 0.208 0214 04223 0.238
CMRM 0.210 0.313 0.215 0.223 0.240
pLSA (z=20) 0.231 0.237 0.307 0.238 0.253
Two-pLSA
0.205 0.189 0.200 0.314 0.227
(z=20,L=20)
Average 0.239 0.236 0.234 0.249
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The results in Table 5.6 observed that the annotation model, which is used in the
indexing and querying process, is in the same model that archives the highest
performance. In addition, our proposed model for image retrieval is the best model of
which mAP is 0.31406. So that, in term of the performance of indexing process, our

proposed model achieves the best effectiveness. However the naive Bayes model

usually is a good model when it used: v Sry process.

5.4 Experiment 4: Performe _ MIRF C@tasat

Table 5.7 The num in ez IRFIickr25000 dataset

Words

#images

7/ @24\

. ,f_1 - L
night LR
s’_.ff.fm

ol e A nar
sunset L

flower

graffiti 335 baby 167

In this experiment, we investigate on the performance of image annotation and

image retrieval using real images which is taken by photographers and are used in the
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image search engine data from Flickr Engine. And it also evaluate in a huge image

database that is used in the real world.

5.4.1. Dataset and Simulation Condition

In this experiment, the MIRFlickr25000 dataset is used for evaluate the
annotation and retrieval performance, [t cantains a total of 25000 images with 30 words
which were downloaded from social photography.sit Flickr.com. The average number of
words per image is around 8 words. Tat_?)e 5.7 shows the most common content-based
word. The words can bessubdivided in various categories. The most useful tags for
research purposes are‘mosidlikely those that clearly describe the images, preferably
with a direct relation 40" thesvisual Cpntelnt’pf the image (e.g. snow, sunset, building,

party). —

5.4.2.  Image Annotation: mean Average Pkcision Performance and Processing time

o

Table 5.8 mean Average Precision of im'ége annotation with existing model on

MIRFLICKR25000/ataset

v |"-"- ™

Models N =1000 N = 5000 N = 10000
Naive Bayes . 0.482 0.538. 0.549

CMRM i 0.437 0.430 0.429
pLSA (z = 5) 0.443 0.443 0.444
pLSA (z = 10) 0.440 0.438 0.451
pLSA (z = 15) 0.441 0.446 0.444
pLSA (z = 20) 0449 0.443 out of memory
pLSA (z = 25) 0.441 0.445 out of memory
pLSA (z = 30) 0.449 0.447 out of memory

To measurement the annotation quality of the models, the mean Average
Precision in each given label in testing set is computed. The number of visual word is
varied as 1000, 5000 and 10000 visual words. Table 5.8 shows the comparison results

of existing model on MIRFickr2005 dataset. The mAP value of naive model is the best
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performance in this dataset. The highest mAP value of the naive Bayes is 0.54 when the
size of visual word is 10000 visual words. In order to increasing the mAP of annotation
performance in the naive Bayes model, the size of visual vocabulary has to increase. In
case of CMRM, its mAP has been nearly constant mAP when increasing the size of
visual vocabulary. In case of pLSA, the increasing size of visual vocabulary and the

increasing number of latent variable do not effect to the annotation performance.

Table 5.9 mean Average Precision of image annotation when the number of vocabulary
o)

281000 visual words

L\Z 5 0 ) 15 20 25
5 0.440 0439 4 41 0445 0.442 0.437
10 0.444 0437 1| 4 10435 0.442 0.437
15 0.436 0.436 4  0uddy 0.443 0.436
20 0.441 0442 f *0.442 0.441 0.437
25 0.441 ,_-;.30;440 ~ 0.439 0.440 0.436

de) o

Table 5.10 mean Average Precision of image ann

as 5000 visual words

otation when the number of vocabulary

L\Z 5% 10 15 o 20 25
5 0.4441 0.436 0,437 0.432 0.439
10 0.441 0.434 0.436 0.435 0.436
15 0.454 0.438 0:435 0.434 0.436
20 0.438 0.438 0.438 0.439 0.438
25 0.440 0.439 0.436 0.434 0.434

Table 5.9 and Table 5.10 show the resulting mAP of annotation performance with
two-pLSA model when varying the size of visual vocabulary as 1000 and 5000 visual
words respectively. These results are indicated that the number of visual and both of

latent variable of the two-pLSA model cannot improve efficiency annotation using the
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huge images. However, the annotation performances of two-pLSA are nearly equals to

the performance of the pLSA.

Table 5.11 processing time (seconds) of annotation with existing model of

MIRFlickr25000 dataset

Models 1000 5000 10000
Naive Bayes 0.001 0.008 0.017

CMRM 0et-39 4 0.584 1.116
pLSA (z = 5) 01019 0.040 0.080
pLSA (z = 10) 04026 '1 0.073 0.151
pLSA (z = 15) QIOBgN: 7‘-; 0.108 0.226
pLSA (z = 20) 01042, # 0.145 out of memory
pLSA (z = 25) 0.051 0.180 out of memory
pLSA (z = 30) 0.058 F 0.212 out of memory

ol

However, the complexmes of emsteme models are evaluated by processing

time of computing the, esUmated words usmg ‘the models as shown in Table 5.11. The

naive model is the lpwest complexity model than other models and the pLSA model

spend the most of time for estimated words when in¢reasing the number of latent

variable. Figure 5.19 showssthe processing time of annotation process when the size of

visual vocabulary as¢1000 vjsual words|with-increasing the number of latent variable. It

indicates that the processing time will be increased by the number of latent variable z

arises. “But/ 'the increasing 'the humber of [latent variable [ dees not effect to the

complexity of annotation time.
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Processing time of Two-pLSA when the number of visual word equals
to 1000

0.04
B 0.03
=
(]
(%]
L]
)
S
= 0.02
2
[
[}
1]
(%]
£ 0.01

]

Figure 5.19 The processi
latent variab zéé

5.4.3. Unlabeled Image Retrie /at b

Table 5.12 mean Average |

N
tite of b0 pLSA

S A A
Lforimage an

WL=5

HWL=10
WL=15
HWL=20
WL=25

1
1«\
L !
4 %

AN

£

otation process.

atic image annotation

/hen increasing the number of

sing-a query image with existing

Model N = 10000
BoF ﬂ—ﬁ © o0 721 ‘5_’% 0697 o 0.704
Naive Bayes | El aoﬂg&l ' I etl 1 @ 0.717
- ¢ -, £088: )& 0683
pLs%Eﬁ 5)' Ei ai I %ﬁ ﬁ H I 35;%% Iﬁi EJ 0.697
pLSA (z = 10) 0.689 0.698 0.704
pLSA (z = 15) 0.698 0.719 0.679

Objective of this experiment is to perform the image retrieval by searching with

query image with estimated text using annotation process. By varying the size of visual

vocabulary as 1000, 5000 and 1000, the results is compared among BoF matching and
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the annotation models, including of naive Bayes, CMRM, pLSA and two-pLSA model,
as shown in Table 5.12, Table 5.13, and Table 5.14.

In Table 5.12, it shows that the naive Bayes model achieves the best
performance in retrieval process. These results indicate that annotation process can
improve the performance of image retrieval in term of precisely retrieved images as the

MAP of naive Bayes higher than BoF matchings

Table 5.13 mean Average-Preeision ofimage retrieval using a query image with two-

PLSA where the.size0f visual vocabulary as 1000 visual words

L\Z 5 10 % 15 20 25
5 0.640 ol716 = | 0.681 0.640 0.671
10 0.663 0:667 E “ 0.665 0.661 0.706
15 0.701 0.688 4440867 0.689 0.673
20 0.687 _, }(xééo "’j’_f"_j: 0.698 0.704 0.675
25 0.690 " 0.695 %‘{5.709 0.668 0.670

T T i S

Table 5.14 mean Avéraoe Precision of image retrieval usgng a query image with two-

pLSA where the size of visual vocabulary as 5000 visual words

L\Z 5 10 15 20 25

5 0.665 0.650 0.670 0.672 0.709
10 0.733 0.684 0.660 0.691 0.678
15 07689 0.763 0.629 0.648 0.695
20 0.688 0.721 0.683 0.680 0.673
25 0.667 0.681 0.704 0.705 0.728

Considering the increasing number of latent variables in two-pLSA, they effect to
little performance of image retrieval. The approximately mAP of two-pLSA when the size
of visual vocabulary as 1000, and 5000 visual words are 0.6802 and 0.6867

respectively. However, the complexity of retrieval compared between BoF matching and
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estimated text matching depends on the dimensional of indexing in each image. The
processing of matching index is evaluated, and is shown in Figure 5.20. The result
shows the the retrieved speed of matching with estimated text is faster than the

matching with BoF search.

Processing ti
24 B BoF Search
B Estimated
text Search
El 18
a
b
&
£
= 12
=
L]
(%]
3
& 6
0
10000
Figure 5.20 The pgcessing | reasing th&ize of visual vocabulary

Compared betweer the.estimated textéisearch and BoF from a query image

NN

In order to test tqlp pem;ﬂrmance 0 mdexmg with wo gfrom automatic image annotation,

the pr ﬁf rious modes of
the folﬁymﬁiﬂﬁmﬂwmmmla e as 15 variables,
and two-pLSA model given its number of latent z and equal [ to 15 variables. In the
process of searching images with an image example, the query image is annotated with
a set of specified words from the various modes as well as indexing process. Afterward,
the specific meaning of preview with the different model will be switched to indexed and

matched in query processes as shown in Table 5.15, and Table 5.16 with the different

size of visual vocabulary as 1000 and 5000, respectively.
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Table 5.15 The performance in the crossed models of 1000 visual words where a model

as indexing model and another as querying model in MIRFlirkc25000 dataset

Index pLSA Two-pLSA
Naive Bayes | CMRM Average
Query (z=15) | (z=15,L=15)
Naive Bayes 0.732 0.714 0.670 0.659 0.694
CMRM 0.645 04708 0.684 0.673 0.676
pLSA (z=15) 0.657 01648 0.691 0.666 0.673
Two-pLSA (z=15,L.=15) 07663 0.696 0.684 0.691 0.6838
Average 046 4 \| 0.698 0.682 0.672
]

Table 5.16 The performance in the c’r'bsse'd models of 5000 visual words where a model

as indexing model and angther as q'ueryiné; model in MIRFlirkc25000 dataset

-

Index = pLSA Two-pLSA | Average
Naive Bayes |  CMRM
Query : ~ | (z=15) | (z=15,=15)

Naive Bayes 0.704 0.702. | 0.680 0.654 0.685
CMRM ™ |« 0644 | 0.701 | Mos7 0.680 0.674

PLSA (z=15) L/ |  0.653 0.700 0.690. 0.675 0.682
Two-pLSA (z=15,L=15)|  0.657 0.699 0.682 0.700 | 0.6848

Average 0.665 0.201 0.683 0.677

In ordergto 'test the performance "of indexing with word from automatic image
annotation.the process.of.indexing term from the annotation model sgrves with various
modes of the'following:"naive ‘Bayes, EMRM, pLSA when-the number-of latent z is 15
variables, and two-pLSA model given its number of latent z and equal [ to 15 variables.
In the process of searching images with an image example, the query image is
annotated with a set of specified words from the various modes as well as indexing
process. Afterward, the specific meaning of preview with the different model will be
switched to indexed and matched in query processes as shown in Table 5.15, and

Table 5.16 with the different size of visual vocabulary as 1000 and 5000, respectively.
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Table 5.15 shows the performance of image retrieval is achieved by the different
automatic image annotation models where the size of visual vocabulary is 1000 visual
words. In term of indexing process, the performance of model are sorted by decreased
namely, CMRM, pLSA, naive Bayes, and two-pLSA model, respectively. It is indicated
that the CMRM is the best of indexing precess. And in term of query process, the naive
Bayes, Two-pLSA, and CMRM and pLSA are the sorted decreasing performance of
image retrieval using an image example. |t shews.that our proposed model is a model

that suitable for image retrievalusing query process:

The results obtained from changir]g the size of visual vocabulary as 5000 visual
words are shown in Table 5464 [ reportls ’t.hat the performance of indexing using the
automatic models is degreased in CMRM; 'pLSA, two-pLSA, and naive Bayes model.
And the performance of guery usiné the réd_o&els are sorted by the most to the least as
this following, naive Bayes, two-pLSA, pLéA and CMRM. Considering the processing
time of the annotation process inre'a'ch moaékl",_fthge CMRM, and two-pLSA usually spend
more time. So both of CMRM arﬁ‘d ;;LSA iS fﬂ%{é_‘;itable for image retrieval system, and

the naive Bayes and two—pLSK model also |sthé bestunoge! in image retrieval system

without labeled in anry_;im—ages.

5.5 Experiment 5: Performance in MIRFLICKR25000 dataset when the constructed
visual vocabulary by PASCAL 2008.dataset

Because'the constructing of new visual vocabulary often spent a lot of times, the
performance of visual yvacabulary created from'dataset itself is compared with the visual
vocabulary constructed by another dataset as describing in this experiment. Where the
sizes of visual vocabulary are 1000 and 5000 visual words, the dataset, PASCAL 2008,
is used for creating the visual vocabulary. There are three tables shown the performance

of image annotation, retrieval by text query, and retrieval by image example.
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Table 5.17 Performance of image annotation compared between two visual vocabularies

N=1000 N=5000
Models
Flickr25000 | Pascal 2008 | Flickr25000 | Pascal 2008
Naive Bayes 0.482 0.483 0.538 0.539
cmrm 0.437 0.436 0.430 0.437
pLSA (z = 15) 0.441 0.448 0.446 0.454
two-pLSA(z = 15,1=15) 0.441 OeA4Q 0.435 0.438

The performance results 0f image annotation with the models namely naive
Bayes, CMRM, pLSA, andawo-pLSA are shown in Table 5.17. The mAPs of the models
compared between the vistial vocabulary created by the itself and another visual word

created by another ‘dataset jare. .not rﬁfjch different. It indicated that the visual
e
vocabulary, which is eonsfructed by another dataset, can be used to an image

representation based on Bag—of—Feéture r‘e_&?resentation. It means that the new visual

i

vocabulary is not necessary, and the existing visual vocabulary can be used at the

same. The performance of the image anno:eé}tign_is sorted decreasing namely, naive

bayse, pLSA, two-pLSA and CMRM respectively.-

Table 5.18 Performance'_of image retrieval by a text query Compared between two visual

vocabularies

N=1000 N=5000
Models
Flickr25000 | Pascal 2008 | Flickr25000/| Pascal 2008
Naive Bayes 0.328 0.333 0.328 0.344
cmrm 0.301 0.296 0.288 0.285
pLSA (z = 15) 0.247 0.244 0.252 0.246
two-pLSA(z = 15,1=15) 0.217 0.220 0.227 0.227

In Table 5.18, the performance of image retrieval by text query is shown. It
shows that another visual vocabulary does not affect to the effectiveness of image

retrieval. The value of mAP is closely to the visual vocabulary created by its dataset. And
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the mAP of model is sorted by decreasing namely, naive Bayes, CMRM, pLSA and two-
pLSA. It also is indicated that the probabilistic model is not suitable for find the images

in case of text search.

The performance of image retrieval by image example is shown in Table 5.19. It
shows that, in case of BoF search, theisize of visual vocabulary is decreased, the mAP
of it performance is also decreased. And thefmAP of changing visual vocabulary is
decrease where the size ofwisual vocabglary as. 1000 visual words. However, using the
annotation model in differentVisual.vocabulary can improve the performance of image

retrieval by image example wherethe size of visual vocabulary is increased.
]

Table 5.19 Performance offimage retricval by an image query compared between two
visual vocabularies _‘ y
4

. 1 EN=1000 N=5000
Models . rg
Flickr25000 | Pascal 2008 | Flickr25000 | Pascal 2008
BoF 0741 | 0679 0.697 0.698
Naive Bayes “0.729 10739 _0.766 0.740
cmrm v 0.702 - 0.698 7'0.682 0.711
pLSA (z = 15) 0.698 0.700 L 0.719 0.661
two-pLSA(z = 15,1=15) | 0.667 0.692 0.629 0.655

All of experimental results'in"this chapter show that the size of visual vocabulary
is the most importance.in.term. of. efficient, of precision.and processing time in image
annotation and retrieval“process.“The increasing number of'visual word affects directly
the mAP of every performance and also effects to spend the time of annotating
unlabeled image. The performance of the probabilistic model depends on the initial
parameters setting. Because the initial setting in EM-Algorithm of both pLSA and two-
pLSA normally used the randomly setting, so the performance of precision in annotation
and retrieval depends on that setting. The number of latent variable has affected little to

performance in term of precision performance. Base on the experimental results of MIR
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Flickr25000 dataset is found that the naive Bayes is the best model of image annotation

and retrieval.
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CHAPTER VI

CONCLUSIONS

This dissertation presents a model called “two-pLSA model” to solve the problem of

automatic annotation and retrieval based on_Bag-of-Feature using SIFT feature. The
-
performance was analyzed beth in term of the. computational complexity and the

annotation and retrievale'perormance. The experiments on comparing existing

annotation techniques, namely naive Ba;ges, cross media relevance model, and pLSA

model with our proposedfmadel only ‘wer-jedﬂ conducted to obtain an actual efficiency of

the annotation model. \

o

o

From experiment in Secfibnf 2y a,n* 6Eject categorization framework utilizing

akd v ol
principal component analysis with b_ag—of-fea:tg_frgﬂis proposed. The experimental results
shows that the PCA-SIFT can r@dgde the di@s}pnality of SIFT space with comparable

efficiency as baseliqé:_technique. And it also can reduce_."‘[h_e dimension of SIFT up to

around 80% with the-sér_ne average precision compared tabaseline technique.

From experime;t in Section 5.2, an approach to detect the parts of interest
object is proposed. By firstly femaving' thesnoise ‘parts’ of image using the threshold
technique on Sscaling parameter of SIFT feature, the visual vocabulary then is
constructed fusingZkemeéan talgorithm Bdsing ©n Hag:of-featdre Model! Afterward the
visual wards are selected using based on the maximum probability and entropy criteria
and choosing entropy criteria using the transiting number of selecting visual words.
Experimental results show that the entropy criterion is robust to background clutter and

eliminate the parts of irrelevant object.

From experiment in Section 5.3, the strength of the two-pLSA lies on the efficient

annotation annotating performance and the faster speed of processing time for
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identifying the meaning than the other models. Moreover, in term of image retrieval by
text query and image query, the textural features of the unlabeled image are estimated
by the models and then used for the index in search process. The performance of image
retrieval task using two-pLSA is better than the other models. Based on the experimental
results, the size of visual vocabulary is the critical factor that increases the efficiency of
the image annotation and retrieval. For pLSA model, the number of latent variable z as a
factor affecting the efficiency. of the annotaiion”and retrieval is minimal. However, the
PLSA model is not the best'model for image retrievaltask because its mAP of the image
retrieval is less than the other models. For the two-pLSA model, the concept of our
proposed model is separated iatotwo latént variables. The first latent variable z used for
grouping words which oftgh folind together, while the second latent variable [ used for
grouping visual words which often found?tagether at each word. Therefore both the
number of latent variable will affect the perfform_ance of annotation and retrieval. In case
of the image retrieval task; the numpér of Ia't:%;éz \-/ariable z will not increase the efficiency
of retrieval. By increasing the number of Iate'r'n't',x.‘/ériable [, the performance of retrieval is

also increased. On the other hand..in the imagé,;a,nnotation task, the effect of increasing

the number of latent. variable z impacts less to increase the efficiency of the annotation

than increasing the numiber of latent variable L.

From the experiment in Section 5.4, the MIRFlickr25000 dataset is used for
evaluate the annotation and retrieval performance. The mAP value of naive model is the
best performance in this dataset. Thg naive model also is the lowest complexity model
than other models;“and the pLSA model spend the most-of timeyfor-estimated words
when increasing the number of latent variable. In term of indexing process, the
performance of model are sorted by decreased namely, CMRM, pLSA, naive Bayes,
and two-pLSA model, respectively. It is indicated that the CMRM is the best of indexing
precess. And in term of query process, the naive Bayes, Two-pLSA, and CMRM and
pLSA are the sorted decreasing performance of image retrieval using an image

example.
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By the experiment in Section 5.5, the performance of visual vocabulary created
from dataset itself is compared with the visual vocabulary constructed by another
dataset. It indicated that the visual vocabulary, which is constructed by another dataset,
can be used to an image representation based on Bag-of-Feature representation. It
means that the new visual vocabulary is not necessary, and the existing visual

vocabulary can be applied at the same result.

Considering all of the experimenfll results in.the dissertation, they conclude: (1)
the size of visual vocabularwis the most importanee.in term of efficiency precision and
processing time in the image_ annotation f'and retrieval process. (2) Our designed image
retrieval based on text-basediindexing us%.ng’;. automatic image annotation can support to
search various examples such as, text-:_o.r image. (8) Using the automatic image
annotation, the text-based indexing:for unllli_lbé;led Image is applied the proposed model
to improve the performance in term.of robllg;tly*change the visual vocabulary. However,
the limitation of our proposed qué‘t IS tha’[‘r’EHe number of latent variable in pLSA and

el y

two-pLSA has affected little to pérformance 'rn;te"r_tm of precision of image annotation and

o

retrieval. In another way, the béﬁbrmances Sif"fa?)t_ﬁ PLSA and two-pLSA depend on the

initial parameter setti_n_ij. The normally setting in EM-aIgoritﬁ'i_ﬁ of both used the randomly
setting is difficult to fin-d optimal solution to obtain the better performance of image
annotation. However, thg proposed model, is promising for image annotation and
retrieval system, which: are demonstrated by thelevaluation of the prototype system in

PASCAL 2008 and MIRFlickr25000 dataset.

In future works, our!model ‘can be'implied-the object segmentation algorithm.
Based on the grouping visual word of each object in latent variable [ can used as a
criterion of identify the SIFT feature belonging to the part of interest object. Moreover,
the technique of visual vocabulary construction instead of K-mean can improve both
performance of image annotation and retrieval such as fuzzy c-mean or another

dictionary learning approach.
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