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CHAPTER I

INTRODUCTION

1.1 Problem and Motivation

When a researcher would like to start a work in a new research topic, a problem usually en-

countered by the researcher is who he should collaborate with. The potential collaborators in this

case include researchers having written papers together and new collaborators who have never joined

work. Because almost academic search engines focus on document search rather than people search,

researcher searching is still an open research topic. Although some online digital libraries can re-

trieve the researchers whom relate to a given researcher, only the researchers having written papers

together can be retrieved regardless the unknown persons. Thus, the current services cannot discover

the new collaborators who never collaborated together. Lack of meeting the unknown persons makes

the inquired researchers miss the satisfied partners.

Collaborator recommendation is an objective of academic collaboration analysis. The other

objectives are the analysis for link prediction (given in Section 2.2.2), research community discover-

ing (given in Section 2.2.3), and expert finding (given in Section 2.2.4). The techniques proposed to

overcome link prediction problem can be used for collaborator recommendation problem in case of

suggesting the new collaborators who never joined work. Unfortunately, such techniques cannot be

used to calculate any relation weights between researcher pair having collaborated together. Research

community discovering is used for clustering researchers to research communities. The researchers

will be clustered based on their profiles and the contents of published papers. The output identifies

who stays in the same communities. Nevertheless, the research community discovering analysis con-

centrates on the relation in community level rather than pairwise relation between two researchers.

Moreover, no time evolution is concerned in the analysis. Thus, the technique proposed to discover

communities may not be suitable to directly apply for recommendation problem which is sensitive

to up-to-date data. Lastly, expert finding is one of applications to study the community discovering

analysis. The output of expert finding is a set of expertises in a given research area compared with

researchers in the same community. However, this is also the communities level analysis, not pair-

wise relation analysis. Since the appropriated collaborators for an inquired researcher need not the
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expertises, the technique used in expert finding may not be suitable for collaborator recommendation

problem.

In the viewpoint of inquired researchers, the summary properties of the potential researchers

who dramatically expected to be the colleagues can be attributed to the following factors.

• Productivity. Researchers with more number of publications are likely to be selected.

• Friendship. Researchers with a shorter distance of friendship are more likely to be recognized

than researchers with a further distance. For instance, we always meet a friend-of-friend before

a friend-of-friend-of-friend.

• Research background. Senior researchers with the same research experiences are more likely

to be selected.

• Research trend. Researchers who interest the same research topic are more likely to be selected.

According to the four requirements, a set of famous researchers in the given research topic

seems to be the best choice. Unfortunately, relatively few researchers can reach that set. To in-

crease the opportunity to meet the satisfied collaborators, the definition of appropriate collaborators

have to be defined. In this dissertation, the appropriated researchers for a given researcher are the

researchers who have the most research knowledge similarity and reach ability in a given topic. Re-

search knowledge means research experiences in preceding years and currently interested research

topics. According to the definition, recommended researchers are not necessary the famous or famil-

iar researchers. Thus, the challenges in recommender prospective correspond to the requirements are

as follows.

• How to comprehensively analyze the four factors over time? Based on the defined appropriate

research, researchers with updated information of published papers along with year of publica-

tion have to be considered.

• How many candidate researchers will be considered to recommend? There is a trade-off be-

tween the number of candidates and searching time. Although the large number of candidates

increase an opportunity to meet the satisfy collaborators, it also increases the searching time as

well.

To overcome the both problems, the collaborators recommendation problem is formulated from

the social network analysis and research semantic analysis between researchers. A method for visu-
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alizing the relationship among the researchers from all published papers has to be designed. Sub-

sequently, the significant features used to account the cohesion between a pair of researchers will

be considered. Moreover, a method uses for indicating the semantic similarity between a pair of re-

searcher utilized from the content of papers has to be proposed. The time evolution is also attended in

the proposed solutions for taking into account to the up-to-date data. Consequently, all features will

be dynamically considered based on the evolution over time.

1.2 Objectives

This dissertation aims at two objectives as follows.

1. Discovering a current research topic of researchers.

2. Proposing models used for recommending the appropriate collaborators for a given researcher

in Computer Science research area.

1.3 Scope and Limitations

1. All data set will be obtained from SCOPUS which is the worlds largest database of abstract

and citation of peer-reviewed literature and quality web sources. This dissertation considers to

Computer Science researches in six topics, including Bio-informatics, Data Mining, Hardware,

Neural Networks, Software Engineering, and Algorithm and Theory.

2. The new collaborators recommendation model will be proposed to investigate, analyze, and

suggest the appropriate collaborators for an inquired researcher and an inquired research topic.

The potential collaborators will be retrieved within six degrees of separation from an inquired

researcher.

1.4 Contributions

Main contributions of this dissertation are as follows.

1. This dissertation proposed a model based on structure approach called Structure Cohesion

based on Collaboration Over Time (SC-CoT). The two factors, i.e. productivity and friend-

ship are used for determining the cohesion between researcher pairs. The SC-CoT carefully
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analyzed the both factors over time. The model comprises of three studies: 1) power of re-

searcher based on individual papers; 2) closeness between two researchers based on common

papers; 3) mutual relation between two researchers based on common friends.

2. This dissertation proposed a model based on semantic approach called Semantic Similarity

with Background and Trend of Research (SS-BaT). It is extended based on the existing unsuper-

vised learning technique for clustering research topics from large documents called author-topic

model (ATM) [1]. The proposed model uses the extracted words from various parts of papers,

i.e. title, abstract, authors keyword, index keywords, venue, and references. The two factors,

i.e. research background and research trend are combined to calculate the semantic similarity

between two researchers. The output of research background analysis provides the similarity

of research experience between two researchers. In order to measure the trend of research, the

evolution of research interesting of individual are studied and the probability of the given topic

in the near future are estimated. The potential researchers with the most background similarity

and the most estimated probability in the same current topic should be assigned the highest

priority to selected.

3. The both proposed models, namely SC-CoT and SS-BaT, are used to calculate the relevance

scores between two researchers. These scores are used to rank the potential partners for collab-

orators recommendation task. The results are evaluated in various aspects.

1.5 Methodology

1. Reviewing and study the research papers related to the social network analysis, academic col-

laboration analysis, link prediction, research community discovering, expert finding, and infor-

mation retrieval.

2. Preparing data sets by collecting the real-word bibliography data of papers from SCOPUS.

3. Constructing co-authorship networks based on the collected papers.

4. Retrieving a set of potential collaborators within six degrees of separation.

5. Developing Structure Cohesion based on Collaboration Over Time (SC-CoT) model.

6. Developing Semantic Similarity with Background and Trend of Research (SS-BaT) model.

7. Using the outputs of SS-BaT model and SS-BaT model to calculate the relevance scores.
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8. Ranking the potential collaborators based on the relevance scores and apply to recommendation

task.

9. Evaluate the experimental results in the following various key aspects:

(a) The best snapshot of time use for recommending.

(b) The different results between structure approach and semantic approach in the two set of

candidate researchers, namely researchers having collaborated and researchers not having

collaborated.

(c) The accuracy of semantic approach based on SS-BaT model.

(d) The different results compared with other methods.

(e) The accuracy of different inquired researchers, i.e. senior researchers who have more

research experience, and junior researchers who are young researchers with a few experi-

ences.

(f) The accuracy of the particular topics within six degrees of separation.

1.6 Dissertation Organization

This dissertation is organized as follows. Chapter II provides necessary theoretical background

and the related works. Chapter III describes the proposed methodology. Chapter IV describes the

data sets preparation, experiment setting, evaluation method, and experimental results. Chapter V

concludes the main findings in this dissertation and discusses about the future work.



CHAPTER II

BACKGROUND AND RELATED WORKS

2.1 Background

In this section, the social network concept and the theoretical background of techniques applied

in this dissertation are reviewed.

2.1.1 Social Network

This section gives the valuable terms usually used in the social network area. Not only the

concept of social network analysis but also the related networks and the important properties are

explained.

2.1.1.1 Social Network Analysis

The social entities are called actors which may be discrete individual, corporate, or social units

group. Actors are connected to one another by social ties. A social network consists of a group of

a finite set of actors and connections among them [2]. The appealing of social network analysis are

studying the relationships among social entities, and on the pattern and implications of these rela-

tionships. Network analysis assumes that the actors in a network can be connected to each other by

using some important features of that network. The concepts of graph theory has been extended by

researchers into social network analysis for the several decades. A social network can be represented

by a graph based on graph theory in mathematical viewpoint where actors represented by nodes and

ties represented by edges [3]. The results in graph structures are often very complex. There can be

many kinds of edges between the node pairs. Social network analysis concentrates on the relation-

ships between actors rather than the individual properties [4]. In recently, social network analysis

has utilized as a key technique in modern sociology. It used as a tool for studying the structure of

the interested social groups and communities. It is also applied in biology, anthropology, geography,

communication studies, economics, organizational studies, and social psychology. For information

science domain, social network analysis has been used in the field of graph mining [5] such as detec-

tion of abnormal subgraphs/edges/nodes, graph compression, web mining, link prediction, etc.
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2.1.1.2 Small World Networks

Social networks have the small world property. The idea of a small world network was created

in the 1960’s by the American psychologist, Stanley Milgram [6]. The hypothesis of small world

phenomenon is that a path which connects a person to another is generally short. A graph G = (V,E)

become to be a small world network if it is formulated from the following two conditions, i.e., local

property, and global property. In local property, it has a high clustering coefficients. The clustering

coefficient is a property of a node in a network. If the neighborhood is fully connected, the clustering

coefficient is 1. But if value is close to 0, it means that the connections in the neighborhood are

rarely appeared. For global property, it has a low average distance between nodes. The concept led to

the famous phenomenon called six degrees of separation after Stanley Milgram tested the hypothesis

in year 1967. In Milgram’s experiment [6], a sample of individuals were asked to reach another

target person by passing a message along a chain of acquaintances. The average length of achieved

chains turned out to be about five intermediaries or six separation steps. This constituted a term of

six-degrees of separation phenomenon.

Academic researchers have continued to examine this phenomenon as internet-based communi-

cation technology. A recent experiment at Columbia University found that about five to seven degrees

of separation are sufficient for connecting any two people via e-mail [7]. The Internet does too, if we

treat web pages as nodes and hypertext links as edges. Nowadays, the small world question is still a

popular research topic, and many experiments are still being conducted.

2.1.1.3 Scale-Free Networks

Small world networks usually follow a power law distribution [8]. It means that the fraction

of nodes with degree d (the number of links a node has) is proportional to 1
dc where c is a constant.

In other words, a large number of nodes have the average degree and very few have either very high

or very low degrees. Such networks are said to be scale-free or power-law graphs. One important

characteristic of scale-free networks is the clustering coefficient distribution. Since this distribution

also follows a power law, we can say that scale-free network is a network whose degree distribution

follows a power law. In scale-free networks, the path for reaching to a very high degree node is

usually short, and the highest-connected nodes can quickly distribute the query to all nodes in the

network. The highest-degree nodes are often called hubs which serve the specific purposes in their

networks. Thus, the power law distribution highly influences in the network structure. The discovery

of the power law distribution required the development of new modeling paradigms. A much used
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assumption is that in scale-free networks a new link is likely to be connected to an existing node of

higher degrees. This is a phenomenon labeled as preferential attachment.

Consider a social network in which nodes are people and links are acquaintance relationships

between such people. It is easy to see that people tend to form communities, i.e., small groups in

which everyone knows each other. Moreover, the people of a community have a few acquaintance

relationships to people in other communities. However, a few are related to other people that they

are linked to a large number of communities. Those people may be said as hubs responsible for the

small-world phenomenon

2.1.1.4 Co-Authorship Networks

Co-authorship networks are a kind of social networks which are used for representing a net-

work of researchers. An investigation of Nascimento et al. [9], Smeaton et al. [10], Liu et al. [11]

and Huang et al., [12] showed their co-authorship network are a growing small word network. The

networks have been used to determine the status of individual researchers and the structure of scien-

tific collaborations. Similarly to the social networks, a co-authorship network can be represented by

a graph G = (V,E), where V is a set of researchers, and E is a set of joint publications between

researcher pairs. In the academic communities, there are several types of collaboration networks,

e.g. affiliation network, citation network, etc. The co-authorship network is one of the most impor-

tant types of connections between academic networks. Several researches have been shown the co-

authorship networks analysis in particular research communities for understanding the collaboration

characteristics of the communities [13, 14]. In recent decades, the growing of scientific collaboration

has been interested by a large number of researches. Studies into co-authorship have been focused on

two different approaches. The first study concerns the analysis of reasons why authors collaborate and

the consequences of such decision. The second approach is studying the structure of co-authorship

based on a social network analysis [13, 15, 16].

2.1.2 Author-Topic Model

Author-topic model (ATM) is an unsupervised learning technique proposed by Steyvers et

al., [1, 17–19]. The model comprehensively analyzed the relationship among authors, topics, and

words. The authors classified to a likely topic by the model are not necessarily the expertise in that

topic, but they are the authors who tend to generate the most words for such likely topic. The author-

topic models can be applied in a variety of works which concentrate on mining the set of authors and
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Figure 2.1 The generative process of the author-topic model with a graphical model.

words including, studying of topic trends over time, finding the authors who tend to write a new paper

in a given topic, and detecting the interested papers for an author.

Author-topic model uses a probabilistic model representing each topic as a probability distri-

butions over words and expressing each author as a probability distributions over topics. The model

discovers not only what topics are represented in a document (topic-word), but also which authors

are distributed to each topic (author-topic). The topic-word and author-topic distributions are learned

from a set of documents, authors, and words based on an unsupervised model using a Markov chain

Monte Carlo algorithm. Figure 2.1 illustrates the generative process of author-topic model with a

graphical model. Nodes represent variables, a directed edge represents a conditional dependency be-

tween variables, and a box represents a repeated sampling process whose number of repetitions is

given by the variable at the bottom of the box, i.e., A, T, P,Np. The variables ∂̂ and κ̂ are the perime-

ters to decide probabilistic distribution. For learning, the model formulates a document as a bag of

words by representing each document as a vector of word count. The frequency of a word appearing

in the document is an element in a vector. Each author is associated with a multinomial distribution

over topics. A document written by multiple authors is a mixture of the distributions corresponds to

such authors. An author (from a set of A authors) gets a topic from his multinomial distribution over

topics, denoted by ∂, when generating a document. Then, the author samples a word from the multi-

nomial distribution over words corresponded to the given topic. All words appear in the document is

repeated for this process. For each word in the document, an author x is uniformly sampled from ap.

Then, a topic t is sampled from the multinomial distribution ∂ corresponding to author x and a word

w is sampled from a multinomial topic distribution κ corresponding to topic t. This sampling process

is repeated N times.
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There are two parameters to be estimated in author-topic model, i.e., the A author-topic dis-

tribution ∂, and the T topic distribution κ. The model used Gibbs sampling, a Markov chain Monte

Carlo algorithm to sample from the posterior distribution over parameters. The posterior distribution

on just x and t are evaluated and then use the results to infer ∂ and κ. Suppose P documents con-

tains T topics expressed over W unique words. For each word, the topic and author assignment are

sampled as follows:

P (ti = j, xi = a|wi = m, t́, x́)κ̂
nwi
−i,j + κ̂

n−i,j +Wκ̂

nai
−i,j + ∂̂

n−i,j + T ∂̂
. (2.1)

where ti = j and xi = a represent the assignments of the ith word in a document to topic j and

author a respectively, wi = m represents the observation that the ith word is the mth word in the

lexicon, and t́, x́ represent all topic and author assignments not including the ith word. Term nwi
−i,j

is the number of times word m is assigned to topic j, not include the current instance. Term nai
−i,j is

the number of times author a is assigned to topic j, not include the current instance. Term n−i,j is a

count that does not include the current assignment of ti. Furthermore, the variables ∂̂ and κ̂ are the

perimeters to decide probabilistic distribution as shown in Figure 2.1.

The algorithm is started by assigning words to random authors and topics. Each Gibbs sample

takes equation (2.1) to all words in the set of documents. This sampling process is repeated for a

defined iterations. Moreover, the estimate the topic-word distributions κ and author-topic distributions

∂ can be estimated by:

κm,j =
nwi
−i,j + κ̂

n−i,j +Wκ̂
. (2.2)

∂a,j =
nai
−i,j + ∂̂

n−i,j + T ∂̂
. (2.3)

2.1.3 Moving Average

Moving average is one of the most popular technique which is applied in various applications. It

is commonly used to understand the stock price behavior and trend prediction for several decades [20].

Therefore, the moving average is usually taken by averaging the prices over a period of time producing

a smoother line. There are different types of moving average and, therefore, different formulas to
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calculate it. Two of the most common types of moving averages are the simple moving average

(SMA) and the exponential moving average (EMA). They are described in more detail below.

Simple moving average is the simplest form of a moving average which is calculated by taking

the arithmetic mean of a given set of values. The mean average is computed by summing up a set of

data over a specified period and dividing the summation by the number of such periods. A moving

average moves because the newest period is added and the oldest period is dropped. This type of

moving average is the most commonly used. Nevertheless, the results are lagging indicators because

they are calculated based on data in a preceding period. They can only indicate a trend that is already

in place. Thus, simple moving average method is not suitable for the shorter time-series data which

more sensitive to the recent time periods. Let X = {x1, x2, . . . , xn} be an order set of n time-series

data. Let Y = {yt, yt−1, . . . , yt−n̂+1} be an order set of the last n̂ elements over a specified time

period t, where Y ∈ X and n̂ < n. The simple moving average of n̂ elements in a specified time

period t denote by SMAt can be computed by equation (2.4).

SMAt =
1

n̂

∑
yi∈Y

yi . (2.4)

Exponential moving average was first suggested by Charles C. Holt [21]. It is considerably

more complicated to reduce the lag in the simple moving average by applying more weight to the

more recent data relative to older data. The weighting applied to the most recent data depends on

the specified period of the moving average. The shorter the period is the more weight that will be

applied to the most recent data. As a result, the exponential moving average will be more sensitive

and will follow the up-to-date data closer than the simple moving average. Based on the above defined

sets, exponential moving average of n̂ elements in a specified time period t denote by EMAt can be

computed by equation (2.5).

EMAt =

[
(yt − EMAt−1)×

2

(n̂+ 1)

]
+ EMAt−1 . (2.5)

When using the equation (2.5) to calculate the first of result the exponential moving average,

EMA0, there is no value available to use as the previous exponential moving average. This small

problem can be solved by starting the calculation with a simple moving average in equation (2.4) and

continuing on with the equation (2.5) from there.
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2.2 Related Works

This section reviews the researches in the academic collaboration analysis. These researches

are grouped by the objective of works, namely link prediction, research community discovering, and

expert finding. Lastly, the difference between such objectives and collaborator recommendation will

be compared.

2.2.1 Academic Collaboration Analysis

In recent surveys, there are many papers studied in the academic collaboration [9,13,15,22–28].

The studies concentrated on analysis characterizing the pattern of network evolution using various

network measurements. Such measurements are enable to understand the growth pattern based on

the small world phenomenon. The examples of measures (metrics) in social network analysis are

betweeness, bridge, centrality, closeness, clustering coefficient, cohesion, degree, path length, etc.

These measures studied the general sense of collaboration and did not preserve historical research

collaboration in particular researcher pairs. A study of Han et al. [29] concentrated on the closeness

and distance between the researcher pairs. They proposed the supportiveness measurement in co-

authorship network structure. The supportiveness from a researcher to another is used to measure how

close the collaboration between them. However, this work used only the frequency of co-authorship

for computing, regardless of time evaluation.

2.2.2 Link Prediction

Link prediction problem is predicting changes to a social network. The classical paper of

link prediction [30] said that link prediction is seeking the accurately predict the edges that will be

added to the future network time t′ based on the structure of preceding network at time t. Consider

a co-authorship network among researchers, there are many reasons why two researchers not having

written papers together will do so in the next few years. Effective methods for link prediction could

be used to analyze such a given co-authorship network and suggest the new collaborators with the

most potential collaborators from a set of existing researchers and relations. All methods (predictors)

assigned a connection weight to a researcher pair and then the weights are ranked in decreasing or-

der. The summary of methods for link prediction summarized in [30] can be classified into three

groups, namely basic graph-distance method, methods based upon node neighborhoods, and methods

based upon the ensemble of all paths. Unfortunately, all methods concentrated on static network.
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A simple software agents to observe the model social networks overtime was proposed in [31, 32].

An important contribution of these papers is that temporal metrics are an valuable new attention to

link prediction, and should be used in future research and applications. Some further research to be

performed include suggesting new temporal variations of static metrics and determining exactly the

optimum number of time steps for computing temporal metrics. The experimental results of applying

Bayesian analysis to link prediction problem were summarized in [32]. The latest link prediction

approach was proposed in [33] which developed Supervised Random Walks, a new learning algo-

rithms for link prediction and link recommendation. Their experiments on the Facebook social graph

and large collaboration networks showed that the approach outperforms state-of-the-art unsupervised

approaches as well as approaches that were based on feature extraction.

In summary, methods in link prediction problem can be applied for collaborator recommen-

dation problem in case of finding the new researchers who have never written paper together. The

most related work are Sachan’s work [34]. They proposed a supervised learning method for building

link predictors from co-authorship network structure and using some semantic attributes of the nodes

like title and abstract information. Although the objective of the work is to overcome link prediction

problem, the mining approach can be applied to finding the future collaborators. Nevertheless, time

evolution and the citation of papers were not considered in [34].

2.2.3 Research Community Discovering

Community discovering has been a hot research in academic social network. A research com-

munity can be defined as a group of researchers that share similar attributes or connect to each other

via certain interest. The objective of the researches is clustering researchers to research communi-

ties. The output of this research enables to know who stays in the same communities. The raw data

usually are used for mining the communities are researcher’s profiles, paper title, abstract, venue,

citations. These data can be grouped into two mining approaches, i.e., profile-based approach, and

document-based approach.

Su et al.’s work [35] is an example work in document-based approach. The work used au-

thor co-citation analysis method to identify researchers in related fields. The method can discover

researchers with multiple communities. Productivity and author’s names appear in the top of pa-

pers and reference of papers were used for mining. Other parts of papers, i.e, title, abstract, venue

were not considered in the study. Zaı̈ane et al. [36] proposed a method to discovering communities

in document-based approach. They generated bipartite (author-conference) and tripartite (author-

conference-topics) graph models, where topics are frequency of words extracted from paper title and



14

abstracts. The co-authorship relations were taken into account while designing the model. Neverthe-

less, the authors of this said that their model was still preliminary. ArnetMiner system [37, 38] is a

research used both profile-based and document-based approach. It focuses on extracting researcher

profiles from personal homepage. It first collects and identifies a set of homepage from the web, then

uses a unified approach to extract the profile properties from such pages. It extracts publications from

online digital libraries using rules. Then, it integrates the extracted profiles of researchers and the

extracted publications by using the given researcher name.

In summary, all of the above researches only focused on the relation in community level rather

than pairwise relation between researcher pairs. In addition, these researches considered in a snapshot

of time, regardless dynamic evolution.

2.2.4 Expert Finding

Expert finding is one of applications extended study from community discovering analysis. The

task of expert finding is identifying researchers with relevant expertise or experience for a given topic.

The study of [39] focused on developing models for searching an organizations document reposito-

ries for experts on a given topic using generative probabilistic models. Tang et al. [40] presented a

topic level expertise search framework for heterogeneous networks. Their proposed model was able

to retrieve the related researchers based on several types of queries i.e., inquired researcher name,

conference venue, topic. Zhang et al. developed a paper [41] extended from community discover-

ing in [37, 38]. They used the extracted personal information of researchers to calculate an initial

expert score for individuals. In additional, the relationships between researchers were involved to

improve the accuracy of expert finding. The assumption is if a researcher knows many experts on a

topic or if his name frequently co-occurs with another expert, then it is likely that he is an expert on

that topic. Recently, Daud et al. [42] proposed Temporal-Expert-Topic (TET) model compared with

Author-Conference-Topic (ACT) [37] which is non-generalized time topic modeling. They said that

ACT used the conferences information without considering conferences influence. They proposed the

generalized time topic modeling approach, TET, which could provide ranking of experts in different

groups in an unsupervised way. The experimental results showed that the proposed generalized time

topic modeling approach with outperformed the non-generalized time topic modeling approaches,

due to simultaneously capturing conferences influence with time information.

In research collaborators recommendation task, the appropriated collaborators for a given re-

searcher need not be the expertise. It is quite possible that the research backgrounds of two researchers

might be similar although the they were classified in the different topics. Therefore, the expertise may
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not be the most appropriated collaborators for a given researcher.



CHAPTER III

PROPOSED METHODOLOGY

The proposed methodology mainly consists of five parts, namely constructing co-authorship

network (given in Section 3.1), retrieving the potential collaborators (given in Section 3.2), calculating

cohesion weight based on Structure Cohesion based on Collaboration Over Time (SC-CoT) model

(given in Section 3.3), calculating semantic similarity based on Semantic Similarity with Background

and Trend of Research (SS-BaT) model (given in Section 3.4), and calculating the relevance scores for

ranking the potential collaborators (given in Section 3.5). The downloaded data set from SCOPUS1

offers various attributes of papers. A set of valuable attributes used for both models are shown in

Table 3.1. The last six attributes used to get words for discovering the topic domain of researchers

in the semantic approach. Note that this dissertation use the terms node, author, and researcher

interchangeably. The terms edge, link, and co-authorship are also used interchangeably. Additionally,

subscripts of all weights in here can be represented into two types of relationship, i.e., undirected and

directed relationship. Based on undirected relationship, weights which subscripted by (vi, vk) and

(vk, vi) are the same meaning. On the other hand, subscript of weights denoted by (vi → vk) and

(vk → vi) are not the same since it is used to represent directed relationship in the different view

points.

3.1 Constructing Co-authorship Network

A collection of papers downloaded from SCOPUS are grouped by year of publication in two

data sets, namely DB-Data set used for building the models and Test-Data set used for testing. Firstly,

DB-Data set will be used to construct a co-authorship network in this section. According to the so-

cial network analysis concept, the network is constructed in this dissertation for two objectives, i.e.,

retrieving the potential collaborators within six degree of separation, and preserving the calculated

statistical relationship changed over the steps of developing Structure Cohesion based on Collabora-

tion Over Time (SC-CoT) model.

For the first generation of co-authorship network, the network is represented by undirected

multi-graph, whose nodes represent unique researchers and edges represent the published papers be-
1http://www.scopus.com
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Table 3.1 Attributes of papers used in SC-CoT model and SS-BaT model.

Attribute Name SC-CoT Model SS-BaT Model

(Structure Approach) (Semantic Approach)

Paper ID
√ √

Year
√ √

Authors
√ √

Title
√

Abstract
√

Authors Keywords
√

Index Keywords
√

Venue
√

References
√

Table 3.2 An example of published papers.

Paper ID Year Authors

p1 2006 v1, v2, v3

p2 2007 v1, v2

p3 2009 v3, v4

tween two researchers. The number of edges between two nodes represents the number of papers they

co-authorship. Thus, the existing edges represent previous collaboration between researcher pairs.

For example, Table 3.2 shows a set of collected papers represented by three attributes associated with

the three attributes of SC-CoT model in Table 3.1. In the first row, paper p1 was written by three au-

thors, i.e., v1, v2, v3, and published in year 2006. The associated co-authorship network G = (V,E,L)

in Figure 3.1 shows the relationship among four authors in Table 3.2. Let V = {v1, v2, . . . , vn} be

a set of n unique researchers in a co-authorship network. E is a set of edges which are the published

papers written by the researcher pairs, vi and vk. L is the set of paper attributes associated with the

edges connecting the researcher pairs. The labels on each edge (vi, vk) consist of (1) Paper ID, (2)

the number of authors in the paper, and (3) year of publication. The frequency of co-authorship can

be represented by the number of edges between node pairs, for instance, frequency of co-authorship

between (v1, v2) = 2, and frequency of co-authorship between (v2, v3) = 1.
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Figure 3.1 Co-authorship network of papers in Table 3.2 represented by undirected multigraph.

Table 3.3 Degree of separation among four researchers in Figure 3.1.

Researcher, (vi, vk) v1, v2 v1, v3 v1, v4 v2, v3 v2, v4 v3, v4

Degree of separation, ∆vi,vk 1 1 2 1 2 1

3.2 Retrieving the Potential Collaborators

Due to this dissertation limits to recommend the potential collaborators within six degree of

separation from an inquired researcher, this section explains who is inquired researcher and who are

his potential collaborators. According to the collected papers kept in two sets, i.e., DB-Data set and

Test-Data set, the unique researchers are independently extracted from each set. Next, the common

researchers who appeared in both sets are listed and called core authors.

Definition 1: Core authors. Core authors is a set of authors denoted as A = {vi ∈ V|vi is a researcher

who appeared in both DB-Data set and Test-Data set}. These are a set of inquired researchers who

would like to find their collaborators.

The distance between two nodes in a graph is the number of edges in a shortest path connecting

them. In this dissertation, the distance is used for representing degree of separation between arbitrary

researcher pairs. The symbol ∆vi,vk represents the degree of separation between a core author vi

and his potential collaborator vk. Note that the relation between vi and vk is undirected relationship.

Thus, ∆vi,vk and ∆vk,vi are always equal. For example in Figure 3.1, there are two paths between

(v1, v3) that are < v1−v3 > and < v1−v2−v3 >. The degree of separation between (v1, v3) is one,

∆v1,v3 = 1, as shown in Table 3.3 because the shortest path between them comprises of one edge.

Selecting potential collaborators from all researchers may waste time in that they might not

be met in the real world. The suitable degree of separation has to be defined for reducing search

time and increase the number of potential collaborators. Fortunately, a study of Franceschet [27]
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Table 3.4: Set of neighbors, friend researchers, and non-friend researchers of four researchers in

Figure 3.1.

Core Author, vi Neighbors, R(vi) Friends, Q(vi) Non-Friends, Q(vi)

v1 {v2, v3, v4} {v2, v3} {v4}

v2 {v1, v3, v4} {v1, v3} {v4}

v3 {v1, v2, v4} {v1, v2, v4} ø

v4 {v1, v2, v3} {v3} {v1, v2}

found the average distance of computer scientists is 6.41 which corresponds to the six degrees of

separation in a popular small-world experiment [43]. Thus, this dissertation limits to recommend the

potential collaborators within six degrees of separation. Starting from a core author vi, the depth-

first search (DFS) algorithm [44] is applied for traversing the co-authorship network and retrieving

a set of nodes within six degrees of separation from vi. In general, the potential collaborators are

possibly appeared in three categories of friendship, i.e., friend researchers, non-friend researchers,

and unknown researchers.

Definition 2: Neighbors. Neighbors of vi is a set of authors with respect to author vi denoted as

R(vi) = {vk ∈ V|vk is a researchers who appear within six degrees of separation from vi}. R(vi)

are the potential collaborators for core author vi.

Definition 3: Friend researchers. Friend researchers is a set of authors with respect to author vi

denoted as Q(vi) = {v∂ ∈ R(vi)|v∂ is a researcher having collaborated with vi}. Thus, Q(vi) ⊆

R(vi). In other words, these are the adjacent nodes which located in one degree of separation from

core author vi.

Definition 4: Non-friend researchers. Non-friend researchers is a set of authors with respect to

author vi denoted as Q(vi) = {vλ ∈ R(vi)|vλ is a researcher not having collaborated with vi}. Thus,

Q(vi) = R(vi) − Q(vi). These appear between two and six degrees of separation from core author

vi.

Definition 5: Unknown researchers. Unknown researchers is a set of researchers who are not in V.

In other words, they are new researchers just first appearing in the Test-Data set.

Suppose all researchers in Figure 3.1 are core authors. The set of three categories of friendship
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are shown in Table 3.4. Based on two assumptions measured according to the degree of separation,

we have (a) the probability that non-friend pairs will meet each other in higher degree of separation

is small; (b) the further distance between two researchers implies the less potential collaboration.

Hence, a parameter called distance parameter, d(vi, vk), is introduced and it is based on the concept

of imitating process of discharging a capacitor. It is calculated by using the condition in equation

(3.1). The parameter used for adjusting pairwise weights between vi and vk associated to the degree

of separation.

d(vi, vk) =

 1.0, friends
1.0
2∆

, non-friends.
(3.1)

3.3 Structure Cohesion based on Collaboration Over Time (SC-CoT) Model

3.3.1 Overview of SC-CoT Model

To analyze the relationship between two researchers in co-authorship network, a new model

called Structure Cohesion based on Collaboration Over Time (SC-CoT) model is proposed. The model

is a quantitative measure which concentrates on the quantity of publication underlining co-authorship

network over time. Intuitively, productivity of papers of researchers over time and valuable infor-

mation in friendship involved would suffice for measuring the correlation and cohesion between re-

searcher pairs. Therefore, this model pays attention to how many papers, time of publication, and

co-authors, regardless of what papers were written about.

The overall process of SC-CoT model is shown in Figure 3.2. The model comprised of three

measurements associated with three analysis, namely power of researcher analysis (given in Section

3.3.2), common papers analysis (given in Section 3.3.3), and common friends analysis (given in Sec-

tion 3.3.4). Outputs associated with the three measurements, i.e., power weights, closeness weights,

and mutual weights, will be combined in the structure cohesion analysis process (given in Section

3.3.5). Finally, the output of the last process becomes the output of SC-CoT model called cohesion

weight, Nvi→vk . Therefore, the Nvi→vk is the cohesion weight of vk with respect to vi compared with

all neighbors of vi.

3.3.2 Power of Researchers Analysis

In this section, a weight for individual researcher called power weight is proposed for measur-

ing the power of researcher. Researchers with more power weight is the researchers who has more
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Figure 3.2 The overall process of SC-CoT model. Output is a set of cohesion weights Nvi→vk .

possibility to publish a new paper in the near future. The assumption is researchers who have a large

number of recently published papers should have more power to connect with a new friend via a new

paper. One reason why the recommending results for researcher pair are not symmetric is due to the

unbalanced power of researchers. For example, vi is an expertise having more power in data mining

with a large number of recent papers and friends. He has been recommended as a collaborator to a lot

of researchers, but a few of them are recommended as collaborators to him.

Since co-authorship network is an example of scale-free networks, it also has preferential at-

tachment [45] property in the co-authorship network constructed in Section 3.1. This property is

generally used to apply in various researches [46], [47]. The property defines most nodes are con-

nected with a small number of friends whereas a few nodes are connected with a large number of

friends, regardless of the number of papers. Thus, a new link is likely to be connected to an exist-

ing node with a large number of friends. Because the classical idea of preferential attachment is not

concerned about the year of publication, the age of friendship is not captured. To overcome the rec-

ommendation problem which is more sensitive to up-to-date data, using only the number of friends

without publication year may be rough for considering the power of researcher over time. The idea

in this dissertation is researchers who published papers in the different years may not have the same

power even though the number of friends is equal. Furthermore, if two researchers have the same

number of friends, the researcher who has more recently published papers should has more power

to publish a new one. Therefore, this dissertation adapts to use the number of papers for calculating

the power researcher stead of directly use the number of friends like in the preferential attachment
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pe Year φ 1/2φ Pv1 : av1,p1 + av1,p2 = 0.0625 + 0.125 = 0.1875

paper: p1 2006 4 0.0625 Pv2 : av2,p1 + av2,p2 = 0.0625 + 0.125 = 0.1875

paper: p2 2007 3 0.125 Pv3 : av3,p1 + av3,p3 = 0.0625 + 0.5 = 0.5625

paper: p3 2009 1 0.5 Pv4 : av4,p3 = 0.5 = 0.5

Figure 3.3: Co-authorship network in Figure 3.1 extended with labeling nodes by power weights of

researchers, Pvj , assume β = 2011.

property.

Firstly, Spearman’s rank correlation coefficient is used to prove the correlation between the

number of papers and the number of friends. The researchers are ranked with two approaches, namely

ranking ordered by the number of papers and ranking ordered by the number of friends. After the

ordered sets of researchers from the both approaches are compared, the result of correlation is 0.84.

Then, the number of papers and the number of friends are perfectly monotonically related. The

number of friend proportionally grows to the number of papers. Hence, for more precision over time,

instead of using the number of friends, the number of papers are used for determining the power

of researcher. Next, let P = {p1, p2, . . . , pm} be a set of published papers in DB-Data set. Let

Pvj = {pj1 , pj2 , . . . , pju} be a set of published papers of researcher vj , where Pvj ⊆ P. The power

weight of researcher vj denoted by Pvj is calculated by using equation (3.2).

Pvj =
∑

pe∈Pvj

avj ,pe . (3.2)

Suppose that vj is a co-author in paper pe which published in year α and the year of recom-

mendation is β, where pe ∈ Pvj . The power weight of vj on paper pe, denoted by avj ,pe , is calculated

by 1
2φ , where φ = (β − α) − 1. The maximum value of avj ,pe is one when the paper was published

in one year ago prior to recommending. A calculated power weight, Pvj , is an attribute of individual

researcher which is represented on the node label in co-authorship network. Figure 3.3 shows co-
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authorship network extended from the network in Figure 3.1. The below of co-authorship network

shows how to compute power weight of each researcher. For example, researcher v1 wrote two pa-

pers, namely p1 and p2 in year 2006 and 2007, respectively. The power weight of v1 on paper p1 is

av1,p1 = 24 = 0.0625. The power weight of v1 on paper p2 is av1,p2 = 23 = 0.125. In summary,

the power weight of researcher v1 associated with both papers is Pv1 = 0.1875. Note that the power

weight of v1, 0.1875, based on two papers is less than the power weight of v4, Pv4 = 0.5, based on a

paper since both papers of v1 are older published than a paper of v4.

3.3.3 Common Papers Analysis

In this section, a measurement used to determine pairwise weights between friend researchers

utilized from co-authorship relation in their common papers is introduced. In addition, a method

used to approximate pairwise weights between non-friend researchers is also proposed. The weights

calculated from the both methods are called closeness weights. These weights are used to measure the

pairwise weight based on common papers. Note that the idea of this measurement has been proposed

in [48].

According to a list of authors in a paper, a set of closeness weights between them can be

identified. Researchers who wrote the same papers are treated as friends of each other. The idea is

two researchers who have recently published a larger number of papers with a small authors should

be weighted more. A closeness weight between vi and his friend in Q(vi) denoted by Svi,v∂ where

v∂ ∈ Q(vi). Three features are used for computing as follows.

• The number of authors in a paper: author pair should be weighted more if their paper has few

authors.

• Year of publication: author pair with recently co-authorship have a higher weight.

• Frequency of co-authorship: author pair with frequent co-authorship have a higher weight.

The number of authors in a paper and the year of publication are listed in the second and third

order of an edge label as shown in the example in Figure 3.3 where an edge represents a paper. The

last feature, frequency of co-authorship, is represented by the number of edges linked between node

pairs. All features will be comprehensively analyzed for determining the closeness weight between a

pair of authors. That is the first and the last features will be dynamically considered along with the

evolution over time in the second feature.
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Suppose the researchers vi and v∂ co-authored h papers in set Cvi,v∂ = {pe1 , pe2 , .., peh},

where Cvi,v∂ ⊆ P, ṕe ∈ Cvi,v∂ . The closeness weight between vi and v∂ , denoted by Svi,v∂ , based

on their common h papers can be defined in equation (3.3).

Svi,v∂ =
∑

ṕe∈Cvi,v∂

wvi,v∂ ,ṕe . (3.3)

wvi,v∂ ,ṕe = (zvi,v∂ ,ṕe)× (tvi,v∂ ,ṕe) . (3.4)

Term zvi,v∂ ,ṕe is the result of the first feature, the number of authors in a paper. Suppose

researchers vi and v∂ wrote paper ṕe, and f(ṕe) is the number of authors in paper ṕe. The zvi,v∂ ,ṕe

between vi and v∂ on paper ṕe is calculated by using equation (3.5). The maximum value of zvi,v∂ ,ṕe

is one when the paper has two authors. Note that all papers written by sole author are filtered out

from this calculation.

zvi,v∂ ,ṕe =
1

f(ṕe)− 1
. (3.5)

Term tvi,v∂ ,ṕe is the result of the second feature, year of publication. Suppose researcher vi and

v∂ co-author in paper ṕe published in year α and the year of recommending is β. The weight between

vi and v∂ on paper ṕe is calculated by using equation (3.6), where φ = (β − α)− 1. The maximum

value of tvi,v∂ ,ṕe is one when the paper is published in one year ago prior to recommending.

tvi,v∂ ,ṕe =
1

2φ
. (3.6)

The outputs of closeness weight between vi and his neighbors in Table 3.4 are shown in Figure

3.4. The solid edges link between friend pairs and dash edges link between non-friend pairs. Each

solid edge is labeled by closeness weight, Svi,v∂ , calculated in Table 3.5 (a).

On the other hand, two researchers not having co-authored any papers are called non-friend to

each other. The closeness weight between them has to be approximated due to there are no edges

between them. The transitive property on the paths between them is applied for determination. There

could be several interaction paths between the two non-friend not directly collaborate but join work

through a number of the other researchers in the network. The idea is two un-linked nodes tend to be

connected in the near future if they connected with more short paths. The measure for identifying the

approximated closeness weight between non-friend pairs is proposed as follows.
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vi, v∂
∑

ṕe∈Cvi,v∂

wvi,v∂ ,ṕe Svi,v∂

v1, v2: 0.03125 + 0.125 0.15625

v1, v3: 0.03125 0.03125

v2, v3: 0.03125 0.03125

v3, v4: 0.5 0.5

(a) The closeness weight between vi and v∂ , Svi,v∂ , calculated by equation (3.3).

There are the weights labeled on solid edges in Figure 3.4.

vi, v∂ , ṕe zvi,v∂ ,ṕe tvi,v∂ ,ṕe wvi,v∂ ,ṕe

v1, v2, p1 0.5 0.0625 0.03125

v1, v2, p2 1.0 0.125 0.125

v1, v3, p1 0.5 0.0625 0.03125

v2, v3, p1 0.5 0.0625 0.03125

v3, v4, p3 1.0 0.5 0.5

(b) The closeness weight between vi and v∂ on a paper ṕe, wvi,v∂ ,ṕe , calculated by equation (3.4).

ṕe Year φ 1/2φ f(ṕe) 1/(f(ṕe)− 1)

paper: p1 2006 4 0.0625 3 0.5

paper: p2 2007 3 0.125 2 1.0

paper: p3 2009 1 0.5 2 1.0

(c) The features of each paper, i.e., the number of authors in a paper and year of publication.

Table 3.5 Details to calculate the closeness weight between vi and v∂ , Svi,v∂ , assume β = 2011.

Let vi be a core author and vλ be a non-friend researcher of vi where vλ ∈ Q(vi). Let Xvi,vλ =

{xl1 , .., xlη} be a set of paths linked between vi and vλ. Approximated closeness weight between vi

and vλ, denoted by S̃vi,vλ , based on η paths can be defined in equation (3.7). Prior to finding the

value of S̃vi,vλ from all paths, the average pairwise weight of each path xl, denoted by Ŝxl
must be

computed by using equation (3.8). Due to the possible maximum number of weights in a path is six,

the mean may be biased with an outlier weight if arithmetic mean is applied. Unlike the arithmetic

mean, the harmonic mean gives less significance to outliers and provide a truer picture of the average.

Thus, the harmonic mean is applied in equation (3.8).
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Figure 3.4: Co-authorship network represented by a simple graph derived from multi-graph in Figure

3.3. The solid edge link between friend pairs labeled by Svi,v∂ calculated in Table 3.5 (a) whereas

the dashed edge link between non-friend pairs labeled by S̃vi,vλ calculated in equation (3.11) and

equation (3.14).

S̃vi,vλ =

 ∑
xl∈Xvi,vλ

Ŝxl

× d(vi, vk) . (3.7)

Ŝxl
=

∆
1

Svi,vl1
2
−o(vi,vl1

)
+ · · ·+ 1

Svl∆
,vλ

2
−o(vl∆

,vλ)

. (3.8)

Each path xl, xl ∈ Xvi,vλ , consists of a set of ∆ − 1 intermediated nodes and a set of ∆

edges, degree of separation, between vi and vλ. Let Hvi,vλ = {vl1 , vl2 , . . . , vl∆−1
} be the order set

of nodes from vi to vλ on path xl. The first edge connects vi with vl1 , but the last edge connects

vl∆−1
with vλ. For any path xl, let o(vlb ,vly ) be the order of edge (vlb , vly) on this path xl where

vlb ∈ Hvi,vλ , vly ∈ Hvi,vλ . The factor 2
−o(vlb

,vly
) attenuates the closeness weight, calculated from

equation (3.3), of a further node vly . This implies that the further distance vly is from vi, the less

weight is assigned. Since the number of paths between two nodes proportionally grows to the degree

of separation between them, term d(vi, vk) is used to reduce the summation of Ŝxl
from a large

number of that paths.

Each dashed edge in Figure 3.4 labeled by the approximated closeness weight, S̃vi,vλ . From

the example, there are two non-friend pairs in Table 3.4, i.e., (v1, v4) and (v2, v4). The approximated

closeness weight of the first pairs, S̃v1,v4 , can be computed on two paths in equation (3.11). For the

other, S̃v2,v4 , can be calculated on two paths in equation (3.14).
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Paths between (v1, v4) : x1 = < v1 − v2 − v3 − v4 >

x2 = < v1 − v3 − v4 >

Ŝx1 =
3

1
0.15625(2−1)

+ 1
0.03125(2−2)

+ 1
0.5(2−3)

= 0.019 . (3.9)

Ŝx2 =
2

1
0.03125(2−1)

+ 1
0.5(2−2)

= 0.028 . (3.10)

S̃v1,v4 = (0.019 + 0.028)× 1

22
= 0.012 . (3.11)

Paths between (v2, v4) : x1 = < v2 − v3 − v4 >

x2 = < v2 − v1 − v3 − v4 >

Ŝx1 =
2

1
0.03125(2−1)

+ 1
0.5(2−2)

= 0.028 . (3.12)

Ŝx2 =
3

1
0.15625(2−1)

+ 1
0.03125(2−2)

+ 1
0.5(2−3)

= 0.019 . (3.13)

S̃v2,v4 = (0.028 + 0.019)× 1

22
= 0.012 . (3.14)

3.3.4 Common Friends Analysis

In this section, the last measurement underlining co-authorship analysis is proposed. The out-

put of the measurement used for computing pairwise weight based on common friends is called mu-

tual weight. The mutual weight uses basic idea of Adamic/Adar [49] which tries to predict friendship

with something in common. The assumptions associated in this section are (a) two users shared more

common items are weighted more than two users shared few common items; (b) items shared to a few

user are weighted more similarity than items distributed in virtually all users. In addition, the concept

also corresponds to inverse document frequency (IDF) [50] in information retrieval context. The IDF

is a method used to measure importance of words. The IDF of word found in a few documents is high

importance whereas the IDF of word occurs in almost entire documents is likely to be low. According

to the both ideas, an algorithm for computing mutual weight based on common friends between core

author vi and his neighbor vk denoted by Cvi,vk is proposed as follows.

1. Get a set of friend researchers (adjacent nodes) of vi and keep in Q(vi) (see the second column

in Table 3.6).
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Table 3.6: The mutual weights for five researcher pairs associated with co-authorship network in

Figure 3.5 .

vi, vk vi’s Friends vk’s Friends Common Friends Distribution of Mutual Weight

Q(vi) Q(vk) Q(vi, vk) svc Cvi,vk
v1, v2 {v2, v3} {v1, v3} {v3} log(4/3) 0.288

v1, v3 {v2, v3} {v1, v2, v4} {v2} log(4/2) 0.693

v1, v4 {v2, v3} {v3} {v3} log(4/3) 0.288

v2, v3 {v1, v3} {v1, v2, v4} {v1} log(4/2) 0.693

v2, v4 {v1, v3} {v3} {v3} log(4/3) 0.288

2. Get a set of friend researchers (adjacent nodes) of vk and keep in Q(vk) (see the third column

in Table 3.6).

3. Get a set of common friends between Q(vi) and Q(vk) keep in Q(vi, vk). Thus, Q(vi, vk) =

{vc|vc ∈ (Q(vi) ∩Q(vk))}, see the forth column in Table 3.6.

4. For each common friend vc where vc ∈ Q(vi, vk) do

(a) Count the number of friend researchers (adjacent nodes) of vc denoted by |Q(vc)|.

(b) Calculate distribution of vc, denoted by svc with respect to nodes in co-authorship net-

works using equation (3.15). Term n is the number of nodes (unique researchers) in the

co-authorship network. The distribution of vc obtained by dividing the number of nodes

by the number of vc’s friends and, then, taking the logarithm for reducing the value of that

quotient. The high value of svc occurred when vc has a few friends. The minimum value

of |Q(vc)| is two and the maximum is (n− 1). In other words, svc represents the impor-

tance which vc gives to his friends. The fifth column in Table 3.6 shows the distribution

of vc.

svc = log

(
n

|Q(vc)|

)
. (3.15)

5. Calculated the total distribution of all common friends in Q(vi, vk), where Cvi,vk is the mutual

weight between them (see the last column in Table 3.6).

Cvi,vk =
∑

vc∈Q(vi,vk)

svc . (3.16)
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Figure 3.5: Co-authorship network extended from Figure 3.4. Edges are labeled by closeness weight,

Svi,v∂ or S̃vi,vλ and mutual weight, Cvi,vk , respectively.

The mutual weight Cvi,vk of five author pairs in Table 3.6 are represented in Figure 3.5. The

weights are located at the second term of edge label. Note that the second term of edge label between

node (v3, v4) is zero since they have no common friends.

3.3.5 Structure Cohesion Analysis

After computing the power weights, closeness weights, and mutual weights, all weighs are

combined in the structure cohesion analysis. The output of this section is called cohesion weight

which is also the final output of SC-CoT model. The three weights of the three measurement are

treated as equal importance. Term Nvi→vk in equation (3.17) represents the cohesion weight of neigh-

bor vk with respect to core author vi. The neighbors with high for some weights, need not high for

all weights, are accepted for recommending. Thus, weights are involved by addition instead of multi-

plication. Since the three weights are expressed bi-directed relationship calculated from the different

scales, it have to be normalized prior to being combined together. Thus, the process of normalization

is taken for two aims, namely converting from bi-directed relationship to directed relationship and

taking the contribution from the different scales to the same scale.

Nvi→vk = Ṕvi→vk + Śvi→vk + Ćvi→vk . (3.17)

Term Ṕvi→vk is the normalized power weight calculated by equation (3.18). The individual

power of researchers are normalized to pairwise weight of neighbor vk in the view point of core

author vi, where vk ∈ R(vi). The Ṕvi→vk is a power weight which neighbor vk will be selected to

recommend to core author vi compared with power weight of vi’s neighbors.
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Ṕvi→vk =
Pvk∑

vk∈R(vi)

Pvk

. (3.18)

Term Śvi→vk is the normalized closeness weight computed by equation (3.19). The normalized

weight shows the closeness of neighbor vk in view point of vi compared with vi’s neighbors. The

closeness weights of friend pairs in Svi,v∂ and approximated closeness weight of non-friend pairs in

S̃vi,vλ , are combined together in equation (3.20) prior to being used in equation (3.19).

Śvi→vk =


Svi,v∂
SR(vi)

, friends
S̃vi,vλ
SR(vi)

, non-friends .
(3.19)

SR(vi) =
∑

v∂∈Q(vi)

Svi,v∂ +
∑

vλ∈Q(vi)

S̃vi,vλ . (3.20)

Lastly, term Ćvi→vk is the normalized mutual weight of neighbor vk in the view point of core

author vi compared with vi’s neighbors. The normalized weights are calculated by equation (3.21).

If common friends does not exist then the value is assumed to be zero.

Ćvi→vk =
Cvi,vk∑

vk∈R(vi)

Cvi,vk
. (3.21)

Figure 3.6: Directed co-authorship network which edges labeled by cohesion weight, Nvi→vk . The

details of calculation are shown in Table 3.7.

After all cohesion weight, Nvi→vk , are computed, the directed co-authorship network is used

for representing these directed relationship. From the same example, directed co-authorship network

in Figure 3.6 is derived from undirected co-authorship network in Figure 3.5. The network shows
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Table 3.7: The details show how to compute the cohesion weights, Nvi→vk , using equation (3.17).

The calculated weights appeared on edge labels of co-authorship network in Figure 3.6.

Normalized Weights

vi → vk Power Weights Closeness Weights Mutual Weights Cohesion Weights

Ṕvi→vk Śvi→vk Ćvi→vk Nvi→vk

v1 → v2 0.15 0.78 0.23 1.16

v1 → v3 0.45 0.16 0.55 1.16

v1 → v4 0.40 0.06 0.23 0.69

v2 → v1 0.15 0.78 0.23 1.16

v2 → v3 0.45 0.16 0.55 1.16

v2 → v4 0.40 0.06 0.23 0.69

v3 → v1 0.21 0.06 0.50 0.77

v3 → v2 0.21 0.06 0.50 0.77

v3 → v4 0.57 0.89 0.00 1.46

v4 → v1 0.20 0.02 0.50 0.72

v4 → v2 0.20 0.02 0.50 0.72

v4 → v3 0.60 0.95 0.00 1.55

cohesion weight with directed relationships where edges labeled by cohesion weight, Nvi→vk . For

example of Nv1→v3 in Table 3.7, Ṕv1→v3 = 0.5625/(0.1875 + 0.5625 + 0.5) = 0.45, Śv1→v3 =

0.03125/(0.15625 + 0.03125 + 0.012) = 0.16, Ćv1→v3 = 0.693/(0.288 + 0.693 + 0.288) = 0.55,

and Nv1→v3 = 0.45+0.16+0.55 = 1.16. Obviously, the weights between vi and vk are asymmetry,

for instance, Nv1→v3 = 1.16 whereas Nv3→v1 = 0.77. Therefore, the weight in structural approach

of neighbor v3 in view point of inquired researcher v1 compared with v1’s neighbors is 1.16.

3.4 Semantic Similarity with Background and Trend of Research (SS-BaT) Model

3.4.1 Overview of SS-BaT Model

In this section, the Semantic Similarity with Background and Trend of Research (SS-BaT) model

is proposed. It is extended based on the author-topic model (ATM) [1] which is an existing unsuper-

vised learning technique for extracting information from large documents. The output of SS-BaT

model is the semantic similarity between two researchers based on the content of their papers, re-
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Figure 3.7: The proposed SS-BaT model for semantic approach. The “ATM” are abbreviated from

author-topic model. Output of the model is a set of semantic similarity Mvi→vk .

gardless of the structure of co-authorship network. In order to get the most suitable neighbor vk for

inquired researcher vi based on semantic approach, the following assumptions are set up as follows.

• Background: vk is the researcher who has the most research experience similarity with vi.

• Trend: vk is the researcher who has the highest estimated probability in the current research

topic of vi.

The researchers vk with the both assumptions should be selected first. To obtain the most suit-

able researcher, two levels of semantic similarity analysis are studied under different schemes, i.e.,

static scheme and dynamic scheme. The static scheme analyzes researcher background using whole

papers over defined ∇ years. Output of this scheme is the similarity of research experience between

two researchers during ∇ years. Since research interesting can change dynamically, researchers have

to be investigated with the new trends and undertaken new research topics. In order to measure the

trend of research, the dynamic scheme is also considered for solving the second assumption. Firstly,

the probability of each topic in the recommended year β for individual researchers are estimated.



33

Next, the current research topic of inquired researcher vi is automatically defined. Then, the prob-

ability of vk which is the highest in vi’s current topic is determined. The overview of the semantic

similarity calculation in SS-BaT model is shown in Figure 3.7 and details of the models are as follows.

3.4.2 Research Knowledge by Author-Topic Model

As mentioned in Chapter II, the model formulates a document as a bag of words by represents

each document as a vector of word’s counting. An element in the vector corresponds to the frequency

of a word appearing in the document. Three input files, i.e., “Papers”, “Authors”, and “Words”, have

to be prepared for submitting to author-topic model running. The output of author-topic model treats

each researcher as a probability distribution over topics and each topic is treated as a probability

distribution over words. The process of how to prepare in input files and run by author-topic model

are shown as follows.

3.4.2.1 Preparing Input Files for Author-Topic Model

For preparing the files, the content of attributes for semantic approach listed in Table 3.1 are

considered. Some example is shown in Table 3.8. Firstly, content of two attributes, Paper ID, Title,

are used to generate “Papers” file. Contents of two attributes, Paper ID, Authors, are used to generate

“Authors” file. Lastly, contents of six attributes, Paper ID, Title, Abstract, Author Keywords, Index

Keywords, Venue, References, are used to generate “Words” file which is the most difficultly created

file. This file represents the frequency of various words appearing in the six attributes of papers. From

the example in Table 3.8, some non-topic-related words have to be eliminated from the content of

papers. The most awkwardly cleaned attribute is References due to it formulated from various BibTeX

styles, i.e., article, book, proceeding, thesis, etc. Thus, the three steps for cleaning the contents of the

six attributes are shown below.

1. Manually remove non-topic-related words such as pages, months, year of publication, address,

abbreviated words, etc. from Venue and References attributes. An example of removed words

in Table 3.8 are “IEEE”, “pp. 177-205”, “(2000)”, “Trans.”, “Aug”.

2. Extract a set of nouns from the content of all attributes by using SharpNLP library2. The

extracted nouns from Table 3.8 are shown in Table 3.9.
2www.codeplex.com/sharpnlp
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Table 3.8 Content of an example paper with respect to attribute names in Table 3.1.

Attributes Content

Paper ID 100

Year 2007

Authors Jorgensen M., Shepperd M.

Title A systematic review of software development cost estimation studies

Abstract This paper aims to provide a basis for the improvement of software

estimation research through a systematic review of previous work. The

review identifies 304 software cost estimation papers in 76 journals and

classifies the papers according to research topic, estimation . . .

Author Research methods; Software cost estimation; Software cost prediction;

Keywords Software effort estimation; Software effort prediction; Systematic review

Index Costs; Digital libraries; Engineering research; Estimation; Software cost

Keywords estimation; Software cost prediction; Software effort estimation; Software

effort prediction; Software engineering

Venue IEEE Transactions on Software Engineering

References Boehm, B., Abts, C., Chulani, S., Software Development Cost Estimation

Approaches - A Survey (2000) Annals of Software Eng., 10, pp. 177-205; . . .

Jorgensen, M., Experience with the Accuracy of Software Maintenance

Task Effort Prediction Models (1995) IEEE Trans. Software Eng., 21 (8),

pp. 674-681., Aug; Jorgensen, M., Gruschke, T., Industrial Use of . . .

3. Apply Porter Stemming Algorithm3 to stem nouns. The algorithm will remove the commoner

morphological and inflexional endings from nouns. For example, the stemming algorithm re-

duced the words “Computing”, “computer”, “Compute”, and “computed” to the root word,

“comput”. The example of stemmed nouns are shown in the last column of Table 3.9.

After all nouns from all papers are completely stemmed, these nouns are used as words for

generating “Words” file. The example of three input files are shown in Table 3.10 where Table 3.10

(c) shows the frequency of 30 words appeared in a paper, e.g. Paper ID = 100.
3http://www.tartarus.org/ martin/PorterStemmer
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Table 3.9 List of nouns and stemmed nouns extracted from the content of six attributes in Table 3.8.

Attributes Extracted Nouns Stemmed Nouns

Title review software development cost review softwar develop cost

estimation studies estim studi

Abstract paper basis improvement software paper basi improv softwar

estimation research review work review estim research review work review

software cost estimation papers journals softwar cost estim paper journal

papers research topic estimation paper research topic estim

Author research methods software cost estimation research method softwar cost estim

Keywords software cost prediction software effort softwar cost predict softwar effort

estimation software effort prediction review estim softwar effort predict review

Index costs digital libraries engineering research cost digit librari engin research

Keywords estimation software cost estimation estim softwar cost estim

software cost prediction software softwar cost predict softwar

effort estimation software effort effort estim softwar effort

prediction software engineering predict softwar engin

Venue software engineering softwar engin

References boehm abts chulani software development boehm abt chulani softwar develop

cost estimation approaches survey annals cost estim approach survei annal

software experience accuracy software softwar experi accuraci softwar

maintenance task effort prediction models mainten task effort predict model

software softwar

3.4.2.2 Running Author-Topic-Model

After three files are completely created as an example shown in Table 3.10, these files and

the number of required topics (clusters), τ , are submitted to author-topic model which applied on

PERL programming. The output of model are probability distribution over τ topics for a particular

researcher. Example of output with τ = 6 are shown in Table 3.11. A topic number with the highest

probability called likely topic will be assigned to each researcher. Since the designed SS-BaT model

comprised of static scheme and dynamic scheme, each scheme is independently run on author-topic

model as follows.
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Table 3.10: An example of three input files generated from the paper in Table 3.8. The files used for

submitting to author-topic model.

(a) Papers File

Paper ID Title

100 A systematic review of

software development

cost estimation studies

(b) Authors File

Paper ID Author ID Author Name

100 1 Jorgensen M.

100 2 Shepperd M.

(c) Words File

Paper ID Word ID Word Word Frequency

100 1 abt 1

100 2 accuraci 1

100 3 annal 1

100 4 approach 1

100 5 basi 1

100 6 boehm 1

100 7 chulani 1

100 8 cost 8

100 9 develop 2

100 10 digit 1

100 11 effort 5

100 12 engin 3

100 13 estim 10
...

...
...

...

100 25 softwar 17

100 26 studi 1

100 27 survei 1

100 28 task 1

100 29 topic 1

100 30 work 1

Running author-topic model for research background

A set of papers during ∇ years are used to generated the three input files and submitted to

author-topic model for once running as shown in Figure 3.7. The structure of output is the same

format as example in Table 3.11. Let AB denote the output of author-topic model based on static

scheme.

Running author-topic model for research trend

The yearly papers from ∇ years are used to analyze trends of researchers in topics over time.

The papers are partitioned by year. Let P = {P1,P2, . . . ,P∇} is an order set of papers grouped
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Table 3.11: Example output from author-topic model. Assuming that the number of topics is six,

τ = 6.

Author Topic 0 Topic 1 · · · Topic 5 Likely topic

Jorgensen M. 0.035 0.564 · · · 0.110 1

Shepperd M. 0.020 0.320 · · · 0.610 5
...

...
...

...
...

by year where P1 are papers in the oldest year and P∇ are papers in the latest year. Let Pα =

{pα1 , pα2 , . . . , pαu} be a set of papers published in year α where Pα ∈ P.

For each Pα, the papers Pα are used to generate three input files for submitting to author-topic

model, namely papers of the first year kept in P1 are submitted to the first running of author-topic

model (ATM1) as shown in Figure 3.7. After all ∇ iterations of author-topic model are successfully

process by ATM, yearly outputs are kept in AP. So, AP = {AP1 , AP2 , . . . , AP∇} be an order sets

of output of author-topic model from the oldest year to the latest year associated with set P. For

instance, AP1 is the output of papers in P1 run by ATM1 as shown in Figure 3.7. The structure of

APα where APα ∈ AP is the same format as example in Table 3.11.

3.4.3 Research Background Analysis

After running the author-topic model in Figure 3.7, the output of author-topic model for re-

search background is kept in AB. This output is utilized for calculating the background similarity

between author pair. Although the likely topics treated by author-topic model between two researchers

are different, it is quite possible that their research backgrounds might be similar. From Table 3.11,

a researcher can be represented by a vector of probability distribution of τ topics. These vectors

of probability distribution are treated as the input of computing the research background similarity

between author pair. The research background similarity between core author vi and each neighbor

vk ∈ R(vi) can be calculated by cosine similarity [51]. Given two vectors of probability distribution,

Γvi and Γvk , the cosine similarity, θ, is represented using a dot product and magnitude as follows.

Bvi,vk = cos(θ) =
Γvi · Γvk

∥Γvi∥ ∥Γvk∥
=

τ−1∑
ϕ=0

γiϕ × γkϕ√√√√τ−1∑
ϕ=0

γ2iϕ ×

√√√√τ−1∑
ϕ=0

γ2kϕ

. (3.22)
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Figure 3.8 The probability distribution of vi and vk represented by vector Γvi and Γvk , respectively.

Let Γvi = {γi0 , γi1 , . . . , γiτ−1} and Γvk = {γk0 , γk1 , . . . , γkτ−1} are two points of vi and vk

in τ -space as shown in Figure 3.8. The term γiϕ and γkϕ are the probability distribution of vi and

vk in topic ϕ. The resulting similarity defines the cosine angle between the two vectors, with values

between 0 and 1. As the angle between the vectors shortens, the cosine angle approaches 1, meaning

that the two authors are getting the higher research background similarity.

3.4.4 Research Trend of Researchers

This section studies the evolution of research interest and determines research trend of individ-

ual researchers. The output of author-topic model kept in set AP is used to estimate the probability

of each topics of researchers. For a given researcher vi, the neighbor with the highest probability

in current research topic of vi is the most appropriate collaborator. Suppose papers from six years

are used to analyze trends of researchers, ∇ = 6. The three outputs from the set of six output of

author-topic model, AP = {AP1 , AP2 , . . . , AP6}, are shown in Table 3.12. The steps of determining

research trend are as follows.

Firstly, the time-series tables are created for researchers i.e. one table for one researcher. The

probability distribution of each topic of each researcher will be re-structured as time-series table by

transposing data in the row major of Table 3.12 to column major of Table 3.13. Suppose that Table

3.12(c) is the output of author-topic model in year 2007, AP6 , and Table 3.13 is the time-series table

of Shepperd M. The probability distribution of Shepperd M. from Table 3.12(c) is listed in column

2007 of Table 3.13. For the year that researchers did not published any papers, i.e., year 2003, the

values of all topics in the column 2003 are “null”. These incomplete data have to be imputed by
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Table 3.12: The three example outputs from the total six years of author-topic model for research

trend. Suppose that AP1 , AP5 , and AP6 are the outputs from years 2002, 2006, and 2007, respectively.

(a) Output from author-topic model in year 2002, AP1 .

Author Topic 0 Topic 1 · · · Topic 5 Likely topic

Jorgensen M. 0.125 0.398 · · · 0.123 1

Shepperd M. 0.230 0.220 · · · 0.330 5
...

...
...

...
...

(b) Output from author-topic model in year 2006, AP5 .

Author Topic 0 Topic 1 · · · Topic 5 Likely topic

Jorgensen M. 0.026 0.459 · · · 0.095 1

Shepperd M. 0.350 0.420 · · · 0.430 5
...

...
...

...
...

(c) Output from author-topic model in year 2007, AP6 .

Author Topic 0 Topic 1 · · · Topic 5 Likely topic

Jorgensen M. 0.035 0.564 · · · 0.110 1

Shepperd M. 0.020 0.320 · · · 0.610 5
...

...
...

...
...

using the average based on its nearest columns. For example, Topic 5 in year 2003 will be imputed

by (0.330 + 0.620)/2.

After the time-series tables of the researchers are completely created, the probability of each

topic of researchers in the future can be approximated. Let Γvjϕ
= {γjϕ1 , γjϕ2 , . . . , γjϕ∇} be an order

set of probability distribution of vj on topic ϕ over ∇ years. For example, the completed probability

distribution of Shepperd M. on topic 5 in Table 3.13 be Γvj5
= {0.330, null, 0.620, 0.460, 0.430, 0.610}.

The value 0.330 is the probability distribution of Shepperd M. on topic 5 in year 2002 as shown in

Table 3.12(a). The value 0.430 is the probability distribution of Shepperd M. on topic 5 in year 2006

as shown in Table 3.12(b). The value 0.610 is the probability distribution of Shepperd M. on topic 5

in year 2007 as shown in Table 3.12(c). Note that the probability distribution of Shepperd M. on topic

5 in year 2004 and 2005 are assumed as 0.620 and 0.460, respectively. Since the example assumes

Shepperd M. has no published papers in year 2003, the value of the second element of the set is null.

For topic ϕ of researcher vj , the estimated probability can be computed as follows.
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Table 3.13: A time-series table over six years, ∇ = 6. Suppose this is the time-series table of

Shepperd M. The probability distribution in years 2002, 2006, and 2007 are from Tables 3.12(a),

3.12(b), and 3.12(c), respectively.

Year-α 2002 2003 2004 2005 2006 2007

Topic 0 0.230 null 0.120 0.310 0.350 0.020

Topic 1 0.220 null 0.130 0.100 0.420 0.320
...

...
...

...
...

...
...

Topic 5 0.330 null 0.620 0.460 0.430 0.610

1. Create data curve of topic ϕ using data in set Γvjϕ
. For example, Γvj5

can be plotted to curve

Prob.Dis.(Topic5) in Figure 3.9.

2. Create a average curve based on the plotted data curve. Since the recent data are more effect

for prediction, Exponential Moving Average (EMA) is selected for this task. The EMA treats

more weight to more recent data as described in Section 2.1.3. Suppose the time period used

for averaging is defined as three years. Curve EMA(Topic5) in Figure 3.9 shows the moving

average of Topic 5 based on curve Prob.Dis.(Topic5). The first average, 0.48, appearing in year

2004 was calculated by simple moving average of the first three years as shown in equation

(3.23). The other exponential moving averages were calculated by using equation (2.5). The

example in equation (3.24) shows EMA in year 2005 is 0.47, where 3 is defined the time period,

2 and 1 are constant values in equation (2.5).

0.48 = (0.33 + 0.48 + 0.62)/3 . (3.23)

0.47 =

[
(0.46− 0.48)× 2

3 + 1

]
+ 0.48 . (3.24)

3. Create a trend line based on moving average curve by using simple linear regression analysis.

Regression equation is also created in this step as well. For example, the equation of the trend

line, Trend(Topic5), in Figure 3.9 is y = 0.0144x+ 0.4152.

4. Use regression equation to estimate a probability of topic ϕ of researcher vj for recommended

year, β. Let Θvj = {θvj0 , θvj1 , . . . , θvjτ−1
} be a set of estimated probability of author vj over
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Figure 3.9: An example of data curve, average curve, and trend line for a researcher generated from

time-series data Topic 5 in Table 3.13. Assume that the time period used for calculating the moving

average is three years.

τ topics in year β. For example in Figure 3.9, the estimated probability of topic 5 of researcher

vj in year 2008 is θvj5 = 0.516 which can be calculated by equation (3.25).

0.516 = (0.0144× 7) + 0.4152 . (3.25)

3.4.5 Semantic Similarity Analysis

Discovering a current research topic of researchers is an important ability according to the

objectives of this dissertation. The discovered current research topic is assumed the inquired topic of

the inquired researcher. In this section, an inquired topic, topic ϕ́, will be automatically detected prior

the semantic similarity between the inquired researcher vi and his neighbors vk will be determined.

This section aims at two parts, namely inquired topic detection and semantic similarity calculation.

Inquired topic detection

Besides the inquired researcher’s name, an inquired topic ϕ́ is another requirement to be defined

for selecting the collaborators. From the existing yearly outputs of author-topic model as in the

example of Table 3.12, the likely topic of the latest year of vi’s publication is assumed to be an

inquired topic of vi. For making the convinced assumption, the papers in various years of publication

are investigated. Suppose DB-Data set formulated from papers in year 2002 − 2007 and Test-Data
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set formulated from papers in year 2008− 2009. There are 1, 681 core authors (inquired researchers)

who appeared in both sets. The latest year of publication of inquired researchers were classified in

Table 3.14. The first row of table expresses 62% of inquired researchers publishing papers in the last

year, 2007, 20% of inquired researchers publishing papers in two years ago, 2006, and so on.

Table 3.14 The proportion of core authors and their latest year of publication.

The Latest Year of Publication #Inquired Researchers Percent

2007 1, 038 62%

2006 331 20%

2005 157 9%

2004 74 4%

2003 45 3%

2002 36 2%

1, 681 100%

For each inquired researcher, the likely topic of the latest year of vi’s publication was from set

AP. An inquired topic of the inquired researcher denoted by topic ϕ́. A set of published papers of

each inquired researcher in Test-Data set were retrieved and checked the topic. Note that a particular

paper belongs to a topic, namely paper p1 belongs to topic 5, thus, an inquired researcher might wrote

papers in various topics depending on his papers’ topics. If the topic ϕ́ is matched at least one topic

of such inquired researcher, the defined inquired topic is correct. Table 3.15 shows 933 likely topics

in year 2007 matched with the topic of 1, 038 inquired researchers. The last row shows the average

correct inquired topics of 85%. Therefore, the likely topic of the latest year of vi’s publication was

defined to be an inquired topic of vi with confidence 85%.

Semantic similarity calculation

The outputs from two measurements have been already calculated, namely researcher back-

ground similarity between vi and vk kept in Bvi,vk and the estimated probability of individuals over

τ topics in the recommended year kept in Θvj = {θvj0 , θvj1 , . . . , θvjτ−1
}. The semantic similarity of

vk with respects to vi, denoted by Mvi→vk , can be calculated based on both outputs and the inquired

topic ϕ́. For each neighbor vk ∈ R(vi) of an inquired researcher vi, the steps are processed as follows.

1. Normalize research background similarity between vi and his neighbors in R(vi). The simi-
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Table 3.15 The correct defined inquired topic compared with the topics of papers in Test-Data set.

The Latest Year of Publication #Correct Inquired Topics #Inquired Researchers Percent

2007 933 1, 038 90%

2006 256 331 77%

2005 130 157 83%

2004 57 74 77%

2003 27 45 60%

2002 28 36 78%

1,431 1, 681 85%

larity will be converted from bi-directed relationship to directed relationship. The B́vi→vk is

called background similarity of vk with respect to vi compared with vi’s neighbors.

B́vi→vk =
Bvi,vk∑

vk∈R(vi)

Bvi,vk

. (3.26)

2. Get the estimated probability distribution of vk on topic ϕ́ in the recommended year which

is kept in Θvk = {θvk0 , θvk1 , . . . , θvkτ−1
}. The estimated probability denoted by θvk

ϕ́
where

θvk
ϕ́
∈ Θvk .

3. Normalize the estimated probability distribution among neighbors in R(vi). The estimated

probability will be converted from individual probability to pairwise probability with directed

relationship. The e
vi

ϕ́→vk
is called estimated probability of inquired topic ϕ́ of vk with respects

to vi when being compared with vi’s neighbors. If θvk
ϕ́

less than zero, then θvk
ϕ́

will be treated

as zero. Neighbor vk with the highest e
vi

ϕ́→vk
is the neighbor who is forecast to produce papers

in topic ϕ́ with the highest probability compared with vi ’s neighbors.

e
vi

ϕ́→vk
=

θvk
ϕ́∑

vk∈R(vi)

θvk
ϕ́

. (3.27)

4. Compute the semantic similarity of vk with respect to vi, Mvi→vk , by combining research

background similarity, B́vi→vk , and the estimated probability, e
vi

ϕ́→vk
. Since the best suitable

recommended collaborator is the researcher having the most background similarity or the high-

est estimated probability, the both terms are combined by addition in equation (3.28). In case
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of all neighbors having zero estimated probability, the neighbor with the most background sim-

ilarity is still the best to be recommended.

Mvi→vk = B́vi→vk + e
vi

ϕ́→vk
. (3.28)

3.5 Ranking the Potential Collaborators Based on the Relevance Scores

After the collected papers are used to build the two proposed models, the outputs are set of

the cohesion weights, Nvi→vk , from SC-CoT model and set of the semantic similarity, Mvi→vk , from

SS-BaT model. The relevance score between core author vi and neighbor vk can be determined in

four steps from Section 3.5.1 to Section 3.5.3.

3.5.1 Calculating the Raw Relevance Scores

Using the outputs from both models, the raw relevance score of vk with respect to vi in ∆

degrees of separation, W∆
vi→vk

, is introduced for determining the relevance of vk with respect to vi

and vice versa. In order to compare the efficiency of SC-CoT model and SS-BaT model in the Chapter

IV, three methods for computing the raw relevance score are proposed. The first method uses only

the cohesion weights, Nvi→vk , for calculating the raw relevance score as shown in equation (3.29).

W∆
vi→vk

=
Nvi→vk × d(vi, vk)∑

vk∈R(vi)

Nvi→vk × d(vi, vk)
. (3.29)

The second method uses only semantic similarity, Mvi→vk , for calculating the raw relevance

score as shown in equation (3.30).

W∆
vi→vk

=
Mvi→vk × d(vi, vk)∑

vk∈R(vi)

Mvi→vk × d(vi, vk)
. (3.30)

The third method is a hybrid method considering both the cohesion weights and the semantic

similarity as shown in equation (3.31). The both terms are combined by addition because either high

cohesion weight or semantic similarity is accepted.

W∆
vi→vk

=
Nvi→vk × d(vi, vk)∑

vk∈R(vi)

Nvi→vk × d(vi, vk)
+

Mvi→vk × d(vi, vk)∑
vk∈R(vi)

Mvi→vk × d(vi, vk)
. (3.31)
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Since degree of separation are taken into account in this dissertation as described in Section 3.2,

the distance parameter, d(vi, vk), is weighted by equation (3.29), equation (3.30), and equation (3.31)

for reducing the raw relevance score of neighbors in further degree of separation. Thus, W1
vi→vk

means the raw relevance score of vk with respect to vi in one degree of separation (vi and vk is friend

for each other). The W2
vi→vk

means the raw relevance score of vk with respect to vi with two degrees

of separation (vi and vk is friend-of-friend for each other).

3.5.2 Weighting the Raw Relevance Scores by Seniority

Seniority of researcher is a property of researcher which represents the research’s experience

via the number of published papers. This dissertation defined the seniority of researcher as follows.

Definition 6: Senior Researchers. Senior researchers are the researchers who published at least ten

papers in a given topic.

Definition 7: Junior Researchers. Junior researchers are the researchers who published less than ten

papers in a given topic. Thus, junior researchers are young researchers having fewer papers (less than

ten papers).

This dissertation proposes a method to use the seniority of researcher for weighting the raw

relevance scores of researcher pair. The idea is although the raw relevance score of two candidate

neighbors are equal, the relevance score may not be equal if the neighbors have the different senior-

ity. For example, an inquired researcher vi has two neighbors, i.e. v1 is a senior researcher and v2

is a junior researcher. Although the raw relevance score of W∆
vi→v1 and W∆

vi→v2 are equal, both rel-

evance scores may not be equal because of their different seniority. The important question is how

to determine the parameter used to weight each seniority. After exploring the papers in DB-Data set

between years 2000− 2007, the proportion of three seniority types of researchers over six topic areas

are shown in Table 3.16. The table shows the potential seniority types of an unorder researcher pair

consisting of three types, namely senior&senior, senior&junior, and junior&junior. For each seniority

type of each research topic, the number of researcher pairs in such types is counting and divided by

the number of researcher pairs in such research topic.

In case of bio-informatics area, 6%, 48%, and 46% of researcher pairs formulated from se-

nior&senior, senior&junior, and junior&junior, respectively. In summary, (1) the possibility of collab-

oration among senior researchers is 6%; (2) the possibility of collaboration between senior researchers

and junior researchers is 48%; (3) the possibility of collaboration between junior researchers and ju-

nior researcher is 46%. Note that “senior&junior” and “junior&senior” are the same. The proportions
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Table 3.16: The proportion of three seniority types of researchers over six topic areas used as the

seniority parameter, ώvi,vk , for weighting the relevance scores.

Research Topics Senior&Senior Senior&Junior Junior&Junior

Bio-informatics 6% 48% 46%

Data Mining 24% 42% 34%

Hardware 24% 46% 30%

Neural Network 19% 43% 38%

Software 12% 42% 46%

Algorithm&Theory 31% 50% 19%

Average 19% 45% 36%

are defined as the seniority parameter, ώvi,vk , used to weight the raw relevance scored based on their

seniority types. The calculated raw relevance score of vk with respect to vi in ∆ degree of separation

denoted by W∆
vi→vk

will be weighted by the seniority parameter, ώvi,vk as shown in equation (3.32).

Ẃ∆
vi→vk

= W∆
vi→vk

× ώvi,vk . (3.32)

For example, if the inquired topic is neural network, the seniority of inquired researcher vi is

senior, and the seniority of neighbor vk is junior, their seniority parameter will be defined as 0.43.

The relevance score of vk with respect to vi, Ẃ∆
vi→vk

, can be calculated by

Ẃ∆
vi→vk

= W∆
vi→vk

× 0.43 . (3.33)

3.5.3 Adjusting the Relevance Scores from Directed Relationship to Bi-directed Relationship

Although the relevance score of two candidate neighbors are equal, the relevance score may not

be equal if the relevance score in vice versa are highly different value. Suppose an inquired researcher

vi has two neighbors, i.e. v1 and v2. If the relevance score of Ẃ∆
vi→v1 and Ẃ∆

vi→v2 are equal, then

the possibility to select v1 to vi should be assigned more if the value of Ẃ∆
v1→vi is very high and the

value of Ẃ∆
v2→vi is low. Therefore, the (bi-directed) relevance score, Ẃ∆

vi↔vk
, can be determined by

adding the two (directed) relevance scores, Ẃ∆
vi→vk

and Ẃ∆
vk→vi by
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Ẃ∆
vi↔vk

= Ẃ∆
vi→vk

+ Ẃ∆
vk→vi . (3.34)

3.5.4 Ranking the Potential Collaborators

The neighbors of vi kept in R(vi) will be ranked in descending order based on the (bi-directed)

relevance scores Ẃ∆
vi↔vk

in Section 3.5.3. Researcher vk with the highest relevance score compared

with all neighbors in R(vi) is the most suitable researcher for recommending to vi. Such researcher

will be ranked in the first order. Nevertheless, the results of ranking are asymmetric with respect to

a viewpoint, thus, vk may be ranked in the first order for vi, but vi might be ranked only in the third

order for vk.



CHAPTER IV

RESULTS AND DISCUSSION

This chapter describes the data sets preparation, experiment setting, method for ranking the

potential collaborators. Besides, the results from the experiments are evaluated in various aspects.

4.1 Data Collection

The data sets are bibliographic data collected from SCOPUS 1, the largest abstract and citation

database. In order to obtain the suitable papers for implementing in the proposed methods, steps of

preparing data should be realized as follows.

1. Define the number of research topics. From the observation in Huang et al.’s work [12], the

same topics were adapted in this dissertation.

2. Define the topics. The potential selected topics were explored from various journals and con-

ferences in Computer Science. Finally, this dissertation decided to select publication papers

in six topics, including Bio-informatics, Data Mining, Hardware, Neural Network, Software

Engineering, and Algorithm and Theory.

3. Collect papers. Since the co-authorship network is a small world network which follows a

power law distribution, it is extremely sparse. For obvious pattern study, the potential papers

have to be carefully collected. To reduce the number of papers written by authors having

published only one paper, this dissertation selected papers written by at least one senior author.

After exploring the number of published papers of researchers in SCOPUS, about 100 senior

researchers per a topic were chosen. A researcher might be the senior researcher in more than

one topic. The selected the papers were published between years 2000 and 2009 written by

selected senior researchers in each topic. The number of selected papers grouped by topic

are shown in Table 4.1. Data set in the table was divided into two sets for experiments, i.e.,

DB-Data set for building model and Test-Data set for testing.

1http://www.scopus.com
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Table 4.1 A collection of papers over six topics.

Topic Name The Number of Papers

Bio-informatics 1, 672

Data Mining 1, 848

Hardware 1, 674

Neural Network 1, 686

Software 1, 728

Algorithm&Theory 1, 692

4.2 Experiment Setup

As mention in Section 3.1, the collected papers were separated in two data sets based on years

of publication, i.e., DB-Data set used for generating the models, and Test-Data set used for testing.

Since the papers were collected within ten years, 2000 − 2009, the number of publication years for

DB-Data set and Test-Data set must be defined. An important question is how many preceding years

suitable for building the models. Fortunately, a study of Yoshikane [52] said that:

“This study defines a newcomer in 1998 as one who published a paper (the “document

type” of which is “article” in the SCI) as the first author in one of the core journals in

1998 and had not published a paper in the same domain for the preceding 7 years from

1991 to 1997”.

According to the above study, it implies that an author may possibly re-publish papers during seven

years. Therefore, this dissertation decided to use papers in preceding six years for building model

called DB-Data set and two years for testing called Test-Data set. The reason why using two years

for testing is these written papers may be delayed and published one year later. Note that setting

preceding six years to create models and two years to analyze was also used in Sachan’s work [34].

Consequently, the collected papers from years 2000 to 2007 were separated into three snapshots of

time slice, each consisting of papers in six years. The first DB-Data set contains papers from year

years 2000 to 2005. The second set contains papers from years 2001 to 2006, and the last one contains

papers from years 2002 to 2007. Each DB-Data set was used to independently created the models

underlining the proposed methodology. For Test-Data set which consists of papers from two years,
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Table 4.2 Statistics of experimental data in particular snapshot for Approach-A.

Snapshot-1 Snapshot-2 Snapshot-3

DB-Data Test-Data DB-Data Test-Data DB-Data Test-Data

Year of publication 2000− 05 2006− 07 2001− 06 2007− 08 2002− 07 2008− 09

#Papers 4, 049 1, 901 4, 536 1, 890 4, 990 1, 762

#Researchers 12, 832 6, 430 14, 562 6, 533 16, 425 6, 183

#Unique researchers 5, 770 3, 621 6, 098 3, 768 6, 828 3, 544

#Core authors 1, 523 1, 523 1, 651 1, 651 1, 681 1, 681

#Linked researcher pairs 16, 962 9, 068 18, 617 11, 308 21, 986 10, 299

#Authors per paper 3.17 3.38 3.21 3.46 3.29 3.51

there are two approaches for testing. The first one is test with the same data set, Approach-A, and the

second is test with the different data set, Approach-B.

Table 4.2 shows statistics of experimental data in particular snapshot based on Approach-A. A

particular model created underline each DB-Data set was tested by the data set in next two years. For

instance in Snapshot-1, the models were created by the papers in years 2000 to 2005 and tested with

the papers in years 2006 and 2007. The number of unique researchers equal to the number of nodes

in the associated co-authorship network. The unique researchers comprised of core authors and their

co-authors in the selected papers. The number of core authors in DB-Data set and Test-Data set in

the same snapshot is the same. Linked researcher pairs are arbitrary two authors having collaborated.

It is equal to the number of edges in the associated co-authorship network. Based on the table, fifty-

fifty researchers in Test-Data set are unknown researchers. For example in snapshot-3, 3, 544 unique

researchers in Test-Data set consists of 1, 681 core authors who were existing authors in DB-Data

set, so the remaining 1, 863 unique researchers were the new coming authors just appeared in Test-

Data set. On the other hand, there are 1, 681 authors from all 6, 828 in DB-Data set who continued

to produce their papers in Test-Data set. These can imply that the probability to select a researcher

who continued to produce his papers from a set of unique researchers in the preceding six years was

approximated as 1, 681/6, 828 = 0.25.

Table 4.3 shows statistics of data set in a particular snapshot for Approach-B. The effect of

time evolution to the accuracy of the collaborator recommendation experiments will be analyzed

here. Thus, there are three DB-Data sets used to build the models and compare the results being

tested with the same data in years 2008 and 2009. The number of core authors in Test-Data set was

not shown since it was equal to the number of core authors in DB-Data snapshot which was used to

build the model.
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Table 4.3 Statistics of experimental data in a particular snapshot for Approach-B.

DB-Data Set Snapshots Test-Data Set

1 2 3

Year of publication 2000− 05 2001− 06 2002− 07 2008− 09

#Papers 4, 049 4, 536 4, 990 1, 762

#Researchers 12, 832 14, 562 16, 425 6, 183

#Unique researchers 5, 770 6, 098 6, 828 3, 544

#Core authors 1, 523 1, 651 1, 681 -

#Linked researcher pairs 16, 962 18, 617 21, 896 10, 299

#Authors per paper 3.17 3.21 3.29 3.51

In semantic approach, the important setting is author-topic model running. In this dissertation,

the number of topics, τ , was fixed at 6. The related setting was defined in the same way as in [1]. The

variables ∂̂ and κ̂ (Figure 2.1) were set at 0.16 and 0.01, respectively. Author-topic model was run at

2, 000 iterations for learning.

Lastly for moving average, the number of the last n̂ years was fixed at 3. It means that a

3−year interval was used for computing the moving average in equation (2.5). The reason is that

each DB-Data set snapshot consists of papers within six years, so a half of six is defined for each

computing.

4.3 Evaluation Method

After neighbors in R(vi) are ranked by the relevance scores computed by a selected method

from equation (3.29), equation (3.30), and equation (3.31), a set of neighbors with the highest rel-

evance score will be recommended to vi. The number of recommend researchers depend on the

number of the real collaborators of vi in Test-Data set. If the recommended researchers match in the

real collaborator names, they are called right recommended researchers. For example, if vi collabo-

rates with two researchers in Test-Data set, the two researchers in R(vi) are recommended for vi. If

only one recommended researcher appears in the set of real collaborators, the accuracy is 1/2 = 0.5.

The method for calculating the accuracy is shown in equation (4.1) where Rrec is the number of right

recommended researchers and Rreal is the number of researchers collaborated with vi in Test-Data

set.
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Accuracy(vi) =
Rrec

Rreal
. (4.1)

4.4 Experimental Results

The accuracy of experiments was independently computed for a particular groups of friendship,

i.e., friend researchers, non-friend researchers, and neighbors as described in Section 3.2. For each

group, the accuracy of core authors vi was summarized and divided by the number of all core authors

in such group.

The column “Friends” represents the accuracy of recommending friend researchers to vi. Col-

umn “Non-Friends” represents the accuracy in case of recommend non-friends researchers to vi.

Lastly, column “Neighbors”, represents the average accuracy of recommending neighbors including

friend researchers and non-friend researchers. For example, if vi collaborates with two researchers

in Test-Data set, one is friend in DB-Data set and the other is non-friend in DB-Data set. A friend

with the highest relevance score in R(vi) will be recommended to vi. If such recommended friend

matches in Test-Data set, the accuracy for column “Friends” is 1/1 = 1.0. On the other hand, a

non-friend with the highest relevance score in R(vi) will be recommended to vi. If he does not match

in Test-Data set, the accuracy for column “Non-friend” is 0/1 = 0. Finally, the average accuracy in

column “Neighbors” is calculated by 1/2 = 0.5.

The experimental results in this dissertation were evaluated in various aspects as follows.

4.4.1 Results of the Different Time Snapshots

As described in Section 4.2, there are three DB-Data sets tested with two approaches, namely

Approach-A in Table 4.2 - test with the different data set and Approach-B in Table 4.3 - test with the

same data set.

For each approach, the papers in a particular DB-Data set were used to build the models, i.e.,

SC-CoT model, SS-BaT model. For each model, the relevance scores were calculated by using the

hybrid method based on equation (3.31). After checking the accuracy of recommending, the out-

puts of Approach-A and Approach-B were shown in Table 4.4(a) and Table 4.4(b), respectively. The

outputs of each snapshot were separately analyzed into three columns of friendship, i.e., “Friends”,

“Non-friend”, and “Neighbors”. Column “Friends” shows the accuracy in case of selecting friend

researchers for recommending. On the other hand, column “Non-friends” shows the accuracy of se-
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Table 4.4: The accuracy of experiments compared with two approached of testing. The relevance

scores are calculated based on the hybrid method.

(a) The accuracy of Approach-A in Table 4.2 - test with the different data set.

Snapshot Year of publication Friends Non-friends Neighbors

1 2000− 2005 0.796 0.290 0.588

2 2001− 2006 0.812 0.284 0.602

3 2002− 2007 0.822 0.294 0.609

(b) The accuracy of Approach-B in Table 4.3 - test with the same data set.

Snapshot Year of publication Friends Non-friends Neighbors

1 2000− 2005 0.627 0.195 0.424

2 2001− 2006 0.712 0.234 0.503

3 2002− 2007 0.822 0.294 0.609

lecting non-friend researchers for recommending. Lastly, column “Neighbors” shows the average of

both friends and non-friends.

The results of Approach-A are shown in 4.4(a). The three results in the same group of friendship

are a few difference. The three results of neighbors shows that snapshot-3 gave the highest accuracy.

For Approach-B, using DB-Data set snapshot-1, snapshot-2, snapshot-3 were implied to use such

data sets to predict the collaboration in the next 3, 2, and 1 years, respectively. From the results in

Table 4.4(b), the third snapshot which contained papers published between years 2002 − 2007 was

the best for recommending the collaborators in years 2008 − 2009. On the other hand, using data

set in years 2000 − 2005 provided the lowest accuracy because it was the oldest data set. From this

obvious results, the accuracy of recommending strongly depended on up-to-date data. Thus, papers

in DB-Data snapshot-3 were applied for all experiments in this dissertation.

Although it seem the accuracy of non-friends is small with 0.294, the average in neighbors

with 0.609 is quite high compared with 0.25 which may due to the observation in Section 4.2. Thus,

the accuracy of the hybrid model with 0.609 in Table 4.5 is dramatically higher than 0.25.
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4.4.2 Results of the Different Relevance Score Methods

As proposed in Section 3.5, the raw relevance score W∆
vi→vk

can be computed in the three al-

ternative methods shown in equation (3.29), equation (3.30), and equation (3.31). In this experiment,

the different accuracy compared among three methods were evaluated.

The results in Table 4.5 shows the hybrid method in equation (3.31) is the best for friends,

non-friends, and neighbors. For all types of friendship, using only the structure approach in method-1

gave more accuracy than using only the semantic approach in method-2. The best approach used

for recommending is the hybrid method based on both structure approach and semantic approach

in method-3. For the remaining experiments in this dissertation, the relevance score method-3 was

applied for recommending.

Table 4.5 The accuracy of experiments compared among three methods of the relevance scores.

Methods Models Equations Friends Non-friends Neighbors

1 SC-CoT (structure) (3.29) 0.781 0.246 0.568

2 SS-BaT (semantic) (3.30) 0.735 0.227 0.539

3 hybrid (structure & semantic) (3.31) 0.822 0.294 0.609

4.4.3 Results of Semantic Approach Based on SS-BaT Model

In this section, the efficiency of semantic approach based on SS-BaT model were evaluated.

In Section 3.4.5, the semantic similarity of vk with respects to vi, denoted by Mvi→vk , can be cal-

culated based on researcher background similarity, Bvi,vk and the estimated probability of research

topics, Θvi . The power research trends effect to the accuracy of SS-BaT model will be observed in

this experiment. Instead of using equation (3.30) based on Mvi→vk , this experiment used only the

researcher background similarity, Bvi,vk , in equation (4.2) to calculate the relevance scores as follows.

W∆
vi→vk

=
Bvi→vk × d(vi, vk)∑

vk∈R(vi)

Bvi→vk × d(vi, vk)
. (4.2)

The results in Table 4.6 show the relevance scores calculated based on semantic similarity

without trend give the lower accuracy compared with the accuracy of SS-BaT model. So, both re-

search background and research trend should be combined for collaborators recommendation based

on semantic approach.
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Table 4.6 The accuracy of semantic approach.

Models Equations Friends Non-friends Neighbors

Semantic similarity without trend (4.2) 0.603 0.124 0.443

Semantic similarity with trend (SS-BaT) (3.30) 0.735 0.227 0.539

4.4.4 Results Compared with Other Methods

Since no prior work has been proposed for directly overcome the problem of collaborators

recommendation, the existing related works were selected for comparison. There are three related

works used in here, i.e., Han et al.’s work [29], Liu et al.’s work [11], and Sachan’s work [34].

Han et al.’s work proposed the supportiveness measure in co-authorship network structure. The

supportiveness from researcher vk to vi is used to measure how close the collaboration from vk to vi.

This approach used only the frequency of co-authorship for computing the closeness based on directed

relationship. Since the closeness between un-linked researcher pairs cannot be determined, this work

will be used for comparing in case of recommending friend researchers for vi.

Liu et al.’s work proposed to determine the magnitude of the link between two researchers

based on co-authorship network structure. They used the frequency of co-authorship and the number

of authors in a paper for computing the weights of directed relationship. This work also used for

comparing in friends researchers recommending .

The last one is Sachan’s work. This work proposed a supervised model based on both co-

authorship network structure and semantic of the content of papers. The main objective of work is

to overcome link prediction problem which is a bi-directed relationship. Based on the definition of

link prediction in Section 2.2.2, this work was used for comparing in non-friends recommending who

never been collaborated together.

In case of recommending friend, the average accuracy (mean) of the proposed method was

compared with the first two methods. In the same way, the proposed method was compared with the

method of Sachan’s work. The significance of differences between two means can be assessed using

the t-test. The t-test is one of the most commonly used hypothesis tests. It is applied to compare

whether the average difference between two groups is really significant. This dissertation defines two

hypotheses, the null and alternative hypotheses as follows:

H0: The average accuracy of the given two models are the same, µ1 = µ2,
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Table 4.7 The accuracy compared with other methods.

Means (x) and Variances (S2) Difference of Two Means

Methods Friends Non-friends t(xa, xb) Alpha Critical

x S2 x S2 Value Value

Proposed method 0.822 0.102 0.294 0.156

Han et al.’s work [29] 0.591 0.178 t(0.822, 0.591) = 1.920 0.1 ± 1.645

Liu et al.’s work [11] 0.625 0.169 t(0.822, 0.625) = 1.648 0.1 ± 1.645

Sachan’s work [34] 0.092 0.234 t(0.294, 0.092) = 1.542 0.2 ± 1.282

H1: The average accuracy of the given two models are not the same, µ1 ̸= µ2.

The test statistics between two means denoted by t(xa, xb) where xa is the mean of the pro-

posed method and xb is the mean of another model are calculated by

t(xa, xb) =
xa − xb√
S2
a

na
+

S2
b

nb

. (4.3)

S2
a and S2

b are the variance of the two models and na and nb are the number of test cases. Since

the standard deviations of the models are not equal, the separate variance t-test is used to statistical

test. The degrees of freedom that define the specific t-distribution for this is given by

df =

(
S2
a

na
+

S2
b

nb

)2

(
S2
a

na

)2

na−1 +

(
S2
b

nb

)2

nb−1

. (4.4)

The results of friends in Table 4.7 show the accuracy of Liu et al.’s work which utilized from

both the frequency of co-authorship and the number of authors in a paper is outperformed Han et

al.’s work which used only the frequency of co-authorship. When the SS-BaT model including year

of publications were involved in Liu et al.’s s work liked in the SC-CoT model, it gave the highest

accuracy of 0.822. These showed the year of publication, power of researchers analysis, common

friends analysis, and semantic meaning played the important role for determining the re-collaboration

between friend pairs in the near future. To compare whether the mean between the proposed method

and another work is really significant, the value of t(xa, xb) are shown in column difference of two

means. Firstly, the t-value between the proposed method and Han et al.’s work is 1.920. The critical

value of t is set with df = 2, 551 and alpha = 0.1 is ±1.645. Since the value 1.920 is greater than the
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critical value 1.645, and falls into the critical region, the null hypothesis of equal means is rejected.

The average accuracy of proposed method is not equal to the average accuracy of Han et al.’s work at

a 90% confidence level. Secondly, the t-value between the proposed method and Liu et al.’s work is

1.648 The critical value of t is set with df = 2, 551 and alpha = 0.1 is ±1.645. Since the value 1.648

is greater than the critical value 1.645, and falls into the critical region, the null hypothesis of equal

means is rejected. The average accuracy of proposed method is not equal to the average accuracy of

Liu et al.’s work at a 90% confidence level.

For non-friends recommendation, the accuracy of the proposed hybrid method based on SC-

CoT model and SS-BaT model is outperformed Sachan’s work. The t-value between the proposed

method and Sachan’s work is 1.542. The critical value of t is set with df = 2, 551 and alpha = 0.2

is ±1.282. Since the value 1.542 is greater than the critical value 1.282, and it falls into the critical

region, the null hypothesis of equal means is rejected. The average accuracy of proposed method is

not equal to the average accuracy of Sachan’s work at a 80% confidence level.

The accuracy of Sachan’s work is very low, 0.092, when applied in recommendation problem.

A reason of such low accuracy is the output the work represented in bi-directed relationship of link

prediction. For more explanations, consider the four propositions as follows.

proposition-A = “vi selects vk”

proposition-B = “vk selects vi”

proposition-C = A ∧B

proposition-D = “vi and vk are linked”

Suppose a paper in test data is written by vi and vk. The test cases in recommendation task are sepa-

rated in two cases, i.e., proposition-A, and proposition-B. Let proposition-C represent a symmetrical

relationship, i.e., (vi selects vk) AND (vk selects vi). On the other hand, link prediction task concen-

trates on a link between vi and vk is present as shown in proposition-D, regardless any direction. In

order to derive directed relationship in recommendation task to bi-directed relationship in prediction

task, the proposition “(vi selects vk) AND (vk selects vi) equivalent to (vi and vk are linked)” is

assumed. If the recommendation model recommends vk to vi, but not recommends vi to vk, the accu-

racy for recommendation task is 1/2 = 0.5. In link prediction task, proposition-B is false because vk

selects vi, but vi is not recommended to vk. So, proposition-D is also false and the predictor is false.

The accuracy for link prediction task is 0/2 = 0. Therefore, the chance of right recommendation is

higher than the chance of right prediction. Moreover, one advantage of the proposed methods over

Sachan’s work is the work have to re-balance data set to prevent over fitting problem based on super-

vised learning model. Since the hybrid model is un-supervised method based on SC-CoT and SS-BaT,
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Table 4.8 The accuracy of core authors which separated to senior authors and junior authors.

Inquired Researchers Friends Non-friends Neighbors

Senior authors 0.762 0.198 0.563

Junior authors 0.831 0.315 0.622

Core authors 0.822 0.294 0.609

the model accepts imbalanced data set without any re-balancing. In summary, Sachan’s work may be

not suitable for overcoming the recommendation problem. It was designed only for link prediction

task based on bi-directed relationship, not for directed relationship in recommendation task.

4.4.5 Results of the Different Inquired Researchers

As mention in Section 3.2, researchers who appeared in both DB-Data set and Test-Data set

are called core authors. These are assumed that a set of inquired researchers would like to find their

collaborators. The core authors can be divided into two types grouped by research experiences. The

first type is senior authors which defined in the step of data collection as researchers who published

at least ten papers in a particular topic. Another type is junior authors which is core authors who

are not senior authors. The objective of experiments in this section is to observe the accuracy in

two viewpoints of requirements: (a) recommend collaborators for senior authors and (b) recommend

collaborators for junior authors.

For the first experiment, only senior authors are used as inquired researchers. Table 4.8 shows

that the accuracy of recommending the collaborators to senior authors is lower than the accuracy of

recommending collaborators to core authors. Note that results of core authors are the accuracy of both

senior authors and junior authors which correspond to the results of hybrid model in Table 4.5. The

reason behind these results is a particular senior researcher has a lot of published papers and he also

has a lot of friends. Because the model has to select the suitable collaborators from a large number

of his candidate friends, the possibility to select the right recommended researchers is small. In the

same manner, the number of non-friends, i.e., friends of friends, proportionally grows in the number

of friends, and the possibility to select the right recommended researchers is also small.

In case of recommending collaborators for junior researchers, the accuracy is higher than the

accuracy of core authors. The reason is that a junior researcher has published a few papers, and

the number of his friends and non-friends are small. It is not difficult to recommend a potential

collaborators from a small set of candidate researchers.
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Table 4.9 The accuracy of recommendation over six degrees of separation

Degree of Separation

Topics Friends Non-friends Neighbors Average

1 2 3 4 5 6 Average Collaborators

Bio-informatics 0.822 0.348 0.096 0.071 0.033 0.050 0.203 0.617 5.78

Data Mining 0.767 0.300 0.108 0.051 0.050 0.050 0.159 0.441 8.85

Hardware 0.783 0.304 0.123 0.097 0.067 0.042 0.180 0.501 5.73

Neural Network 0.928 0.842 1.000 0.500 0.500 0.167 0.732 0.895 4.11

Software 0.839 0.316 0.132 0.038 0.067 0.250 0.206 0.604 5.54

Theory 0.792 0.409 0.192 0.083 0.083 0.143 0.285 0.597 4.14

Average 0.822 0.420 0.275 0.140 0.133 0.117 0.294 0.609 5.70

4.4.6 Results of Six Degrees of Separation Over Six Topics

Now, the accuracy of recommendation is finely analyzed in a particular topic. Table 4.9 shows

the accuracy of recommending friends based on the hybrid method. The accuracy are separately

considered over the six topics. The highest accuracy values of friends, non-friends, and neighbors

achieved by a neural network are 0.928, 0.732, and 0.895, respectively. On the other hand, the lowest

accuracy is data mining. After the number of friends in DB-Data set is checked, the average number

of friends is 4.11 which is lowest. Since the candidates researchers will be selected for recommend-

ing is the lowest, the possibility to select the right recommended researchers is highest when being

compared with other topics. Therefore, the accuracy of recommendation is inversely proportional to

the number of collaborators (friends) in the previous collaboration. In the same fashion, the hardest

topic for recommending is data mining since the highest average collaborators is 8.85.

Moreover, Table 4.9 shows the further distance between two researchers with less accuracy.

The last line of table shows the average accuracy of each degree of separation. The highest accuracy

of recommending neighbors in the first degree (friend) is 0.822. The accuracy is decreased when the

degree of separation is increased. So, the accuracy of recommending neighbor in the second degree

is 0.420 whereas the sixth degree is 0.117. The reason is that the number of neighbors is increased

when the degree of separation is increased. Therefore, the possibility to select the right recommended

researchers is small, with respected to a large number of neighbors.



CHAPTER V

CONCLUSION AND FUTURE WORK

5.1 Conclusion

This dissertation presented a methodology for research collaborators recommendation i.e. a

structure approach called Structure Cohesion based on Collaboration Over Time (SC-CoT) model

and a semantic approach called Semantic Similarity with Background and Trend of Research (SS-

BaT) model. The first model analyzed cohesion weights underlying the structure of co-authorship

network evolution while the second model focused on semantic similarity analyzed from the content

of papers. To evaluate the efficiency of recommendation, the models were examined and the results

were summarized in various aspects as follows.

1. A likely topic of the latest year of inquired researcher’s publication obtained from author-topic

model can be used to assume as his inquired topic and his current research topic with confidence

of 85%.

2. The accuracy of strong recommendation depends on the up-to-date data. Time evolution under-

lining the years of publication plays an important role for determining the cohesion in SC-CoT

model and the semantic similarity in SS-BaT model. To overcome the collaborators recommen-

dation problem, the recent data should be used as much as possible.

3. Recommending the collaborators considers the cohesion weights based on structure of co-

authorship network proposed in SC-CoT model and the meaning of papers from SS-BaT model.

In the same fashion, the hybrid method of both SC-CoT model and the meaning of papers from

SS-BaT model should be comprehensively taken into consideration for recommending the re-

searchers who do not join together.

4. The accuracy of recommending the collaborators having collaborated based on the hybrid

method is 0.822 while the accuracy of other existing methods is about 0.625. The average

accuracy of proposed method is not equal to the average accuracy of existing method at a 90%

confidence level. Furthermore, the accuracy of recommending the collaborators not having

collaborated is 0.294 whereas the accuracy of other existing method is 0.092. The average
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accuray of proposed method is not equal to the average accuracy of existing method at a 80%

confidence level.

5. Recommending collaborators for the senior researchers having more published papers is more

difficult than recommending collaborators for the junior researchers with a few published pa-

pers.

6. The accuracy of recommendation is inversely proportional to the number researchers having

collaborations in the past period. The hardest topic for recommending is data mining with the

accuracy of 0.441 since the number of average collaborators in data mining is 8.85. In contrast,

the neural network is the most easy topic with an accuracy 0.895 since the number of average

collaborators is 4.11.

7. The higher degree of separation between two researchers gives the less accuracy. The accuracy

of recommending neighbors in the first degree (friend) is the highest with 0.822. The accuracy

is decreased when the degree of separation is increased. So the accuracy of recommending

neighbor in the second degree is 0.420 until the sixth degree is 0.117.

From the above evidences, the proposed models are expected to be useful for finding the suit-

able collaborators for a given researcher. Moreover, the proposed the SC-CoT model and the SS-BaT

model can be separately applied or incorporated to other applications. The SC-CoT can investigate the

social network over time. The SS-BaT can help the works related to the meaning of research papers

such as expertise searching and topic clustering.

5.2 Future Work

• Topic model processing. One limitation of the author-topic model is that it takes several days

for learning the data set. Moreover, the classical author-topic model cannot capture the research

knowledge over time. Hence, the year of publication should be involved as a parameter in the

learning process. Nevertheless, other topic modeling may be used for discovering the research

knowledge instead of author-topic model.

• Reducing the candidate researchers. Intuitively, the computational time is proportionally grown

with the number of candidate researchers. Using higher degree of separation makes more the

number of candidate potential researchers and more opportunity to meet the satisfied collabo-

rators. At the same time, it also spends more computational time. Thus, a pruning algorithm

should be pre-processed for getting rid of the irrelevance candidates.
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