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Recommender system is a tool invented to filter information that seeks to
provide personalized recommendations. The traditional recommender system makes
the recommendations using the overall preferences toward items provided by the
users. However, the multi-criteria recommender system suggests that the overall
preferences of each individual user can be affected by his unequal personal interest
in some criteria of the items. Learning such effect of each criterion becomes the key
to produce more personalized recommendations. Most of the methods in
recommender systems are based on the neighborhood-based or the model-based
techniques. To improve the performance of the recommendation, both techniques are
often aggregated together. In this work, a novel multi-criteria recommendation
technique is proposed. The prediction from each criterion is made by considering the
trade-off between the neighborhood-based and the model-based techniques. The
effects of the criterion ratings to the overall rating are measured by the similarities
among the user preference patterns, extracted from matrix factorization. The overall
rating is then predicted by weighted averaging the predictions from all criteria, using
those criteria effects as the weights. The evaluation shows that the proposed method
outperforms various well-known techniques on both single and multi-criteria

recommendations.



ACKNOWLEDGEMENTS

First and foremost, | have to thank my thesis advisor, Asst. Prof. Saranya
Maneeroj. Without her assistance and dedicated involvement in every step
throughout the process, this work would have never been accomplished. | would
also like to show gratitude to my committee, including Assoc. Prof. Peraphon
Sophatsathit, and Dr. Saichon Jaiyen, who have participated my thesis. They raised
many precious points in our discussion that were very useful for improving my work.
Finally, | also want to thank my family and my friends for their sincerely and

consistently supports all the time since | started my thesis.

Vi



CONTENTS

Page

THAD ABSTRACT .ttt enenas iv
ENGLISH ABSTRACT ..ottt esesen Vv
ACKNOWLEDGEMENTS ..ottt vi
CONTENTS e bbbttt ettt ettt Vi
LIST OF TABLES ...ttt iX
LIST OF FIGURES ..ottt X
CHAPTER | INTRODUCTION. ... ttieiaitiiseieietiseietet ettt 1
CHAPTER Il THEORICAL BACKGROUND.......cccttitirieeiritieintiees st 5
2.1 ReCOMMENAET SYSTEM ...ttt 5
2.2 Neighborhood-based TEChNIQUE. ..ottt 10

2.3 MatrixX FACTONZATION. ........ciiiiiiccieecc e 13
2.0 Ageregation TECANIGUES. ...t 16

2.5 Multi-Criteria Recommender SYSTEML. ... 17
2.6 EVAlUGTION MELTICS ..ttt 22
CHAPTER Il PROPOSED METHOD.....cctuttiieeieieieieieinieiseieiseeie et e 24
3.1 Learning the Criterion EffECt......ooiriisce e 24

3.2 Modeling Trade-off between Neighborhood-based and Model-based............... 26

3.3 Aggregation of Neighborhood-based and Model-based for Prediction............... 26
CHAPTER IV EXPERIMENTAL RESULTS ...ttt 30
.1 DATASET .ttt 30
4.2 EXPerimENTal RESULES. ... 31
4.3.1 Comparison of Neighborhood-based approach.........cccccceeevieeininineniesenns 33
4.3.2 Comparison of Model-based approach...........ccceinincenenieeiereeeens 33
4.3.3 Comparison of Aggregated approaches.........ceinincencneeeeeces 33
CHAPTER V DISCUSSION. ...ttt 34
5.1 Neighborhood-based approaches.............ccieceeeee s 34

5.2 Model-based approaches.........rcee et 35



viii

5.3 Aggregated apPrOaCh. ... e 36
CHAPTER VI CONCLUSION......cootitititieieitiecis ittt e 37
REFERENCES ...ttt Xi



LIST OF TABLES

Table 1. The Example of User-ltem Rating MatriX.......cooiuiueirniinieencnecceeseeeene 11

Table 2. The User Preference Patterns of the Users on Table 1, retrieving from MF...15

Table 3. Multi-Criteria Rating MatriX......coeueerierieiirrieicieeceee e 18
Table 4. The Multi-Criteria Ratings Provided by USEr Uy ....cccovieeeeiriniceniceeeeen 21
Table 5. The Multi-Criteria Ratings Provided by User uy for tem ig......cccoocevierieiriennnns 21
Table 6. SUMMArY Of DAtASEL......ccoviieiiiiieiei e 30

Table 7. Details of Experimental Methods.........ccovvieierieeee e 31



Figure 1.
Figure 2.
Figure 3.
Figure 4.
Figure 5.

Figure 6.
Figure 7.
Figure 8.

LIST OF FIGURES

Page
The Ratings Provided by the Users of Rottentomatoes.com........cccoveieirinneee. 6
The User-Item Rating MatriX.......c.cveueeirieieernecisieeeisee e sseneee 7
The Mechanism of Matrix Factorization.........ccceeeenienesece e 14
The Ratings Provided by the Users of AGOda.CoM......ccccviiriiueiieieieieieieienes 18
Extracting the User Preferences and Item Characteristics from Each Criterion
RATING .t 24
The Algorithm of Proposed Method.......ccciieiereeeee e, 28
Comparison of RMSEs among Various Methods...........ccveenenienien, 32



CHAPTER |
INTRODUCTION

Recommender System (RS) is a system or a tool that is invented to filter huge
amount of information, which is needed to provide personalized recommendations.
Using the preferences or ratings on the items provided by the users, the system is able
to recommend the appropriate items that would match their individual interests.

Recommender systems normally produce a list of item recommendations to
the user via two main approaches: content-based filtering and collaborative filtering.
In Content-based Filtering (CBF), the system suggests the recommended items that
correspond to the user profile, which is created from his personal preference history.
Thus, the items having the characteristics match with the user profile tends to have a
higher chance to be recommended. On the other hand, the Collaborative Filtering (CF)
approach makes a recommendation by exploiting the opinions from the community
of users who share similar interest in items to the target user.

For collaborative filtering (CF) approach, the system makes a recommendation
by exploiting the opinions from the community of users who share similar interest in
items to the target user. Therefore, in contrast to content-based filtering, CF is able to
recommend the several kinds of unexpected items to the users, depending on the
choices made by other users.

CF can further be categorized into two main techniques [1]: the neighborhood-
based technique and model-based technique. The Neighborhood-based (NB-based)
technique uses the ratings from the user directly to suggest the recommendations. For
example, these ratings can be used to calculate the similarities between the users,
which can further be used for rating prediction. The problem exists when most users
provided ratings only to a few items from all available items on the system and leave
the rest unrated. This leads to the problem called data sparsity, where there is
insufficient amount of data available for making an effective recommendation. In

contrast, instead of applying the ratings directly to calculate the prediction, the model-



based technique extracts the preference patterns from these ratings, and uses them
to learn the predictive models, which are used for the prediction.

One of the highlishted methods in model-based approach is the Matrix
Factorization (MF) [2] technique. In MF, each user and each item are associated with
the latent feature vectors, which represent their preference patterns on various kinds
of latent characteristics. After these vectors are learned from the ratings, their
interactions can be used to predict the ratings instead of the actual data. By this
advantage, MF is able to surpass the NB-based on the predictive performance if
sufficient amount of data is available to capture the true feature vectors. However, if
each user provides a large amount of actual rating data, the prediction from the NB-
based might be more reliable. Therefore, in order to create the effective
recommendation, the trade-off between these two approaches should be carefully
modeled [3], [4], [5].

Normally users select the preferred items based on the overall preference level
they have on those particular items. However, Multi-Criteria Recommmender Systems
(MCRS) [6] suggest that each individual user might have varying personal interest in
different criteria of the items, which might have different effects on his overall
preference rating. One of the main challenges in MCRS is, therefore, to learn how each
criterion affects the user’s overall preference on items, which is represented in form
of a weight. Some methods were proposed to learn this weight [7], [8], but they
required a large amount of data. Fortunately, we figured that the user feature vectors
from MF can be useful to learn such weights.

In this work, a novel multi-criteria recommendation technique is proposed. The
rating estimation on each criterion is computed by aggregating the prediction from NB-
based technique and model-based technique (MF). The trade-off between these two
methods is controlled by the parameter considering the number of the ratings given
to the target item. Finally, the overall rating is calculated by weighted averaging on the
derived criteria ratings. The weight of each criterion rating is computed by measuring
the similarity between that criterion preference pattern and the user’s overall
preference pattern, which are extracted from MF. Such preference patterns are

extracted through the process of MF, and their relationship is learned by measuring



their similarities. Experimental results show that our proposed method performs better

than well-known NB-based techniques, model-based techniques, and the aggregation

of NB-based and model-based techniques on both single criteria and multi criteria

approaches.

1.1 Problem Statement

This research focuses on the following problems:

1.

The neighborhood-based techniques are unable to produce the effective
recommendation if the rating data is not sufficient.

The trade-off between neighborhood-based and model-based in the
aggregation technique is not properly defined.

The traditional recommender system techniques consider only the overall
rating for the prediction which might not be enough to provide the personalized

recommendation.

1.2 Objectives

This research aims to achieve the following objectives:

1.

To achieved the limitation of neighborhood-based technique by combining the

predictions from neighborhood-based with model-based technique.

2. To define the appropriate trade-off between neighborhood-based technique
and model-based technique.
3. To improve the prediction of the recommender system by considering multi-
criteria ratings beside the overall rating.
1.3 Scope

This research is implemented to achieve the following scopes:

1.
2.

The Yahoo movie dataset is used to evaluate the performance of the methods.

The experiment in this work has been perform using MATLAB program.



1.4 Expected Outcome
The following are the expected outcome for this research:
1. Able to propose the aggregation between neighborhood-based and model-
based technique that achieved the standalone neighborhood-based.
2. Able to propose the parameter that automatically adjust the appropriate trade-
off between neighborhood-based technique and model-based technique.
3. Able to improve the prediction of the recommender system by implementing

the prediction based on multi-criteria technique.



CHAPTER Il
THEORETICAL BACKGROUND

In this chapter, we first introduce what is recommender system. We also show
some traditional techniques such as neighborhood-based technique and matrix
factorization. We have briefly explain on how to aggregate the above two techniques.
We have introduced what is multi-criteria recommendation techniques, and how the
criterion effect can be learned. Finally, we have shown how recommender system can

be measure in terms of performance.

2.1 Recommender System

Due to the advance in communication and technology, online users can access
the information they seek using internet anywhere and anytime. By this advantage,
many retailer companies and service providers start developing their own e-commerce
websites to extend their market for a larger group of customers. In order to cover all
the needs of their customers, most websites try to offer a huge amount of products
and services to the user. Since different users have different tastes in products or
services, offering the large amount of information might not meet their individual
interests. Moreover, suggesting such irrelevant products to the users might degrade
their satisfactions over the websites, and lead to the decreasing in sales. To deal with
this problem, the researchers have invented a tool called Recommender System (RS)
to filter such information. The core of RS is to help the users surpass the information
overload problem by recommending the products or services that match with the

preference of each individual user using various kinds of techniques.

In some websites, users can express their interests on products or services in
many possible ways. One popular way is to represent the user preference in the form

of numerical values, called ratings. For example, Figure 1 shows the ratings provided



by various users who are members of rottentomatoes.com. Each member has the
privileges to provide ratings and writing comments for a particular movie. These ratings
are provided in the form of numeric range; in the example the numeric range is from

1 to 5. Higher ratings show the higher preferences towards particular item.

After obtaining the ratings provided by the users, these ratings are often
collected and represented in the form of user-item rating matrix, as shown in Figure 2.
This matrix consists of two dimensions: one represents users and the other represents
items. The ratings provided by the users on each item are kept in the element of
matrix, which can either contain a numeric value or a blank value. For example, in
Figure 2, Useru, rates ‘5’ to item i,. The empty element in the matrix means the rating

is not provided by the user yet.

TOMATOMETER @ All Critics | Top Critics WANT TO SEE @
== 99%
e ) Oveonded want to see
Critics Consensus: Overlioade:

action and a cliched villain take User Ratings: 94,789

-------

making X-

. \
.! A chapter of the venerable
"'", superhero franchise.
X-ViEN
st ododediind 4 WANTTO SEE ® NOT INTERESTED

MAY 27

ADD YOUR RATING

Figure 1. The Ratings Provided by the Users of Rottentomatoes.com
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Figure 2. The User-ltem Rating Matrix

RS can be categorized into two main categories: Content-based Filtering (CBF)
and Collaborative Filtering (CF). Moreover, these two categories can further be
combined together as Hybrid recommendation, to make a better recommendation to

the system.

2.1.1 Content-based Filtering

An active user past experience and/or implicit activities can be stored in the
recommendation system. The Content-based filtering (CBF) then makes a
recommendation for the active user by matching the items that have common
characteristics as the past items. CBF normally contains the following steps:

1) The system first groups the item that have the same characteristics from the
data sources. For hotel recommendations, the characteristics are as follow: the
hotel facilities, location, staff performance, etc.

2) The user profiles will be created by the system from their implicit and explicit
data. The implicit data is the data that the system has learned from the user
past behavior toward the system. Such behaviors are, for example, the items
that the users have access to, even the page that the users have visited, etc.
The explicit data is the data that has been provided to the system directly by
the users. The item characteristics for each user can be represented by the

profiles of that user.



3) Third step will find the relationship between the users and the items by using
the item characteristics and the user profiles created from the above 2 steps.
By learning these relationships, the system will recommend the most relevant

set of items to each active user.

This approach has an advantage, when there are less number of users than the
opinions of other users who are not needed to make the recommendation for the
active user. In this situation, the system can still make the recommendation even there
is only one user existed in the system. Moreover, to select the effective item
characteristics required a good selection technique too. Sometime selecting and
exploiting features of an ineffective item may lead to bad quality item characteristics
that produces a poor recommendation. Since CBF learns only from users past
experience, it will be able to recommend only the items similar to the one rated by
the users. In this case, the system will not be able to suggest the unexpected items to
the users. For example, if the user has rated the hotel that have a good location, then
the system will recommend only the hotel with a good location to this active user.
Sometime, user’s expectation is different they might want a system to recommend an
unexpected item instead of an item which they already known. Suggesting different

items to the user might improve their satisfaction on the recommended items.

2.1.2 Collaborative Filtering

This approach tries to exploit other user’s preference data to make a better
recommendation to the active user. The system starts predicting the rating for the
active user by using other users’ ratings who share similar interests in items as the
active user, called neighbors. The neighbors are a group of users who have similar
interests like the active user. Therefore, picking up the ratings provided by the
neighbors can predict the ratings on unseen items for the active user. To be more

specific the steps of the CF-based approach are as follows:



1) The system collects the rating data from the users.

2) The system calculates the similarity among users to identified the neighbors of
each user. To measure the similarities between users, there are many similarity
metrics that can be used to perform the measuring process. The system will
consider only those users who have similarity values more than the defined
threshold to become the neighbor of the active user.

3) The target item rating of the active user will be predicted based on the item

from his neighbors who have rated the same item before.

Since this approach performs the recommendation by exploiting the opinions of
the other users in the system, the unexpected items will be able to recommend to
the active user which can solve the serendipity problem occurred in CBF-based
approach. However, the prediction made by this approach will become ineffective if
the rating presented in the system is limited. This problem are quiet common in most
of RS dataset. If the rating data in the dataset is small, then the system might not have
enough data to perform the prediction accurately. Moreover, the number of users
presented in the system also matters. If there are only few users available, then the
system might not be able to find the actual similar users for the active user.

Normally, Collaborative Filtering can be divided into two main categories: user-
based methods and neighborhood-based methods. In this work, we are focusing on

neighborhood-based method, since it relates to our proposed method.

2.1.3 Hybrid Recommendation

As described above that both CBF and CF have their own advantages and
disadvantages, to get rid of these problems most systems usually combine CBF and
CF together to form another method called Hybrid Recommendation. Hybrid

Recommendation is further divided into 7 different types:

1. Weighted: The calculated score from different recommendation components

are being combined numerically.
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Switching: The recommendation system selected only one recommendation
components to be applied.

Mixed: The result of recommendations from different recommenders are
combined and presented together.

Featuring Combination: Combination of various features that derived from
different sources are given to a single recommendation algorithm.

Featuring Augmentation: Using one of the recommendation technique to
compute a set of features and then use this feature as a part of input for the
next technique.

Cascade: The main priority is given to each recommenders based on their
scoring.

Meta-level: Using one recommendation technique to produce a model, which

then use this model as input for the next technique.

2.2 Neighborhood-based Technique

Neighborhood-based technique is one of the main methods in Collaborative

filtering. It makes the recommendation to the active user by using the ratings provided

by the users who have common interests on such items (co-rated items). Such users

are referred to as neighbor users, which can be retrieved by measuring the similarities

between their rating histories with the active user. The similarity can be computed

using many existing similarity measures, such as Pearson’s correlation coefficient [9] as

shown in Equation 1.

Liep(r(u, i) —7(W)(r(v, i) —7(v))

sim(u,v) = (1)

V2iep(r(w, ) — 7(W)? y Liep(r (v, 1) — 7(1))?

where
® sim(u,v) is the similarity between user u and user v,

® P js the set of co-rated items among user u and user v,
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® 1r(u,i)andr(v,i) are the ratings that user u and user v have given to item
i respectively, and

® 7 (u) and 7(v) are the average ratings from user u and user v ,respectively.

For example, suppose the task is to predict the rating the user ujwill give to

the item i5 using the provided ratings as shown in Table 1.

Table 1 shows the ratings that u; — ug provided to item i; — is which are
given in the range [1, 5]. The steps below show how the prediction is made by using
similarity-based neighborhood method.

1. In order to compute the similarity between any pair of users, the system

must first find the set of co-rated items—the common rated items between

that pair of users. The similarity is then calculated based on the ratings given
these co-rated items using the appropriate similarity measure. In this example,
the Pearson’s correlation coefficient [7] is used, since it is popularly use in the

recommender system.

Table 1. The Example of User-ltem Rating Matrix

item
b | b2 | I3 | iy | Is
user

Uy 5 3 4 4 ?
U, 3 1 2 3 3
Uj 4 3 4 3 5
Uy 3 3 1 5 4
Usg 1 5 5 2 1

By using Equation 1, the similarities between user u, with user u, is calculated

as below:
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sim(Uq,Up) =

G5-49B-24)+3B-491-24)+@G-49R-24)+(A-4)3B-24)
JGE—-42+B-4)2+(4—-4)2+ (A -1%/(3-24)2+(1 —24)2 + (2—-24)2+ (3 —24)%2 + (3 — 2.4)?

=0.85

Using the same equation, the similarities between user u; and uz , uq and uy ,

uq and ug are 0.70 , 0.00 and -0.79, respectively.

2. To predict the rating, first the systems find ‘N’ nearest neighbor of user u,
based on their similarities. The prediction is then calculated by using

Resnick’s prediction formula as shown by Equation 2:

ZvEN(u) sim(u, 17) (T(U, i) - "Fv) (2)

fu, i) =7(u) + Yoenq) Sim(u, v)

Since the user u, and user uz are most similar to user u4, they are selected as

the nearest neighbors. Therefore, the rating that u; will rate is as

(0.85 x (3 —2.4)) + (0.75 x (5 — 3.8))

= 4.
(0.85+0.7) 87

T(ul, 15) =4+

The performance of the NB-based technique depends mainly on two factors.
First, the target item should be rated by significant amount of times. If only few ratings
are provided, the system might not be able to find the neighbors who have rated the
target item, leading to an ineffective prediction. The other factor is that sometimes
the system might not be able to find the neighbors who are actually similar to the
active user. Using the ratings from those users can affect the performance of the

system, and might degrade the prediction accuracy.
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The main cause of the problems in NB-based technique comes from the way
it exploits only the actual ratings on the prediction procedure. This problem can be
solved by using the model-based techniques, which create the predictive models and
use them for prediction rather than the actual ratings. One of the popular model-

based techniques is Matrix Factorization.

2.3 Matrix Factorization

In Matrix Factorization (MF) [2], it characterizes both users and items in the form
of vectors of factors that inferred from the ratings. Input data is presented in the form
of matrix with one dimension represents the users and the other dimension represents
the items of interest. Figure 3 below represents the mechanism of MF. The user-item
rating matrix is divided into user feature matrix and item feature matrix. MF models
usually map user’s preference and items characteristics together in the joint latent

factor space form.

Each item i is associated with item characteristic vector g; and for user w it is
associated with user preference vector presented in the form of p,, . The elements of
pu represent the measurement of interest that the users have in items, while The
elements of q; represent the measurement of item possess those factors. The result
from the interaction between p,, and q; determines the user u’s interest in item i‘s
characteristics, which can be further denoted in form of their dot product as shown in

Equation 3:

Tui = qiTpu (3)
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iy i i3

Uy 5 3 5

Uz

Rating matrix

VEREIRN

Lo fs i o fs
w1 |4 1 i | -1 0 | -2
u |2 0|3 L4 |4 |1
u; | 0 |5 | 1 1o | 2|2

User feature matrix ltem feature matrix
M XK N XK

Figure 3. The Mechanism of Matrix Factorization

After recommender system complete the mapping, the system can easily
estimate the rating that the user will give to any item. The user preference p, and

item characteristic q; can be learned by fitting the predicted ratings with the observed

ratings, as shown by Equation 4.

] Y
min > (=) + 200412 + Ipull?) @
" (wi)eRrT
where
® 1, is the actual rating,
® RT is the set of ratings in training data, and

® ] is the constant for controlling the extend of the regularization
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The goal to use the above equation is to minimize the square error between
the actual ratings and predicted ratings. The minimization can be done by using two
kinds of optimization techniques: Alternating Least Square (ALS) and Stochastic
Gradient Descent (SGD).

Most methods in RS try to find similarity between the users by identifying how
similar the actual ratings they have given on the co-rated items. However, due to the
sparsity problem, the significant amount of the co-rated items is hard to be found,
leading to poor similarity computation. One way to solve this is to use the advantage
of the production from MF—the user preference pattern p,,. Since the parameter p,,
captures how the users express their interest on items, it can be used to measure the
similarity between their tastes. Such similarity between user u; and user u, can be
measured by the inverse Euclidean distance on their preference vectors as shown in

Equation 5.

1
- Eu(py,.Du,)+1

sim (pu1’ puz )

Considering the same example on Table 1. Suppose that after finishing the procedure
of MF (number of latent factors k = 3), the user preference vector for each user is

shown in Table 2.

Table 2. The user preference patterns of the users on Table 1,

retrieving from MF

user preference vector factor value
Pu, [0.145 0.874 0.321
Pu, [0.179 0.902 0.216
Pu, [0.334 0.640 0.567
[
[

Pu, 0.665 0.508 0.045
Pus 0.995 0.004 0.521

e | ] | b | ] | e
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Using the Equation 4, the similarity between u; to u, — us are calculated as

0.898, 0.72, 0.591 and 0.448, respectively. The prediction on item ig for user u, is then

made by using Equation 1 as 4 + (089x(3-2D)+(072X(5-38)) _ 4 gg
(0.898+0.72)

As mentioned in Chapter Il (2.1) and (2.2), the NB-based and MF techniques are
designed to handle the different kinds of data. In order to create the predictive model
with the flexibility to deal with the various kinds of situation, these two methods
should be aggregated together. As experimented by many researchers, considering

their trade-off is the key to improve the performance of the prediction [3], [4], [5].

2.4 Aggregation Techniques

Functions of aggregation techniques may take multiple prediction as inputs and
merge them together to produce single and better recommendation output. The
examples of aggregation functions are arithmetic mean, median, maximum and
minimum. The more complicate aggregation techniques usually yield more accurate

in prediction results.

The work on [3] proposed aggregation technique between NB-based and MF
which is called Neighbor based Correction of Matrix Factorization (NB-based
Correction). In this work the prediction of the baseline MF is modified by adding the
term called item neighbor based correction. The idea is that the MF’s prediction for
the active user on the target item is optimized from the prediction error it makes on

the similar items rated by this user. The prediction formula is shown by Equation 6.

Ter, j, Sie (Wi My — Tige)

Yk eTA\U) Sik

S T
rij—ui mj+y
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where
® Sj is the similarity between items j and k,
® T, is the set of items rated by user i, and

® 1y is the weight of the correction that can be optimized via cross-

validation.

First, the system filters only the items rated by the active user and finds their
similarities to the target items using distance-based similarity measure (e.g. cosine
similarity). After that, the system uses MF to calculate the predicted ratings on these
items, and finds the errors from the actual ratings that they are rated. These errors are
then used to adjust the baseline prediction from MF to be more accurate. By using the
item similarity as a weight, the errors from the items that are more similar to the target

item will have more effect on the final prediction than the ones that are less similar.

All of the methods that have been mentioned since the beginning of Chapter
2 make the recommendations considering only the users’ overall ratings toward items.
In fact, that each individual user might have unequal personal interest in some criteria
of the items, which might affect the overall rating differently. This leads to the new

approach in RS, called multi-criteria recommender systems.
2.5 Multi-Criteria Recommender System

In the traditional recommender system, the users are able to provide their
overall preferences toward item via the individual rating values. However, some
systems or websites let the users express their preferences in multiple aspects rather
than the single overall rating. The system that uses this kind of recommendation is

called Multi-Criteria (MC) recommender system.

For example, Figure 4 shows the ratings provided by various users who are a
member of Agoda.com. The member has the privileges to provide the rating over

various criteria such as facilities, location, staff performance and room comfort. This
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agoda
eseee

Where would you like to go?

Siam @ Siam Design Hotel Pattaya

o
)

Check-in:

15 May 2016

Check-out:

16 May 2016

. Siam (@ Siam Design Hotel Pattaya* # #

/390 Pattaya 2nd road, Nong Prue, Banglamung, North Pattaya, Pattaya, Thailand 20150

Recent traveler reviews

Filter by traveler type

() Business travelers
) Couples

1 Solo travelers

73)

(1336)

(682)

) Families with young children (310)
(_» Families with older children (184)
(306)

) Groups

Excellent

8.5

based on 2991

reviews

Bz THB & signin ¥
Guests:
1Room, 2 Adults, O Children v
Show map
Excellent 8.5
Based on 2991 reviews
TE - arch 28,2016
\ 1 i
= S

Hotel Condition/Cleanliness
Facilities

Location

Room Comfort/Standard
Staff Performance

Value for Money
Food/Dining

Figure 4. The Ratings Provided by the Users of Agoda.com

kind of ratings provide the new opportunity for the users to decide which items they

preferred on many aspects. The users are then able to make decision based on their

personal favorite criteria.

Table 3. Multi-Criteria Rating Matrix

[ [ [ [
User 1 2 3 *
Uy (5,2,1,8,2) | (23,1,42) | (35543) | (21,23,1)
Uy (3,5553,2) (23,433) | (3,5521)
Us (423,1,1) | (4324,4)
u 4 (3,2,2,1,4) (1,442,2)
[tem
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Table 3 shows how multi-criteria ratings are stored in the User-ltem ratings
matrix. As compare to the original single criteria user-item ratings matrix, each cell
contains not only the overall rating but also the additional multi-criteria rating. For
example, besides the overall rating ‘57, user u; also provides the ratings ‘2’,’1’,’4’ and

‘2’ to item iy, which belong to the criteria “facilities”, “location”, “staff performance”

and “room comfort” respectively.

Since there is more information on each criterion of the rating for the single
item. Therefore, the system is able to use this advantage to provide more personalized

recommendations to the users [6].

Many early multi-criteria recommendation techniques are extended from the
single criteria techniques. For example, Breese [10] extended the similarity
computation of the traditional collaborative filtering to multi-criteria approach. They
calculated the new overall similarities between the users by aggregating the similarities
calculated from each criterion and used them for prediction instead of the original
overall similarities. First, this method computes the similarities between users
separately on each criterion, using any traditional similarity computation. A final
similarity between two users is then calculated by aggregating individual similarity
values from all criteria. The work on [10] also proposed two similarity aggregation
techniques: average similarity and worst-case similarity, as shown by Equation 7 and

Equation 8, respectively.

Average similarity

I 1 k
simaug(u,u) = k—_l_lzczosimc (u,u") (7)

Worst-case(smallest) similarity

: 1 . ,
simpm(uw,u) = ) glolrlz sim. (u,u") (8)



20

where

® sim.(u,u’)is the similarity between the user u and u’ under criteria ¢

and

® [ is the number of the criteria.

After calculated, these similarities are further used as the weights to calculate
the overall ratings by many existing single criteria prediction algorithm. However, these
techniques are not actually taking full advantages of the criteria rating since only the
single overall ratings are considered for the prediction. In the real world, different user
might have different interest in each criterion of items. For example, User A might
choose the hotel to stay based on its location, while User B chooses the hotel based
on its facilities. By this reason, each criterion might have an impact on the user’s

decision differently.

One of the main challenges in MCRS is, therefore, to learn how each criterion
affects the overall preference of the user, which will be used in the final
recommendation. There are many methods that have been applied in MCRS in order

to learn such effect [7], [8].

For example, one of the easiest ways to find the effect of each criterion to the

overall rating of a user is to use the multiple linear regression, as used in [7].

Vi = Bixi + P1Xiz + - + PrXik (%)

As shown by Equation 9, an overall rating can be considered as the dependent
variable (y;), the k criteria rating are independent variables. The task is to find the
weight of each criterion (the regression coefficient f; to By), using the training data.

Once those weights are learned; they can be used further in the prediction stage.

For example, to find the effect of each criterion to the preference of user uy,
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the system first extract only the rating provided by the user uy as shown in Table 4,

Table 4. The Multi-Criteria ratings provided by user uy

Iltem Visual
Overall Story Actor Direction
User Effect
r(uy, iy) 5 2 1 4 2
r(uy, iy) 2 3 1 4 2
r(uy, iz) 3 5 5 4 3
r(uy, is) 2 1 2 3 1

By substituting rating values from Table 4 on Equation 9, we are able to

construct the following 4 multiple linear equations.

5= 2B, + B, + 4B3 + 2B,
2 =3B, + By + 4Ps + 25,
3 =50, + 50, + 4B + 3B,
2 =Py + 2B, +3Bs + Ba

After finishing the process of multiple linear regression, the values of f; to S,
are calculated as -3, 3, -5 and 14, respectively. These values can further be used as

the criteria weights for predicting the overall rating of user u;.

For example, if there is a new item is which uy rates (4, 2, 4, 2) for each

criterion, the overall rating that u4 will rate i5 can be calculated by below equation.

Table 5. The Multi-Criteria Ratings Provided by User u4 for ltem ig

ltem Visual S
Overall Story Actor Direction
User Effect
. ?
r(uy, is) / 4 2 4 2
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The overall rating for i would be 2 by substituting each criterion rating

provided by user u4 in the equation.

roverall(ul: iS) = (4 * (_3)) + (2 * 3) + (4‘ * (_5)) + (2 * 14‘)

Unfortunately, to produce the effective weight calculation, the multiple linear
regression technique requires a significant amount of training data. If the rating data
from each user is not large enough, the system might not be able to capture his true
personal interests, making the calculated criterion effect becomes overfitting to the

training data.

In the next chapter, the proposed method: the aggregation of NB-based and

MF on multi-criteria recommendation is presented.

2.6 Evaluation Metrics

The performance of RS methods can be measure by various kinds of evaluation
metrics. The example for evaluation metrics are coverage, novelty, accuracy, diversity,

etc. In this work, we are focusing mainly on accuracy and diversity.

2.6.1 Accuracy Metrics

We evaluate the performance of the models in term of the accuracy and
prediction coverage. For the accuracy metric, we use the Root Mean Square Error

(RMSE) as defined by Equation 10.

RMSE = jZ’tV_l(ﬁ —)? (10)
N
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where

e 7 isthe predicted rating for record t,
e 71, is the actual rating for record ¢, and
e N is the number of test records.

Most of the recommendation methods try to recommend items based on the
accuracy of the model. By considering only the accuracy alone it might cause the
system to recommend same kind of items to the users and that recommendation

items may not satisfy need of the users.
2.6.2 Coverage Metrics

On the other hand, the percentage of the prediction coverage can be

calculated by Equation 11.

Npredict

100 (11)
N

% Coverage =

where

®  Myredice 1S the number of predicted ratings, and
e N isthe number of test records.
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CHAPTER |lI
PROPOSED METHOD

In this chapter, the steps of the proposed method—the aggregation of NB-
based and MF techniques on multi-criteria, are presented. First, the procedure for
learning the effect of each criterion to the user overall preference is presented. The
second step shows how the trade-off between NB-based and model-based is handled.
Finally, the predictions from MF and NB-based techniques are aggregated and applied

on the multi-criteria recommmendation.
3.1 Learning the Criterion Effect

One challenge in MCRS is to identify how each criterion affects each user’s
overall preference on items. Previous methods such as the multiple linear regression
[7] and PF-IPF [8] are not suitable for the sparse and limited data. Fortunately, the user
preference patterns retrieved from MF are able to measure such affection level each

criterion has on the overall rating for each user.

Overall Criterion 1 Criterion k
o O O WWRNOINIE o O O
o O O o O O o O O
o O O o O O o O O
r(u,i) = QiTpu f'cl (w,i) = qi,clTpucl f'ck (i) = qi,kTpuck

Figure 5. Extracting the user preferences and item

characteristics from each criterion rating

Since the parameter P, captures how the users express their interest on items,
it can be used to measure the similarity between their tastes. Such similarity between

user u; and user u, can be measured using the distance based similarity such as Cosine
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Similarity on their overall preference vectors as shown in Equation 12.

pu1 " puz

sim(py,, Py,) =7T———
R O

In MCRS, besides from the overall ratings, such pattern can also be extracted
from each criterion rating given by a user as shown in Figure 1. This provides a new
opportunity for identifying the relationships between the user overall preference
pattern and each criterion preference pattern. More technically, now it is able to
measure the similarity between the user preference pattern on criterion ¢;— Puc; and
the user preference pattern on the overall rating—p,, using the inverse Euclidean

distance as shown in Equation 13.

1 Pu - Pu,c;
HPull - 11Pwcl

sim (pw pu,c,-) (13)

Although this similarity is calculated in the same way as Equation 12, the input
is different. Instead of calculating the similarity between two users’ overall preference
patterns like in Equation 12, Equation 13 calculates the similarity between the overall
preference pattern as each criterion preference pattern of the same user. To prevent
the ambiguity and redundancy, a new parameter w is introduced to the similarity in

Equation 13 as shown by Equation 14.

wc]- (u) = sim (pw pu,cj) (14)

The parameter We; (u) is called the criterion affection level, which represents
how the overall preference of the user u is affected by criterion ¢;. The idea behind
this comes from the fact that a user uses his overall preference toward items to decide
the items he wants. Therefore, if one of his criterion preference patterns is similar to
his overall preference pattern, that criterion should have more effect on his decision

for selecting items than the one that is less similar.
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3.2 Modeling Trade-off between Neighborhood-based and Model-based

Before aggregating the predictions from NB-based and model-based methods,
the trade-off between them should be first considered. The effectiveness of the
prediction from NB-based is dependent on the amount of ratings from neighbors who
rates the target items. Although the performance of MF does not directly depend on
this factor, it does not use the actual rating data, which should be useful for making
effective prediction. To deal with their trade-off, the parameter called rating-sparsity

control is introduced in this work as Equation 15:

N, D)

“D =I5

The value of parameter a(u, i) is dependent on number of u’s neighbors who
have rated item [ (defined by [N (u,i)|), from all neighbors (|N(w)|), which indicates

how sparse the ratings the item I has got from the neighbor of u.

3.3 Aggregation of Neighborhood-based and Model-based for Prediction

The rating that user u will rate item i on criteria ¢; is predicted by aggregating
of the predictions from NB-based and MF, using the rating-sparsity control on criteria

Cj —acj(u, i), as the weight presented in Equation 16.

fey () = ae, (D) (7w, DV ) + (1= @) (w, D))oy (w, DY) (10)

First, the parameter 7 (u, i)NB is the prediction made by the neighborhood-

based technique, defined by:

Sven, sim(w ) (1, v, = 7, )

Yven, Sim(u, v)

(17)

fe; (w, DHNB = e, (W) +
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where

° r‘cj(u) and r‘c].(v) are the average ratings on criteria ¢; of user u and v,
respectively,

] rcj(v, i) is the rating the user v has given to the item i,

® sim(u,v),; is the similarity between user u and user v, calculated on
criteria ¢j, and

® Ng(wis the neighbors of user u on criteria ¢;.

Next, the parameter f (u, )™ is the prediction made by the matrix

factorization technique, defined by:
I \MF _ T
TC]. (u: l) i pu,cj 3 Qi,cj (18)
where

® Dug is the user preference vector of user u on criteria c;

® qicis the item characteristic vector of item i on criteria c;

If significant amount of ratings provides the target item i by the neighbors of u,
Equation 16 will rely more on the prediction from NB-based technique. On the other
hand, if the target item has only been rated a few times, Equation 16 will depend
more on the prediction from MF. The final prediction for each criterion will be adjusted

with the appropriate trade-off between the NB-based and model-based techniques.

k
P i) = ) wg () (w,1) (19)

j=1
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Figure 6, presents the algorithm summarizing the steps of the proposed

method.

Input:

RT — the multi-criteria rating data, format x,, = < user, item,
(Toveraits Teyr -+ Te,,) >, Where k is the number of criteria
max_it — the maximum iteration for matrix factorization

Omin— the minimum acceptable error for matrix factorization

Output:

»  7(u, i) — the overall rating prediction for user u on item i

Learn Criterion Affection Level:

for each iteration it until max_it or until err < o, do

for each criterion Cj

o Optimize Puc; and ic; by ALS algorithm
o Calculate err = |r(w,D)¢; = Qic;  Pul

endfor
endfor

for each useru

for each criterion Cj

Pu Puc;
* Calculate w.;(u) = linad |

endfor
endfor

[1Pulll1Puc;ll

Learn Rating-Sparsity Control:
for each user u

for each item i

IN (DI

= Calculate a(u,i) = IN(w]

endfor
endfor




Aggregation and Prediction:
= Given an active user u and a target item i:
for each criterion ¢;
o NB Prediction: fcj(u, i)NB
o MF Prediction: 7 (u, DMF = Puc; qi,CjT
o Aggregated Prediction: . (u, i) = a;(u, i) (?Cj(u, i)NB) +
(1 - acj(u, i)) (fcj(u, i)MF)

endfor

* The final overall prediction: 7*(u,i) = Zle cocj(u) f‘cj(u, i)

Figure 6. The Algorithm of the Proposed Method

29
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CHAPTER IV
EXPERIMENTAL RESULTS

In this chapter, we first show a detail on the dataset used for our experiment.
Next, we present the experimental results of our model, compared to various kinds
of well-known methods in RS such as Neighborhood-based techniques, Model-based

techniques, Multi-Criteria techniques and Aggregation techniques.

4.1 Dataset

We extracted 2,550 ratings from 200 users on 1,345 items from the Yahoo movie
rating dataset [11]. The dataset contains ratings from A+ to F which we have converted
to numerical range 1 — 13. For each item, a user provides one overall and four criteria
ratings which consist of Acting, Story, Direction and Visual criteria. To evaluate the
proposed method, 80% of these dataset are used as the training data, the remaining

20% are test data.

Table 6. Summary of dataset

Number of users 200
Number of items 1,345
Number of ratings 2,550
Maximum # of ratings per user 18
Minimum # of ratings per user 7
Average rating 12.75
Standard Deviation 1.2268
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The results of our proposed method are compared with the Neighborhood-

based (NB) approach: Single Criteria Neighborhood-based (SC-NB) and Multi-Criteria

Neighborhood based (MC-NB);, the Model-based approach: Single Criteria Matrix

Factorization (MF) and Multi-Criteria Multiple Linear Regression (MC-MLR); and the

Aggregated approach: Neighbor based correction of matrix factorization (NB-based

Correction). More details of each method is explained in Table 7.

Table 7. Details of Experimental Methods

Category

Method (acronym)

Definition

NB-based

SC-NB

Single Criteria Neighborhood-based
method using Pearson’s correlation
coefficient as similarity measures
and Resnick’s prediction formula

for rating prediction.

MC-NB

Multi-Criteria  Neighborhood-based
method using Average similarity to
ageregate the similarities from all
criteria and Resnick’s prediction for

rating prediction.

Model-based

MF

Method Factorization method using
Alternating Least Square for

optimization method.

MC-MLR

Multi-Criteria Multiple Linear
Regression method using multiple
linear regression to learn the weight

of each criterion for each user.

Aggregated

NB-based Correction

Neighborhood-based Correction of

Matrix Factorization method using
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Cosine  similarity as  similarity

measures.

Proposed Method Combining Neighborhood based
and Model-based on Multi-Criteria

Recommendation.

W Proposed M SC-NB MC-NB ® MF MC-MLR  ® NB-based Correction

6 5.9749
5.5
5
4.5
4 3.8696
3.7574
3.5 3.3522
3.3271 - 3.3501
, N [
Proposed SC-NB MC-NB MF MC-MLR NB-based
Correction
Figure 7. Comparison of RMSEs among Various Methods
==@==Coverage
6 0.7
5 0.5961 0.5961 0.5961 0.5961
’ @ O 0.6
5
0.5
4.5
0.4
4
0.2412 0.3
3.5
0.225
3 0.2
Proposed SC-NB MC-NB MF MC-MLR NB-based

Correction

Figure 8. Comparison of Prediction Coverage among Various Methods
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4.3.1 Comparison of Neighborhood-based approach

We first compared our proposed method with NB-based approaches. The
results show that our proposed model achieves higher accuracy compared to both SC-
NB and MC-NB methods. This shows that the accuracy can be improved if NB-based
are aggregated with the model-based technique. The results are more clarified in the
aspect of the prediction coverage. As shown in Figure 8, both SC-NB and MC-NB
produce less than half of the predictions compared to our proposed method. This
means that incorporating the method with the model-based technique greatly increase

the possible number of predictions.

4.3.2 Comparison of Model-based approach

We compare our proposed method with the Model-based approach. Compare
to standard MF, our proposed model produces higher accuracy with the same
prediction coverage. This means that aggregating the prediction from NB-based and
considering the effect of the criteria can enhance the performance of the model.
Moreover, our proposed method has clearly overcome the MC-MLR in the aspect of
the accuracy. This shows that using our proposed criterion affection level for the weight

calculation is more appropriate than the weight calculated from the MC-MLR.

4.3.3 Comparison of Aggregated approaches

Finally, we compare our proposed method to the NB-based Correction, which
is also aggregating the MF and NB-based for the prediction. Since both methods gain
the advantage from the MF, they have the same prediction coverage. However, our
proposed model is able to provide higher prediction accuracy. This shows that
considering the effect of the criteria leads to more accurate result than focusing only
on the overall rating alone. Moreover, using our proposed rating sparsity control to
automatically adjust the trade-off between the predictions from NB-based and MF is

better than adjusting manually.
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CHAPTERV
DISCUSSION

In this chapter, the experimental results presented in the last chapter are
discussed. Similarly, we separately compare our proposed method to each of the
following approaches: Neighborhood-based approach, Model based approach, and the
Aggregated approach.

5.1 Neighborhood-based approaches

The performance of the NB-based method is dependent mainly on the amount
of rating data available for measuring the similarity and calculating the prediction. To
produce high accurate prediction, each user needs to provide a significant amount of
ratings in order to find high quality neighbors who have rated the common items.
Exploiting the ratings from the non-similar users might significantly lessen the
prediction accuracy. Furthermore, to yield high prediction coverage, the target item
needs to be rated by the neighbors of the active user in sufficient times. If none of his
neighbors have rated the target item, then the rating for that item is unpredictable.
Practically, this problem is hard to deal with since most of the rating dataset is sparse:
the users tend to rate only a few items with respect to all available items in the

system.

On the other hand, by incorporating the prediction from the model-based (MF),
our proposed model proves that the performance of NB-based improves. Since the
process of finding the neighbors is ignored, MF requires only that each user needs to
provide a portion amount of ratings to learn the effective feature vector. After the
feature vectors are learned, the MF’s prediction is done without using the actual rating
data. Therefore, unlike the NB-based, the accuracy is not directly affected by any rating
from the neighbors, making our proposed method invulnerable to the sparse data.

Moreover, by combining NB-based with MF, the prediction coverage significantly
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increases. Gaining the advantage from MF, our proposed model requires only that each

item needs to be rated at least once by any user to make the rating predictable.

5.2 Model-based approaches

We first discuss our proposed model with the MF technique, which is the single
criterion model based method. Since our proposed method is extended from MF, it
inherits the ability to produce the same number of the predictions. Nonetheless, our
method offers more accurate in prediction. This may be due to two factors: the
advantage from NB-based and the effects of the multi-criteria ratings. For the prior
factor, aggregating the prediction from MF with the prediction from NB-based seems
to produce a better accuracy. If the significant amount of actual ratings from the
trusted neighbors is available, exploiting them should be more reliable than using the
latent features extracted from less amount of actual ratings. The improvement in the
accuracy may be due to later factor: the effects of the multi-criteria ratings. Considering
the multi-criteria ratings for the prediction gives us the opportunity to explore the
users’ preferences on items in various aspects. This makes the recommendation more

personalized to the users, leading to more accurate predictions.

We are now discussing our proposed model with the MC-MLR, which is the
multi-criteria model-based method. Just like our proposed method, this method tries
to find the weight of each criterion rating that should have an effect to the overall
rating for each user. However, the overfitting problem might occur if the number of
provided ratings is not sufficient, and this degrades the accuracy of prediction. In order
to calculate such weights, multi linear regression restricts each user to provide the
number of ratings more than or equal to the number of criteria. Otherwise it cannot
be calculated, and effect the prediction coverage. Unlike MC-MLR, using our weight
calculation scheme requires each user to provide the rating at least once, and
independent from the number of criteria. However, in this experiment, the MC-MLR is
able to provide the same number of predictions as our proposed method. This is
because Yahoo movie dataset are used in our experiment having provided by every

user at least 7 ratings, and there are only four criteria.



36

5.3 Aggregated approach

Finally, we discuss our model with the Neighbor-based correction of Matrix
Factorization (MF + NB on single criteria). Since our proposed method and the NB-
based Correction are both extended from MF, they have the same level of prediction
coverage. However, our proposed method seems to be better in accuracy aspect. This
may be due to two factors. The first factor may be because of the advantage of the
multi-criteria ratings as explained in Chapter V (5.2). The other factor may be due to
the trade-off between predictions from NB-based and MF definitions. In neighbor-based
technique, this trade-off is defined manually. In contrast, we define the variable called
rating-sparsity control, which automatically adjusts this trade-off for each specific user

according to the number of provided ratings.
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CHAPTER VI
CONCLUSION

This research proposes a novel multi-criteria recommendation technique,
which aggregates the predictions from the neighborhood-based technique and model-
based technique for rating estimation. The trade-off between these two methods is
controlled by the parameter designed to handle data sparsity. Moreover, by exploiting
user preference patterns extracted from matrix factorization, the efficient way to
model the effects of the criteria to the overall ratings is proposed. From the
experimental results comparing our proposed model with some well-known

recommendation techniques, we can conclude that:

® The model-based methods are able to achieve higher accuracy and the
number of predictions compared to the neighborhood-based methods.

® The performance of the model can be improved if the trade-off between
model-based technique and neighborhood-based technique is properly
defined.

® (Considering the effects of the criteria ratings for the recommendation is

better than focusing only on the single overall rating alone.
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