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Face recognition (FR) is one of prominent feature in biometric. There are three
main steps in FR: face detection, feature extraction and feature matching. Among three
steps, feature extraction is considered important as highly distinctive representation will
be constructed using certain properties. Researchers have developed several local feature
descriptors. However, such those features are proposed to perform well for generalized
images. In case of face images which possess distinct feature, it is necessary investigating
the effectiveness of such local descriptors to achieve the best possible recognition
performance. In this thesis, performance evaluation of local feature descriptors for face
images is conducted. Several state of the art local descriptors including Scale Invariant
Feature Transform (SIFT), Speed Up Robust Features (SURF), Binary Robust
Independent Elementary Features (BRIEF), Binary Robust Invariant Scalable Keypoints
(BRISK) and the Fast Retina Keypoint (FREAK), are investigated. We investigate the
performance using transformed images with the following properties: scale, blur,
rotation, brightness, pose. The performance parameters including repeatability, precision,
recognition rate, and computational time are used as measurements. The results indicate
that each local descriptor is considered effective in extracting features in different
scenarios.  Thus, the consideration of choosing local descriptor should take the

characteristic of scenario and environment into account.
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CHAPTER|

INTRODUCTION

1.1 The Significance of Research

In development of human perception, computer vision and pattern recognition
field, face recognition (FR) demand undeniably has become one of the most
ubiquitous, spurred by reduced prices of cameras and also by the escalated processing
technology. Research of face recognition becomes inherently developed towards the
increasingly demand of facial-based biometric. Among biometrics, face recognition
has its own privilege that is the database enrolment does not need subject’s
cooperation thus this biometric is more flexible than others such as fingerprint, iris,
etc.

Face Recognition inevitably has become part of modern life. Surveillance,
information security, smart-gate, forensic are only some examples to name it. Lots of
researches have been developed face recognition technology for more than two
decades to enhance the performance of FR for both precision and computational time.
However, the challenge also increases because today the format of input not only still-
images but also video. Video contains more disturbance than still-image plus a video is
a moving sequential frames that need more efforts in analysis. Closed Circuit
Television (CCTV) camera is one common simple example. Almost every spot in the
city where most of people gather such as mall, city garden, station, airport are under
coverage of surveillance camera network.

Unlike still-image face recognition technology that relatively achieves very trusted
result so far, video-based face recognition has been attaining less result in terms of
robustness due to improper information gaining from input captured image. One
instance is real-time surveillance face recognition system. The fact that real-time
video-based face recognition is still far to become robust is caused by several factors.
First, most of commercial low price camera has low quality or in other words the
resolution of video produced by using this camera will be too poor to be able to be

processed furthermore to be recognized. Second, in case partially face identification is



done by human, multi-camera network with long hours video made face identification
by human power is not efficient and exhausting. Human is good to recognize known
faces but human are not trained to identify the large number of unknown faces. Third,
distance between face and the camera is far with unconstrained environment, face
movement, various pose, illumination and expression come together brings face

recognition algorithm today suffer or even failure in such scenario.

Feature
Extraction

Face detection Matching

Figurel.1: General pipeline of face recognition.

In general concept, face recognition process consist of three main steps that
involved face detection, feature extraction and descriptor matching as shown in
Figure.1.1. An input image or video which contained single person or many persons
were observed to locate the position of face(s). Face detection is how the most likely
face region is separated from entire scene of image plane. It is important even crucial
part since if the face region is not segmented, it will be impossible to carry out the
recognition process. Too many redundant and unnecessary features will be detected
which costly and wasting time. Second step is extracting meaningful traits and
transform it into such domain that represents highly distinctive information that could
be certain face area or measures (vector). The final step is matching. The extracted
descriptor from query images are compared to the database descriptors sets and seek its
best match features set to eventually declare subject’s identity. Identity could be name,
address, and others.

In order to achieve high recognition rate of automated face recognition system,
robust and invariance feature is needed to be extracted. Local feature descriptor is one

of powerful feature extractor that gained more attention nowadays especially from



computer vision world. Its pattern contrast makes it saliently differs to the

neighborhood and become strong distinctive descriptor. Local descriptor can be edge,
corner, points, blob, etc. A set of local features can build a distinguish landmark that
allow recognition even without segmentation process before. Each local descriptor
offers its own advantage. We cannot generalize which one is the most robust. The
selection of descriptor should depend on application and scenario. Robustness to
background and occlusion and invariance to image transformation and deformation
made local descriptor suitable for face recognition particularly real-time face

recognition that contain noise, environmental changes and motion blur.

1.2 Literatures Review

Tracing back the beginning of local feature detection method was started by the
knowledge that information on shape is focused at salient points having high
curvature published by Attneave in 1954 [1]. The focus was especially on the
accurately localizing the candidate points. There was understanding that intersection
of straight lines and straight corners indicates a strong feature also. Corner become
more powerful than both flat and edge regions since it has substantial change in every
direction as shown in Figure 1.2.

There are several clusters of local feature in bibliography [2]. Fositour
curvature-based methods and the second ai@tensity-based methods. Hessian-
based approach [3] is categorized under intensity-based methods. The third cluster is
called biologically plausible methods. Principally, this method proposed in visual
recognition and artificial intelligence. In general, this cluster had been developed
without a particular application purpose with the main goal was to make the model of
human brain process. Innumerable models of human visual interest or saliency were
found in Computer Vision and Cognitive Psychology literatures. Nevertheless, most
of the works solely of theoretical interest and only a little number were implemented
and assessed with real images. Color allows extra information which can be explored
further to obtain more information in feature extraction which is the fourth cluster of
local feature namecblor based methods. Some of biologically plausible methods as
in [4] and [5] used color information. Other model-based methods, this fifth



cluster is aimed in improvement of the accuracy detection of Hessian-based corner
detector [3], example for model-based methods were introduced in [6] and [7]. The
sixth cluster,Toward viewpoint invariant methods is divided into three sub-cluster

that are multi-scale methods [8, 9], scale invariant methods [10, 11, 12, 13, 14, 15]
and affine invariant methods [16, 17]. The last two clustersegraentation-based
methods[18, 19, 20] and machine lear ning-based methods [21].

Further study about toward viewpoint invariant methods brought to conclusion
that corner is a strong region where interest points lying. Corners can be found at
various kinds of intersection, e.g. on dense textured image plane. It is sufficient or
many practical applications, because the aim is to find a number of stable and
repeatable features.

In 1988 Harris Corner Detector [22] was invented. This method facilitates
elements from different angle of view to be matched using image patches of fixed
size. The necessity of extracting elements with flexible image patches led Lindeberg
[12] to use Laplacian of Gaussian. Stimulated by Lindeberg work, scale invariant
features was born ten years later. Unfortunately, second order derivatives are sensitive
to noise. The blurring process inside the algorithm smoothes the noise out and
stabilizes the second order derivativieespite of that advantage, second order

derivatives are too computationally expensive [23].

Figure 1.2: lllustration of flat, edge and corner region on image.

So far the most detectors talked extract features at a sole scale, detector internal
parameters is determined factor. Late of the 1990s, the usage of local features was
rising in the context of object recognition and large gallery matching, there was an
increasing need to build features that able to cope with broad range scale changes and
further even pose changes. Dealing with various scale changes, a direct approach

consists of extracting points over a range of scales and using all the points all together



to represent the image. This is referred to as a multi scale or multi resolution approach
[24]. To deal with the many overlapping detections, typical of multi-scale approaches
that resulting in scale-invariant property have been introduced. These methods
automatically calculate the location of features and also scale of those features. A
famous and powerful algorithm for object recognition utilized local minima and
maxima in the scale-space pyramid built with Difference of Gaussian (DoG) filters
was introduced in [25].

Before discussion goes deeper to elaborate recent local feature methods, here we

explain some terminology generally used in this field.

1. Detector vs. extractor. There are two main tasks in feature extraction methods.
The first is the process to localize the features on image plane that called feature
detection. The second one is feature description, the detected featuress are built
into specific form that are uniquely differentiated. From that we derive terms
‘detector’ and ‘descriptor’. Some people call descriptor as extractor.

2. Invariant vs. covariant [2]. A function is said invariant if its value does not change
when a certain transformation is applied to its argument. A function is said to be
covariant when it replaces along with the transformation. In other words, applying
the transformation to the function argument will have the same effect as applying
the transformation to the function output.

3. Interest Point, Region or Local Feature [2]. The ideal local feature would be a
point as defined in geometry. It will possess location in space without having
spatial areas. Nevertheless, in practical world, images are discrete and having
pixel as the smallest spatial unit and discretizing effects playing an important role.
To localize features in images, a local neighborhood of pixels has to be outlined,

giving all local features some implicit spatial extent.

Discussing about features extraction brought us to the desired qualities that we
would like to produce by constructing such feature descriptor. Here are the ideal
local feature properties [2]:

1. Repeatability: Given two images of the same object, taken under different
conditions, a set feature detected and extracted on the first image should be able to



be detected and extracted on the second image with the ability to correspond those
features.

2. Distinctiveness: Intensity of the patterns underlying the detected features should
reveal large of variation, thus the features able to be differentiated and matched.

3. Locality: The features should be local, so as to reduce the probability of occlusion
and to allow simple model approximations of the geometric and photometric
deformations between two images taken under different viewing conditions

4. Quantity: Total number of detected features should be adequately big, so that even
on low small objects, reasonable number of features is still located. However, the
optimal number of features depends on the application.

5. Accuracy: The features located should be precisely localized.

Efficiency: Time consumed for feature extraction should permit the time-critical

applications.
1.3 Objectives

In this thesis we do performance evaluation of recent feature extraction methods
in literatures with more focus on local descriptors as part of feature extraction process.

This thesis work has several objectives as follows:

1. Quantify the behavior of local feature extraction methods with transformed
images as query images.
Determine the quality of local feature descriptors in identification of face.

3. Give recommendation how to select detector and descriptor in order to work

effectively in certain scenario of face recognition.

1.4 Scope of Work

The scope of the performance evaluation of local feature extraction methods are
represented as follows:
1. Quantify the repeatability score, precision, recognition rate and also
computational time for each local feature extraction method.

2. Evaluate the measurements produced and analyze the causes of such behavior.



1.5 Resear ch Procedures

1. Reviewing literatures related to automatic face recognition, local feature
extraction, facial image detection, and image matching.

2. Collecting facial image database.

w

Proposing a performance evaluation to measure behavior of feature extraction
methods with various deformation and transformation on query images.
Simulating the protocol of evaluation using several face databases.

Analyzing the result

Writing publication for international conference.

N o g A

Writing thesis paper.



CHAPTER I

LOCAL FEATURE EXTRACTION METHODS

There are two main processes in feature extraction. The first one called feature
detection is the process which the information from image is collected and local
decision is made at every point to determine whether there is feature point on that
point or not. The produced feature points will be subsets of the image domain. The
features can be the form of isolated points, connected regions or continuous curves. If
the input data is too large and information on it expected to be adversely redundant
then the better representation is necessary. The representation is made in a process
called feature description. Some people named the feature as keypoint or interest
point. However those terms is just used in order to make a better and easier
explanation. In this work we agree to wholly use feature detection and feature
description as the terms.

In this chapter, focus of the discussion covers all related feature detectors that are
Hessian Detector, Harris Corner Detector, Difference of Gaussian or DoG, Features
from Accelerated Segment Test (FAST), Adaptive and Generic Accelerated Segment
Test (AGAST). The discussion also includes the recent local feature descriptor in
literatures. The referred feature descriptors are Scale Invariant Feature Transform
(SIFT), Speed Up Robust Features (SURF), Binary Robust Independent Elementary
Features (BRIEF), Binary Robust Invariant Scalable Keypoints (BRISK), and Fast
Retina Keypoints (FREAK).

2.1 Feature Detector

In this thesis, detector that we used mainly is corner-based detector which yields
strong features because their substantial change of intensity. However there will be
described a glance of the prominent feature detector since its initial development in

history.



2.1.1 Hessian Detector

One of the earliest feature detectors is Hessian detector [3] that proposed in year
1978 by Beaudet. This method based on Hessian matrix H on image with | intensity
function. I, (x), L, (x), Ly, (x), L,,(x) represent the terms for second order partial
derivatives of | at locationx = x,y. The matrix H is computed using (2.1). After

determinant value of H is calculated, the features will appear over the image.

. [Ixxoo Ly (%)

|y Ly () (2.2)
detH = Ly lyy — Ly)° (2.2)

This method eliminates non extrema features by using 3 x 3 windows and takes only

the points having higher value than its 8 neighbors.

2.1.2 Harris Corner Detector

Harris Corner Detector is the famous method for corner detection on image
plane invented by Chrish Harris and Mike Stephens back in 1988 [22]. The basic
thought of this method is that at an intersection there are two edges available, which
there is massive intensity change. Therefore, the value of gradients on both edge
directions has a high variation, which can be utilized. Second moment of Matrix M is
the base of this method. The matrix M enables to describe the alteration of intensity in
the local neighborhood at certain point x.

Imagine there is an image window as shown with yellow rectangle in Figure 2.1.
As we can carefully see, even the slight move produces noticeable appearance. The
displacement happened is following (2.3).

Ewv) = LeywOe, NI (x +uy +v) = 1(x,9)]? (2.3)

Wherew(x, y) is the window at poin(x,y), E(e,u) is the displacemenl(x,y) is

the intensity at poin(x,y) andI(x + u,y + v) is the intensity after displacement.
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The search is looking for windows with major intensity variation. Therefore, we have
to maximize the equation (2.3) such way so that value for equation inside the square
brackets has a large value. This can be done by using Taylor expansion. Here,
I(x +u,y +v) becomes(x,y) + ul, + vl, as described in (2.4) and derived until
(2.8).

E(u,v) = Z[I(x,y) +ul, +vl, — I(x,y)]2
Xy

E(u,v) = Yy yu?l,> + 2uvl, 1, + v2 I,° (2.9)

E(u,v) ~ [uv] (z [”‘2 ”"gl [”D (2.5)
L1, L*|W

M =S w(xy) [1”‘; ’;‘y’;] (2.6)

E(wv) ~ [uv]M [’;] 2.7)

R = detM — k(traceM)? (2.8)

R score is calculated for each window, when the value is above certain value then the

window region is found as corner.

Figure 2.1: Window movement of Harris Corner search.

2.1.3 Difference of Gaussian (DoG)

Harris corner detector is good to locate corners but when image size is various,
the scale of window also changes thus this method cannot perform effectively. Scale-
space is needed in order to obtain scale-invariant property. In Difference of Gaussian
(DoG), scale space is generated by resizing images from original images into half size
then blurred it by using Gaussian filter with certain blurred level. The resizing and
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blurring process are repeated depend on the number octave decided. The number of
octave depends on original image size but in original method [25], inventor suggested
four octaves and five blur levels were ideal for the algorithm. This process follows

(2.9). WhereL(x,y,o) is produced from convolution of Gaussi@(x, y,o)with

I(x, Y) input image. Visualization of blurring process is illustrated on Figure 2.1.

L(x,y,a):G(x, y,a)* I(x,y) (2.9)

LoG is approximated by Difference of Gaussian (Do&$leown in Figure 2.3
and Figure 2.4. The Laplacian of Gaussian is great for finding features in an image.
But it comes with disadvantage because second-order derivatives are computationally
expensive [23]. Instead of using LoG, this method approximates LoG using difference
between two consecutive scales. Replacing second order derivatives into simple

subtraction. Generation of DoG images is represented on Figure 2.2.

First octave

S (didn't fit)

Figure 2.2: Progressive generated blur images of SIFT [26].
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Finding maxima and minima on DoG images around approximate feature as

shown in Figure 2.5 by using Taylor Expansion (2.10).

oDT 1 ;0°D
X

X+= X (2.10)

D(x)=D+

ox 2 ox®

Scale
[next
octave)

Scale
(first
octave)

Difference of
Gaussian Gaussian (DOG)

Figure 2.3: Difference of Gaussian (DoG) of an image [25].

= Laplacian

—_— Do

Figure 2.4: Difference-of-Gaussian values approximate Laplacian-of-Gaussian values
[25].

The last step is to remove feature with low contrast and edges. Features generated
in the previous step produce a lot number of features. Some of them lie along an edge,

or they do not have enough contrast. In both cases, they are not useful as features. So
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those features were omitted. Elimination of bad features approach is similar to the one
used in the Harris Corner Detector for removing edge features. For low contrast

features, by simply checking their intensities.

Figure 2.5: Maxima and minima of DoG images are detected by comparing a pixel
(marked with X) to its 26 neighbors in 3x3 regions at the current and adjacent scales
(marked with circles) [25].

2.1.4 Featuresfrom Accelerated Segment Test (FAST)

Difference of Gaussian is reliably scale-invariant detector but unfortunately the
cost comes with complex computation yields long computational time in detection
process. When it comes to real-time application, such a long computational time is
unwanted. FAST as machine learning-based method is proposed to achieve high

speed computation by E. Rosten and T. Drummond in 2010 [27].

Figure 2.6: FAST candidate corner surrounded by its 16 pixel circular neighbor pixels
[27].
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Core and its circular neighbor pixels are utilized like in SUSAN corner detector
[28]. Given a candidate of corner on the center of an image patch, not entire region is
evaluated, only discretized circle depicting segment is calculated. A set of n adjacent
pixels around the core might be in two conditions. It can be all brighter or all darker
than the intensity of core pixgJ plus the thresholtl There are three conditions until

one can determine whether pis a corner or not as in (2.11).

d, 1p—>x S Ip —t (darker)
Spox =138, Ih—t<IDpx <D+t (similar)  (2.12)
b, L+t <L, (brighter)

In deciding which pixel to be compared first, this method employed ID3 decision tree
gaining large number of stable features. However using this tree to perform the search
did not guarantee that entire configuration is found. Only a small rotation of camera

yields disturbance in distribution of pixel configurations extremely.

2.1.5. Adaptive and Generic Corner Detection Based on the Accelerated Segment
Test (AGAST)

The success of FAST in locating the features with very fast computation
stimulated Mair et al to optimize the original method. Their method is called AGAST
is optimization of FAST [29]. The detector also based on SUSAN corner detector that
assessing circular pixels around the core pixel. The optimization is built by
constructing binary decision tree that not just generic but adaptable to new
environment thus there will not be necessity to perform the search from the scratch
each time the environment amended. The look of the tree is described in Figure 2.7.
Combination of two trees allow the corner detector to adjust into environment
automatically and conducts very expeditious decision tree for the image patch and

only has one pixel delay.
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Figure 2.7Decision tree scheme to determine pixel configurations of AC [29].

In AGAST, the conditions forcorner determinationuse more detall
specifications There are six conditions as show (2.12) that includes five physic
appearances darker which darker, not darker, similar, not brighter and brigl

(darker)
( Al pox <Ip—t (not darker)
nots I nox €1 n =t ASpx = u (similar) 2.12)
S = S lpox €1 —tASpx = bot (similar) e
STpox P11+t NSy = doot (not brighter)
bl pox #1,+t /\Srll—wc =u (brighter)

U bpoes Inox>In+t

Sdenoteghe state of each pixel location whs,,_,, express the prior statl denotes

the intensity brightness in pixel au express the unknown state.

2.2 Feature Descriptor

2.2.1 ScaleInvariant Feature Transform (SIFT)

SIFT is scale and rotation invariarfeature descriptor ging Cifference of
Gaussian (DoGjo detectfeatures, SIFT is one of tHeest among local features
literature today regardinepeatabilityrate produced by using this metl. In order to
achieve rotationavariant property,orientation assignmenis computed. Before
building the descriptor,orientation assignment is computed provides rot-
invariance.

The gradient and magnitude around candidate features are calculate
distribution of the gradients are placed in histogram bins. Consider each bin hg
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10 degrees as represented in Figure 2.8. The most prominent gradient orientation(s)
are identified. If there is only one peak, it is assigned to the feature. If there are
multiple peaks above the 80% mark, they are all converted into a new feature (with
their respective orientations). In the figure, the highest bins are the most prominent

orientation then the orientation in that feature is two way.

1oo%

do%

Figure 2.8: SIFT orientation assignment using histogram [26].

The last step is generating features. In order to construct such feature that
distinctive but also lenient, a 16x16 window around the feature is divided into sixteen
4x4 windows. Orientations and gradient magnitudes within each 4x4 window,
gradient magnitudes and are calculated. The orientations were placed into an 8
bins histogram. Gradient orientation in the range 0-44 degrees will be stored to the
first bin. Range 45-89 add to the next bin. The amount added to the bin depends on
the magnitude of the gradient. Eventually we have features with 4x4x8 = 128

dimensions as appeared in Figure 2.9, then normalize it.

tharsh e 03 dimerlonsl vacios

 Eeypoing

Figure 2.9: SIFT 128 dimensions highly distinctive descriptor [26].
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2.2.2 Speed Up Robust Features (SURF)

SUREF is a scale and rotation invariant feature descriptor. It could be categorized
under the family tree of the mostly used SIFT feature. These SIFT like features are
commonly used in various applications such as object recognition, image retrieval and
image stitching since the last decade. SURF uses integral image to speed up the
computation.

Viola and Jones have proposed to use integral images for face detection in [30],
this method allows for rapid computation of Haarwavelets or any box-type
convolution filter as shown on Figure 2.10. Integral image is employed to quickly
approximate Hessian matrix.

Lxx(X,Y,0) is the Laplacian of Gaussian of the image. It isabevolution of the
Gaussiansecond order derivative with the image. Lindeberg has [12] shown that
Gaussian function is optimal for scale-space analysis. This method approximates
determinant,, to getL,.,.

Lxx ny o)
i [ ] (2.19)
ny Lyy
2
det(Happrox) = DxxDyy — (wDy,) (2.14)

J‘l | - ENEE

R
[ B .

Figure 2.10: Approximated second order derivatives with box filters [31].

Scale analysis is done with constant image size so no need to generate image
pyramid. A major orientation is calculated when a point is considered a keypoint. The
second step is to construct the scale invariant descriptor on each keypoints detected.

Integral Image (summed area tables) is an intermediate representation for the image
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and contains the sum of gray scale pixel values of image as represented in (2.15) and

illustrated on Figure 2.11.

s=A—-B—-C+D (2.15)
o
D, A
1(x) = XX 16, ) 5
c d

Figure 2.11: Integral image.

In order to achieve rotation invariant, this method straighten a rectangle to the
major orientation. The size of the rectangle is proportional to the scale where the
interest point is detected. The rectangle is then cropped into a 4 by 4 grid. Different
information such as gradient or absolute value of gradient are then subtracted from

each of these sub square and composed into the interest point descriptor.

i

X response Y response

Figure 2.12: SURF Orientation Assignment

The SURF feature is a speed up version of SIFT, which uses an approximated
DoG and the integral image trick. The integral image method is very similar to the
method used in the famous Viola and Jones’ adaboost face detector. An integral
image is simply an image which its each pixel value is the sum of all the original pixel

values left and above it. The advantage of integral image is that after an image is
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computed into an integral image, it can compute block subtraction between any two
blocks with just six calculations. With this advantage, finding SURF features could be
several order faster than the traditional SIFT features.

2.2.2 Binary Robust Independent Elementary Features (BRIEF)

A simple comparison of intensity in image patches can be utilized as efficient
descriptor. Given test on image patcly as shown in Figure 2.13 (region inside
yellow circle) with M x N

Figure 2.13: Intensity of patches in images can be employed as features.

1 ifqgx) <q@) 2.1€
©(q; x,y) = {0 otherwist o

q(x) denotes the intensity of pixel in a smoothed versibg atx = (u,v)T. The
way to select a set of;(x, y)-location pairs uniquely defines a set of binarydest
BRIEF descriptor hag,-dimensional bitstringln their work they usedn,; = 128,

256, and 512. The size of snsets the computational time, storage and repeatability.

fnd(q):= Z Zi_lr(q;xi;y]’) (2'17)

1<isng

Taking information at any pixel directly yields noisensitivity. In order to
avoid the noises, smoothing the patches using some kernel should be applied prior.
The smoothing allows the descriptor stability and repeatability enhanced. They found
a 9 x 9 pixels Gaussian kernel will be sufficient.
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Generating descriptm, brought us the questidrow to select the location fi
the testThere are five ways select the pattern of image patelth assumption the
the core of the patch is right at the center of the
S S

’2

1) (X,Y)~i.i.d. Uniform (—5 —): The (x,y) locations are distributc equally all

overthe patch and tests cbe loated near to patch boundary.

2) X, Y)~i.i.d. Gaussian(O,%sZ): The tests are sampled from an isotr
Gaussiardistribution

3) X~i.i.d. Gaussian(O,%sz) Y~i.i.d. Gaussiaéo,ﬁsz) : The sampling
requirestwo stepslt forces the tests to be mosectional. Test locations outsi
the patch are clamped to tpatch edge.

4) (x;v;) are random samj from discrete locations of a coarse p grid
introducing a spatial quantizati.

5 vi :x; =(0,0)Tand y;is takes all possible values on a coarse porid

containingn, points

Figure 2.14 Four random sampling approaches to select test locations except"
[32].
There is no orientation assignment in this method thus this method ca

tolerate little change of rotatic
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2.2.3 Binary Robust Invariant Scalable Keypoints (BRI SK)

A new robust feature extraction method called Binary Robust Invariant
Scalable Keypoints [33] was introduces in 2011. Original design of BRISK descriptor
method made it flexible to be coupled to any feature detector and vice versa. This
method has focus on efficiency of computation and was triggered by the knowledge
that in detecting regions of interest in the image based on accelerated segment test
called AGAST (Adaptive and Generic Accelerated Segment Test). This method looks
for the features not only on scale-space images but also in plane between. See the
downsampling of original image to its half-size in Figure 2.15. In BRISK searching
for features not only on images a, b, and ¢ but also in image plane between a — b and
b-c.

The keypoints of BRISK is its utilization of sampling pattern around the feature
point. Once the features are located, the gradient of point sampling pair is generated
by (2.18).
1(p,.0,)-1(p,0))

lp; -l

g(pi g pj): (pj - b ) (2.18)

where g(p,, pj) is local gradient,l(pj,aj) and I(pi,aj) are smoothed intensity

values, andp, p,) is a sampling-point pairs. Considering the set A of all sampling-
point pairs:
A:{(pi,pj)szxDZ‘i<NDj<iDi’jDN} (2.19)

S:{(pi’pj)DA{ “pj B piH<6maX}D A
(2.20)
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genius is herew
CONGRATULATIONS

genius i orew

AT AT

Figure 2.15: Generating image pyramid by downsarnglie original image.

The threshold distances are sebfq, =9.75% and d_,, =1367t which t is scale ok.

min

Iteration of pattern direction of the keypointdkbe:

g:(QX]:i_ a(p. p,) (2.21)

gy (pivpj L

The final step is building the descriptor by condingbinary strings using (2.22).

b:{l ((p?.0,)>1(p7.07)

(2.22)
0, otherwise

O(pe, pe)os
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Figure 2.16: The BRISK sampling pattern visualizati8g][

2.2.4 Fast Retina Keypoint (FREAK)

The last two descriptors in this chapter had clainigat simple intensity
comparison enables is sufficient to be feature descriptor. FREAK did the pattern of
feature even farther by using human retina-like pattern. Neuroscience development
provides the knowledge in understanding the visual system and how brain perceives
the information that are transmitted from an image. This method proposed to imitate
the same strategy to design the feature descriptor. The analogy of human retina to

computer vision is represented in Figure 2.13.

Photoreceptors Cells  Ganglion Cells
Human

Action potentials

Pixels Linear Non-linear
Bl = WT,_.—
] e HWI.._. e M
—_— [ T =
W
Computer f—: W_3_ ‘l ~ '
il e — - |
Vision i -1 oy B © 1011001
—{ X W g ot '| . |
|_‘[_“. x Welgr T or— Binary string
— % W

Figure 2.17: Analogy of human retina to computerond34].

The F descriptor is constructed by thresholding the difference between pairs of
receptive fields with their corresponding Gaussian kernel. F descriptor is a binary

string formed by a sequence of one-bit Difference of Gaussians (DoG). F is computed
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using (2.23) whereé’, denotes the pair of receptive fields and n is descriptor size

desired.
F = Yo<a<n 2°T(Py) (2.23)
1 if (1B = 1(R%)) >0, (2.24)

T =
{0 otherwise,

I(P;*) denotes intensity of the first receptive field of thair Pa smoothed by
Gaussian. With such amount of receptive fields led to a huge size descriptor. This
huge size of descriptor contains of the possibility of unnecessary pairs. In order to
avoid such disadvantage, the selection algorithm similar to ORB [35] is chosen.

Human vision is not staticEyes always move with personal movements
named saccades. Cells topology in retina is the reason for that saccades. Fovea
captures high-resolution information produced by the high density photoreceptors.
Consequently, it provides an important part in recognizing and matching objects. On
the other side, perifoveal sensates less specific information. These two characteristics

of retina cells are optimally be used to construct such sampling pattern.

i take

Figure 2.18: Sampling pattern of FREAK similar t@ tietinal ganglion cells pattern
[34].
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s

Figure 2.19: Pair selection in order to computedhentation [34].

2.3 Descriptor Matching

Talking about matching between two descriptor sets, once local feature
descriptors are matched, distances between descriptors are calculated using certain
distance formula. Euclidean Distance and Hamming distance are two among popular

ones.
2.3.1 Euclidean Distance

Given two feature points lying am = (x;,y,) danb = (x,,y,), the Euclidean

distance is calculated using (2.25) below.

d= \/(xz —x1)% = (¥2-y1)? (2.25)
In general, Euclidean distance is represented in (2.15) as follows:

d = /2 qlx — yil?
(2.26)

2.3.2 Hamming Distance

The difference between two binary strings can be calculated using Hamming
Distance. The Hamming distance can only be calculated if the two strings have equal
length. There are three simple steps to calculate Hamming distance that are:

1. Compare the first bit in both strings as described with red curve arrow on table

below. If they have the same value then give “0” otherwise give “1”

2. Compare each bit pair successively

3. Sum all the “0” and “0” in together to obtain the Hamming distance.
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Simple example:
String one: 001000101110
String two: 010011010011

String one O\ O\ 1 0 0 0 1 0 1 1 1 0

Stringtwo [0¢[1¢]0 |0 [1 [1 o |1 |o [o [1 JoO

Comparison 0 1 1 0 1 1 1 1 1 1 0 0

Hamming distance=0+1+1+0+1+1+1+14+1+1+4+0+0
=8

Hamming distance between two mentioned strings is 8.




CHAPTER 11

PERFORMANCE EVALUATION FRAMEWORK

One object can have various appearances on image scenes as appear in Figure
3.1. Depends on how the picture is taken, the equipment, the environment and so on.
Various point of view, scale size, lighting and orientation might happen. In this thesis,

we measure the behavior of local feature descriptor due to transformed testing images.

Figure 3.1: Various appearance of image with one main object.
3.1. Parameters

The work in this research followed the protocol proposed by Mikolajczyk et al
[36]. In their work, transformed images as the testing dataset are compared to original
images as training dataset. Various transformations includes scale size, blur degree,
changed in viewpoints, lighting diversities, JPEG compression were employed to
amend the ideal testing images into approximately real world images.

In this thesis, the evaluation measurements are based on a number of correct and
incorrect matches given by an image pair. Computational time also included as
measurement of effectiveness of the methods. The repeatability, precision and

recognition rate are chosen as parameters. The definitions of the terms are as follows:

1) Repeatability
Given a pair of image descriptor, repeatability is the number of correspondences
occurred between two image descriptor divided by total number of features in a
guery image. Repeatability is the most important parameter for feature extraction.

Once the repeatability value is known, we can calculate the precision and
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recognition rate simultaneously. After being transformed, there will appear some
of unnecessarily additional features on testing image, this feature will not be
counted because only patches that exist in both training and testing images are
included. Repeatability is computed using (3.1) as shown below

number of matches
d -100%
number of features detected (3.1)

Repeatability =

K o

Scale
Factor

Figure 3.2: Ovelapping ellipses on two features [37].

Each time the features from two images are being compared, there are two
types of ellipses in few sizes and point of view. Exhaustive search is applied to
locate overlapping ellipses. In Mikolajczyk’s original protocol, 40% overlap error
was permitted. The ellipses sizes effect the results. The bigger the ellipses are the
narrower is the overlap error. Therefore, all the ellipses should previously be
normalized into 30 pixels radius before overlap error is computed. The influence
of rescaling the ellipses for overlap measurement is described in Figure 3.2. The

influence of increasing relative size in overlapping gray area is obviously visible.
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Precision

Precision is the comparison between the total number of correct feature matches
(pass reprojection error threshold) and the total number of correspondences occurs
by a given image pair. Precision is simply represented in (3.2) as follows:

number of correct matches
! -100%
number of matches (3.2)

Precision =

Recognition Rate

Recognition rate is the success identification recorded. Given a query image, the
success identification happens when the features in a query image passes
homography threshold and found its match in training image gallery. Recognition

rate is shown in (3.3) as follows:

number of correct identifications
number of identifications (3.3)

Recognition Rate =

Computational Time
Time elapses for feature detection, feature description and descriptors matching
are recorded and presented in milliseconds.

3.2 Datasets

In order to provide satisfying properties of various transformations and of testing

image, we use several databases which properties are explained in detail below.

3.2.1 Carnegie Méellon University PIE Database

CMU-PIE is database under Robotics Institute, Carnegie Mellon University. The

dataset contains of 68 subjects with total 41,368 images having 13 different poses for

each subject, 4 different facial expressions and 43 different illumination conditions.

Figure 3.1 illustrates the diversity in database. The file is color image in JPEG format
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with original size 640 x 486 pixels. Example images of CMU-PIE Face Database is

shown on Figure 3.3.

Figure 3.3: Sample of images in CMU-PIE Database.

3.2.2 The Sheffield Database

The Sheffield (prior known as UMIST Database) Face Database [38] has 20
subjects with total 564 images possessing various gender, race, and look. A wide
range of poses is captured for each subject. The images are saved in PGM format,
256-bit grey-scale, having size of 220 x 220 pixels. Example of the various poses in

database is shown on Figure 3.4.

= i

Figure 3.4: Sample of poses in Sheffield Database.

3.2.3 Surveillance Camera Face Database

SCface database [39] is a face image database made by Prof. Mislav Grgic and
his team from Faculty of Electrical Engineering and Computing, University of
Zagreb, Croatia. The dataset contains of 130 Subjects having total 4160 images. The
images captured in uncontrolled room. Five surveillance cameras in various qualities
and brands are installed. One high resolution camera is employed also. Images taken
from various types of camera resemble the real-world condition. The images are taken
in both visible and infrared). The images are color image with various pixels size.

Example images of CMU-PIE Face Database is shown on Figure 3.5.
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Figure 3.5: Sample of poses in SCface Database.

3.3 Implementation Propertiesand Simulation Process

Implementation was built by using Visual Studio C++ with dependency to
OpenCV library. We used notebook with core i5 processor, RAM 4 GB and Windows
7 operating system.

There are four image transformations that we process inside the simulation that
are scale, rotation, blur and brightness. From original image, we resize the scale from
0.1-0.9 with increment value is 0.1 subsequently. Rotation is frofte363@ with
increment value is 5 degrees for each step. Blurring the original image, we employ
Gaussian Blur with kernel size 1-9. Brightness change is provided by changing the
brightness constants value from -100 to 100. Pose variations were provided by the raw
database thus we process that without any transformation.

There are three main processes in the simulation. First is training and second is

testing, the last one is matching between training descriptors and testing descriptors.
3.3.1Training

On training, we select 20 original up-frontal images with 240 x 320 pixels size.
Each training image will pass training process in order to get descriptors extracted for
mentioned methods in Chapter Il. The steps on training process are described on
Figure 3.6.
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3.3.2 Testing

Testing part has number of images vary depends on the number of argument in
transformations. Mostly we will use at least 100 testing images for every test. We
have two kinds of testing. Testing with transformed query images and testing without
transformation. For testing the scale, orientation and blur, we generated degraded
images from up-frontal original image. For pose changes test, we did not apply any
transformation, since the raw data of face images were already has various wide range

of pose. The process of testing is represented in flow-chart on Figure 3.6.

\ 4

Read training image

Detect feature on
training image

Build the descriptor

A 4

Keep the descriptor set
for matching

A 4
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Figure 3.6: Flow-chart of training process.
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Figure 3.7: Flow-chart of testing process.
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3.3.3 Matching

A transformed testing image is compared to original images of 20 subjects in
training dataset. Homography between given images compared are calculated before.
Extracted features of each testing images are projected and compared to the features
of training images. Matching was done by using k-nearest neighbor (kNN) [38]
matching to classify the closest training examples to determine the existence of
correspondence. In order to eliminate the outlier we use curve fitting called Random
Sample Consensus (RANSAC) [40].

There is one main difference objective of this work than in the original work of
The Mikolajczyk et al[36]. Their objective was mainly to determine the highest
peformance method due to view-points change testing images. In this thesis, we
would like to find the behavior of each local descriptor for face identification benefit.
This means, the object in images are human face(s) so that matching search occurs

between two objects in same class.



CHAPTER IV

EXPERIMENTAL RESULT AND DISCUSSIONS

1.1. Image Transformation

Four types of image transformation, scale, in-plane rotation, blur, brightness
change were applied in this research. The behavior of feature extractions method due
to changes of each transformation is represented consecutively. We present the
gualitative result in graphs and tables. The rest we elaborate the reasons behind such
characteristic on each feature extraction method one by one.

1.1.1. Scale

100

e

9
E Zg ‘/% _"mfg'/ —o—BRIEF
;E, 4518 //} /F\.\'ﬁ —=—BRISK
g_ 30 // ﬂ/ FREAK
04 ig 1/ ——SIFT

0 4 A | | | . |  —x—SURF

01 02 03 04 05 06 07 08 09
Scale

Figure 4.1: Repeatability comparison of feature extraction methods due to changing of
scaling size.

Various image scales with value 0.1-0.9 were applied to transform original
image into degraded images that will be used as testing images. CMU-PIE dataset is
used in this test. The result shows in Figure 4.1 is expected for the SIFT to perform
very satisfying among other local descriptors. Four octaves scale space images

reproduced in early stage of feature detection grants it scale-invariance to image
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resizing. SURF almost achieves the same performance as SIFT. However in SURF
there is no image pyramid produced prior SURF descriptor construction. The
intriguing result comes from BRISK unexpectedly. Unique pattern and thorough
image sampling pairs did not indicate significant result.

BRIEF and FREAK has almost the same quality. All local descriptors are gaining
more repeatability and precision as the scale climbing up. SIFT and SURF are
acceptable to overpower another methods since these methods have 128 and 64
dimensional feature vector therefore has its inner-method power to build such
distinctive features. The computational time for transformed query image test is
described in Table 1.
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70.00 - —

60.00 - VA/EF == BN —o—BRIEF
50.00 — -‘ —m—BRISK
40.00 ¢

20,00 [ ; FREAK

20.00 SIFT
10.00

: o = —#—SURF
OOO -_%V—V"—I—”-; T T T T T T 1

01 02 03 04 05 06 07 08 09
Scale

Precision (%)

Figure 4.2: Total number of correct matches of feature extraction methods due to
changing of scaling size.

Precision result as plotted in Figure 4.2 mostly follows result appeared on
Repeatability graph on Figure 4.1. However, SURF indicates a different behavior.
The precision drops to be near as BRISK which we can look back for reprojection
error criterion. If the re-projection error is less or equal to 2 then correspondences
occurred will be classified as correct matches which related to calculation of precision
as stated in (3.2).
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1.1.2. In-plane Rotation
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Figure 4.3: Repeatability comparison of feature extraction methods due to changing of
orientation.

Result for in-plane rotation changes as shown in Figure 4.3 is very much as
predicted. We used CMU-PIE dataset for this test. The closer to the zero degree
rotation, the higher repeatability yielded. Here we only use rotation range between -30
to 30 degree in consideration that human face movement is most likely happen
between that range.

In some scenario of face recognition, scale-invariance is far more important than
accurately orientation calculation. Therefore we do not use both scale and rotation
invariant features for that casBRIEF provides local descriptor that depends on a
relatively little number of intensity difference tests to represent an image patch as a
binary string. Not only is the descriptor construction and descriptor matching for this
descriptor much faster than other state of the art ones, it also inclines to result higher
recognition rates, as far as the invariance to wide-range in-plane rotations is not a
necessity. It is an important result from a practical point of view because it means that
real-time matching performance can be achieved even on devices with very limited
computational power. The importance is also can be seen from more theoretical point
of view because it ensures the validity of the latest trend, migration from the use of

Euclidean to the Hamming distance for matching process.
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SURF also performed well. It is a scale-invariant feature detector based on the
Hessian-matrix. However, rather than using a different measure for selecting the
location and the scale as in SIFT, the determinant of the Hessian is used for both. The
Hessian matrix is roughly approximated, using a set of box-type filters, and there is no

smoothing applied when going from one scale to the next and no down-sampling as
well.
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Figure 4.4: Total number of correct matches of feature extraction methods due to
changing of orientation.

Similar result is produced for precision measurement. The closer in-pane

rotation to zero (almost no tilting on face image) the better precision rate is achieved.
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Figure 4.5: Repeatability comparison of feature extraction methods due to
changing of kernel size.
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Figure 4.6: Total number of correct matches of feature extraction methods due to
changing of kernel size.

Next, we test using blurred images. Taking Gaussian kernel with size 1-9, the
decreasing both of repeatability rate and precision rate follows the rising of kernel.

The more blur kernel size is applied the more blurred testing images we generated



40

yields less both correspondences and percent of correct matches is obtained. We used
the CMU-PIE dataset for this test.

Table 4.1 represented that FAST detector that used with both BRIEF and FREAK
descriptor produced the largest number of features. The FAST detector was inspired
by SUSAN detector [28]. SUSAN computes the fraction of pixels within a
neighborhood which have similar intensity to the center pixel. This idea is taken
further by FAST, which compares pixels only on a circle of particular radius around
the point. The test criterion operates by considering a circle of 16 pixels around the
corner candidate.

Inspecting Table 4.1, we will discover that SURF has longer computational time
in comparison to SIFT. It is weird since SURF descriptor dimension is a half size of
SIFT 128 dimensional features. This fact can be explained only with the increasing
number of features. Since SURF detected lots of number more features than SIFT. It
is acceptable that SURF needed more time to describe the features. Hence we know
that the description time will be increase linearly to the rising number of features
generated.

1.1.4 Brightness Change

One more time we used CMU-PIE dataset to test various brightness to know
repeatability of features. Brightness adjustment of an image plane is one of the easiest
image processing operations. The only thing needed is adding the desired change in
brightness to each of the red, green and blue (RGB) colour components. Generally the
degree of brightness will be in range of -255 to +255 (24 bit palette). The more
negative the degree, the darker image is produced and contrary the more positive the
degree, the brighter image is resulted. No exceptional outcomes from this test. The
result goes with the nature that the closer brightness value into normal (zero) the
better repeatability and precision are gained. However such asymmetric result appears
if we take a look carefully on Figure 4.7 and Figure 4.8. Reduction in left side of the
curve is greater than what occurs in right side. Therefore, we can conclude that for all

local descriptor are more sensitive in darkness.
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Figure 4.7: Repeatability comparison of feature extraction methods due to changing of

brightness.
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Figure 4.8: Total number of correct matches of feature extraction methods due to
changing of brightness.

All methods work sufficiently satisfying in this case. The major reason is that all
descriptors extracted have been normalized. This normalization makes descriptor
invariant to brightness changes.
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Figure 4.9: Recognition rate comparison of feature extraction methods with
transformed query images.

Recognition result for all transformed (scale, in-plane rotation, blur, brightness
change) testing images is calculated. The result shows that SIFT gained the best
performance followed by FREAK, SURF, BRIEF and BRISK. However, SIFT also
possess the second longest computational time as shown in Table 1. Thus SIFT is not

suitable for real-time face recognition application which sets the speed efficiency as

the main goal.

Table 4.1: Computational time of feature extraction methods in milliseconds (ms)

with transformed query images.

Methods | Detection | Description | Matching | Total
BRIEF 49.31 1047.71 415.98| 1513.00
BRISK 188.46 19.84 6.85| 215.15
FREAK 49.31 344.43 839.36| 1233.1
SIFT 2178.73 3302.68 78.99| 5560.41
SURF | 2009.27 6459.40, 481.66| 8950.33
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Table 4.2: Number of features and number of correspondences feature extraction
methods with transformed query images.

Methods | #features | #Correspondences
BRIEF 1570 1239
BRISK 46 25

FREAK 1570 1249

SIFT 387 320
SURF 841 679

4.2 Pose Change

Pose change test used difference dataset than the other four tests. We used both
Sheffield database and SCface Database. Technical problem made us to randomly
select 100 images to conduct this test. The result is unexpectedly very interesting.
BRISK that claimed [33] to have a reasonable performance, failed for various pose
face image recognition while SIFT that famously reliable on accuracy performed just
just fairly well. SURF also shows downfall in performance for this test. The first thing
we need to keep in mind is that during the test, no image pre-processing is applied
thus the testing image comes as raw as original image which contains of pixels
intensity information only to be used (image is converted into gray-scale inside the
algorithm of feature description, no color cue is taken into account).

The extraction times and quantities of features and descriptors are compared in
this section. All results are computed on a set of 100 images. Table 4.3 shows the
averaged results. The largest number of features are extracted by FAST detector that
we used together with BRIEF and FREAK descriptor. The variation in the number of
features is expected, since the various detectors respond to different types of image
structures. This can be controlled to a small extent by parameter settings but the order
of numbers remains the same. The most efficient detector is FAST which is faster
than SURF and also faster than DoG.
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Figure 4.12: Recognition rate of identification with various pose in query images.

The zero result gained by BRISK brought us so many questions. The feature
detection was done using AGAST which is the optimization of FAST in its decision
tree also the search for feature on both image plane and between image plane in image
pyramids are expected to produce large number of features. The fact is opposite,
instead of finding sufficient number of features, BRISK has the smallest number of
features detected. It might can only be explained by the BRISK implementation in
openCV library that we utilized for this test. In figure 4.13 shows that even though
BRISK can detect a features in testing image but it is incorrectly corresponded to
descriptor in training image. Therefore, no correct matches and furthermore success

idenfification is achieved.

Table 4.3: Computational time of feature extraction methods in milliseconds (ms)

with various pose in query images.

Methods | Detection | Description | Matching | Total

BRIEF 0.50 5.37 0.64| 6.52
BRISK 1.06 5.88 0.19| 7.13
FREAK 0.50 1.90 1.15| 3.55

SIFT 13.87 20.43 0.38| 34.68

SURF 11.70 27.66 1.09| 40.45




46

Table 4.4: Number of features and number of correspondences feature extraction

methods with various pose in query images.

Methods | #Features | #Correspondences
BRIEF 7073 1815
BRISK 48 2
FREAK 7073 1727
SIFT 359 77
SURF 2072 153

Similar experiment is done for the calculation of descriptors. It is accepted to
acknowledge that the comparison is unfair because the number of features is different
for each methods The results are summarized in table 4.3. The fastest descriptor is
BRIEF (32 bytes), followed by BRISK (64bytes).

(a) (b)

Figure 4.13: Failure of BRISK (a) on in comparison to SIFT (b) for changed pose

guery images.
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Figure 4.14: Overall comparison of feature extraction methods.

All the result are collected and the value is averaged. Overall performance
evaluation result is represented in Figure 4.13. As shown in the figure, overall result
does not have extreme rates among descriptors. SIFT has the highest score three
parameters: repeatability, precision and recognition rate. One to notice, between
repeatability and precision for both of BRISK and FREAK, there are gaps. The gaps
is caused by large number of features detected by FAST detector but not all the
features are good enough and able to pass reprojection error threshold. In certain
application which provides sufficient amount of pixels in an image, automatically we
do not need looking for too large number of features because if so, there will be
redundant feature which basically unnecessary and possibly give adverse feedback by

prolonging computational time which undesired.

Investigating the result for both quality and speed the trade-off between those
two properties, it empowers us to make certain decision in designing face recognition
system regarding its requirementfie requirements depend on environment, clients

prefe rence, cost, etc.
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As time goes by, the demand ‘speed’ is increasingly growing. Real-time face
recognition system is one common example. However the application that need
accuracy the most also keep on developed such as in the field of law enforcement,
bio-forensic, smart cards.

Table 4.5: Overall computational time of feature extraction methods in milliseconds

(ms).
Methods | Detection | Description | Matching | Total
BRIEF 47.60 1011.14 401.41| 1460.14
BRISK 181.85 19.14 6.61| 207.60
FREAK 47.60 332.41 809.95| 1189.96
SIFT 2102.77 3187.51 76.23| 5366.52
SURF 1939.18 6233.73 464.80| 8637.70

Table 4.6: Overall number of features and number of correspondences of feature

extraction methods.

Methods | #Keypoints | #Correspondences
BRIEF 1516 1179
BRISK 44 24
FREAK 1516 1188
SIFT 374 308
SURF 812 648




CHAPTER YV
CONCLUSIONSAND RECOMMENDATIONS

5.1 Conclusions

The aim of this thesis is to present objective evaluation of feature extraction
methods using degraded facial image datasets as query images. Local feature
descriptor do not possess any type of intelligence. The methods simply based on the
intensity changes of pixels in digital images. SIFT showed the best performance
overall. On the opposite, BRISK descriptor that relies on binary string as feature
descriptor performs low. SURF yields two times number keypoints of SIFT, has
repeatability not worse than SIFT but both has long computational time due to its
dimensional size of feature. SIFT and SURF is good at handling image with blurring
or rotation while BRIEF and FREAK good in handling images with randomly

changed pose.

5.2 Recommendations

In order to select suitable feature extraction on particular recognition scenario
first, we have to organize the feature detectors based on the type of image structures
they extract whether it is corners, blobs or regions. Relying on the content of the
image, some of these structures are more common than other structures, so the
number of feature points found with a given detector may differ for dissimilar image
categories. If the knowledge about the image content is little beforehand, it is mostly
recommended to combine different detectors that work complementary.

FAST detector is good for if the large number of features is desired. Hence, it
is wise to couple FAST with any descriptor when the testing image has low
resolution. Low resolution images consist of less information. The more information
we can collect the better. In the opposite, when the query is high resolution image we
need the most selective feature detector thus less strong features will not be detected.
Pose variation fairly being handle by high dimensional vector features such as SIFT
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and SURF. It is still difficult to achieve pose-invariance especially if the speed is
considered as one main goal in face recognition system.

Finally, there is a number properties of the features to consider. Depending on
the application scenario, some of these properties are more demanding than others.
When dealing with challenging environment face recognition e.g. surveillance face
recognition system, robustness to small appearance variations is important to deal
with the in-class variability. For online applications or applications where a large
amount of data needs to be processed, efficiency is the most important criterion.
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