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Chapter 1 

Introduction 

1.1 Motivation 

 From the five senses of human including sight, hearing, taste, smell and touch. 

The visual perception is the most sense human uses in daily life. In additional, there is 

more information can be extracted by the vision than the other senses. With the two 

human eyes, the brain can provide each object information around the environment 

containing distance, direction, shape and color in one shot of the glance. Human also 

knows how quick the object moves when the brain processes multiple shots of what the 

human saw previously. 

 Besides the visual perception, the second sense that human most uses is hearing 

sense. This sense serves the auditory information with the source direction and distance. 

Moreover, it can also tell human which direction the source is going and how fast it is. 

The bats showed they can generate the image from the sound using echolocation [1]. 

The sound wave is sent from the bats and echoes the obstacles back to their ears. Then, 

they process the echo sound and decide which way they should fly through. Another 

example, the blind people show that they can know the environment around them by 

clicking their tongue and listening to the clicking echoed sound [2]. 

 Obviously, the information provided by sight and hearing perception are 

similar. With these information, there are many video game companies develop the 

blindfolded games. The aim of these games is to listen the sound, imagine the situation 

and take the action. For example, Blindfold Runner game [3], the users must listen to 

the obstacle sound and decide which direction they should go or dodge while the 

character in the game is running. The Sixthsense 3D Sound Horror Shooting mobile 

game [4] was also developed by using sound to describe the scene. The users take the 

part of the police in the dark forest. They must listen which way the monsters are 

coming, turn the mobile direction to those monsters and tap the screen to shoot them. 

One of the solutions to create these games, firstly, is designing visual scenario. Then, 

the system transforms these visual things into sound format. 
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 The works previously mentioned only transform direction and distance 

information from image to sound. To the best of our knowledge, most of the works play 

only the nearest obstacle sound. Some of them spawn the obstacle one by one. That 

means there is only one obstacle in the scene all the time. 

 The image not only give information about direction and distance, but it also 

gives speed and boundary information [5]. To let the user clearly understand the scene, 

we propose to develop the describing spatial information using sound with spatial 

information which is more than just distance and direction information. 

 

1.2 Objective 

To use sound to describe spatial information including direction, distance, boundary 

and speed info for avoidance and navigation task. 

 

1.3 Scope and limitation 

 1.3.1 Scenario 

• Scene with still obstacles 

• Scene with moving obstacles 

• Scene with still and moving obstacles 

 1.3.2 Obstacle 

• Still obstacle 

• Moving obstacle 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3 

 

 

 

 

 

 

 1.3.3 Input 

• Scenario dataset including position, boundary and speed of the all 

objects in front space of users 

• The obstacle distance should be no more than 4 meters. 

 1.3.4 Output 

• Stereo sound 

 1.3.5 Output Device 

• Bone Conduction Headphone 

 

1.4 Contribution 

 Develops and designs multiple obstacle sound representation more clearly from 

spatial information for navigation and avoidance. Thus, multiple obstacle sound with 

various information describing was developed to improve the existing works. 
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1.5 Research Plan 

 1.5.1 Preparation 

 We first studied previous works about transformation from spatial information 

to audio and characteristic information for navigation and avoidance. Then, we 

considered the advantage and limitation of each work. 

 1.5.2 Investigation 

 We carried out the sandbox testing by designing different kinds of audio to 

represent the spatial information and tested with the users. Then, we investigated the 

best performance of each audio that represents each spatial information. 

 1.5.3 Implementation 

 We followed this step by the methodology in chapter 3. The processes started 

with the input simulator development. Then, we developed sound reproduction parts. 

Lastly, sound rendering process (Merge and play) was proceeded. 

 1.5.4 Analysis and summary 

 We did the experiments with the participants and analyzed the results. The 

experiments were divided into 2 parts including baseline testing and proposed method 

testing. 

 

1.6 Conference 

 Publication Title: 

  Obstacle Avoidance Feedback System for the Blind using Stereo Sound 

 Conference Proceedings: 

The 11th International Convention on Rehabilitation Engineering and Assistive 

Technology (i-Create 2017) 
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Chapter 2 

Literature Review 

 There are many researchers tried to investigate the different ways to convert 

visual information to audio. Politis, D., et al. [6] presented the transforming mechanism 

between music and colours. The 2D image was pixelized and segmented and then the 

music was composed by transforming each colour pixel element into note. 

 In 2015, Python released a tool called Pyc2Sound [7]. This tool can convert the 

drawing line into sound. The drawing line was mapped onto x-y correlation where x-

axis represents time and y-axis represents frequency. Then, the drawing line was 

tracked and segmented into pieces of the edge which were sorted by time domain. 

Finally, the sound was synthesised from each edge and connected to each other 

sequentially. 

 The two researches as above-mentioned 

only give monotone feedback with the two-

dimensional input. Zwinderman, M., et al. 

introduced the navigation system by 

transforming the spatial information of the 

target location to 3D-audio [8]. Balancing the 

signal intensity between the left and the right 

headphone give an indication about direction. 

The further sound position is, the lower the 

sound volume. The maximum volume in the left 

channel of headphone occurs when the angular 

distance compared with the head position is 90 degree and the minimum volume in the 

left channel of headphone exists when the angular distance is 270 degrees (Figure 1). 

Luca, Bruno and Thomas also support about the decreasing volume [9]. The research 

Figure 1. Headphone sound 

balancing 
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advised that sound source’s intensity will fall by 6 dB every double distance. However, 

it is not clear what is the best model for distance-dependent intensity scaling. 

 The next study, the researchers investigated the way to represent echo sound 

from ultrasonic [10]. The echo signal was processed, and the system produced the wave 

form that described the object characteristics including distance, type (solid / not solid), 

and location. The result shows that the object and position were the only significant 

factors while the interaction between object-position and distance-position were also 

significant. 

 There is the different way to describe spatial information. Bower, C., et al. 

designed auditory feedback of the environment colours using orchestra [11]. The 

colours were represented by various instruments, different pitch, and chorus roles. 

Stereo sound was used to define the object location by convolving the colour sound 

with head-related impulse response (HRIR) which varies in azimuth, elevation, and 

distance [12]. HRIR is an approach to simulate the sound like what human ear hear. 

The stereo sound lets the user realise where the object source location is. The 

researchers produced spatial sound with the use of the HRIR measurements belonging 

to the CIPIC database (Figure 2) [13].  For the first experiment, the participants were 

blindfolded, and they were asked to pair sock pairs by listening to the instrument sound. 

The result showed that the participants could match coloured socks with high accuracy. 

The researchers had done another experiment by asking participants to listen the 

instrument sound and follow the red serpentine painted on the ground. They compared 

their approach with previous works which represented feedback sound using only depth 

data. Their feature map with spatial information allows for a better object detection. 
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 The converting obstacle information to audio methods are widely used for blind 

navigation. Dunai, L., et al. presented a prototype for being used as a travel aid for the 

blind [14]. The system turned obstacle information from camera into audio information. 

The obstacle distance was inversely proportional to frequency. The lowest frequency 

represented the furthest location. The obstacle direction was transfer to stereo sound 

using HRIR. Thus, the blind users could know the obstacle position around them by 

listening to the sound synthesis. Moreover, the system also provided the pitch changing 

process that blind users could notice how quick the obstacle is. The last review is still 

in the blind navigation field. The researchers developed the sound feedback using a 

polar grid representation [15]. This approach is the most appropriate representation for 

obstacle avoidance in robotics (Figure 3) [16]. 

 

 

Figure 2. Location of CIPIC data points (a) front (b) side. 
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Figure 3. Polar grid. 

 

 The system segmented the area in front of the user into the polar grid (Figure 

4). Each small piece of grid describes the different sound (Table 1). The distance and 

direction information were used to process the sound. In the same way as other studies, 

the direction was represented by stereo sound using HRIR. If the obstacle detected by 

the system drops into which piece of grid, the sound represented by that grid channel 

will be noticed to the user. For the experiment, the participants were asked to hold the 

camera and walk along the path. Then, they had to detect the obstacle location by 

listening to synthetic sound. The result showed that the participants got the high 

accuracy when the system warned them the obstacle location. 
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Figure 4. Redesigned polar grid. 

 

Table 1. Configuration of acoustic warnings corresponding to the deployment in Figure 4. 

 

 The most popular information which were used for audio synthesis are direction 

and distance information. However, the researches as above-mentioned provided only 

some spatial information. There are other compositions we should concern including 

obstacle speed and obstacle boundary. These compositions should be integrated to 

audio information to provide more comprehensible information. 
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Chapter 3 

Methodology 

3.1 System Overview 

 We first created a simulator which provide the spatial information of the 

obstacle using Unity3D. The system was created using MATLAB to synthesis the 

spatial sound. Unity3D is responsible for passing each obstacle information including 

position (direction and distance), boundary and speed to the system. Then, the system 

starts with sound selection process, boundary generation process and speed synthesis 

process in sequence. Finally, the spatial sound is generated and return the sound through 

user’s headphone. 

 

 

Figure 5. System overview flowchart 
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3.2 Procedure 

 3.2.1 Input simulator 

 We first created a simulator which provide the spatial information of the 

obstacle using Unity3D (Figure 6). The direction, distance, boundary and speed data of 

each obstacle seen by the character in the simulator are calculated and passed to the 

system in real-time. Figure 6 (left) shows the overall map simulation and Figure 6 

(right) shows in the view of character. 

 3.2.2 Audio preparation 

 Before starting the system, the system would prepare the basic set of the spatial 

audio combinations including 5 different directional sounds and 2 different distance 

sounds.  

 The Middle C (C4) note (261.6 Hz) was used to be the original sound for 

preparation. The directional sound was divide into 5 directions including left (-75° to -

45°), middle-left (-45° to -15°), front (-15° to 15°), middle-right (15° to 45°) and right 

(45° to 75°). Each directional sound also had different frequency. The furthest 

directional sound (left and right) was original sound. The system shifted the original 

sound frequency up 1 key (Middle D (D4) 293.6 Hz) for the middle-left and middle-

right sound. And the original sound frequency was shifted up 2 keys (Middle E (E4) 

329.6 Hz) to be the front sound. Then, HRIR belonging to the CIPIC database was 

implemented to the original sound to generate each directional sound. 

Figure 6. (left) Overall map, (right) view of character. 
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 The system fixed the set of directional sound as above-mentioned for the 

obstacles which the distance was less than 1.5 meters. The system also prepared the 

second set of directional sound for those obstacles which has the distance between 1.5 

meters to 3 meters. Every sound frequency in the second set was shifted down 1 octave. 

In addition, there is the third set of directional sound for the obstacle which has the 

distance more than 3 meters. Every sound frequency in the third set was shifted down 

from the original sound 2 octaves. The spatial audio polar grid overview chart is showed 

in figure 7. 

Figure 7. The spatial audio polar grid overview. 

 

 3.2.3 Sound selection 

 When the simulator started, the spatial information data of each obstacle would 

be sent to the system. Then, the system had to select which was the proper sound to 

play. With the distance and direction data, the system selected the sound by checking 

which spatial audio in polar grid match to the obstacle location. The selected sound 

would be transferred to the next process. 
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 3.2.4 Adding boundary feature 

 The boundary is an angular distance between 

obstacle left and right edge in the view of character. We 

defined the obstacle which its boundary was less than the 

width of an average adult (0.5 m) [17] as a short boundary 

obstacle. These short boundary obstacles had the 

boundary angle less than 30 degrees when they were 

located 0.76 meters away from the character (Figure 8). 

The boundary is described by sound duration. Normally, 

the sound which the system selected from the previous 

process was about 0.1 seconds. For those obstacles which 

had boundary angle less than or equal to 30 degrees, the 

sound duration still was the same as the previous process. If the obstacle boundary angle 

was more than 30 degrees, this process would extend the sound duration by 0.1 seconds 

every 30 degrees.  

 3.2.5 Speed synthesis 

 There are 3 types of the obstacle speed including idle, slow and fast. The idle 

speed obstacle was defined as the obstacle which stays still. The slow speed obstacle 

was defined as the non-hazardous obstacle such as walking people (average 1.4m/s) 

[18]. The fast speed obstacle was defined as the obstacle which has risk to damage the 

character such as bike (average 4.3 m/s) [19] or car (16 m/s) [20]. The sound processed 

by system from boundary sound generation process would be made the repetition 

followed by the obstacle speed. Table 2 shows the relationship between sound and 

speed of the obstacle. The idle speed sound repeats nothing. The slow speed sound 

repeats once. The fast speed sound repeats twice. 

 

 

 

Figure 8. Short boundary 

obstacle. 
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Obstacle speed Repetition 

Idle speed (0 m/s) 1 times every 0.3s 

Slow speed (0-4 m/s) 3 times every 0.2s 

Fast speed (> 4 m/s) 5 times every 0.1s 

 

Table 2. The relationship between sound and speed of the obstacle. 

 

 3.2.6 Merge and play 

 After the system had generated each obstacle sound in the scene, the final 

process was to play all sounds to the user. When the system received obstacle data from 

the simulator, the system played the sound immediately after finishing the sound 

synthesis process. The system played each sound continuously because sound produced 

continuously is better than using discontinuous sound [21]. Moreover, the system 

would take shorter time to return the sound to the user when using the continuous sound. 
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Chapter 4 

Evaluation 

4.1 Simulation maps and tasks 

 The main elements in each simulation map consisted of character, obstacles and 

destination.  The participants were asked to listen to the spatial sound of the obstacles 

and control the character from starting point to the destination by avoiding all obstacles 

on the way.  

 Each simulation map provided 2 types of spatial sound. For the first round, the 

simulator described the obstacles by baseline sound [14] which was provided only the 

nearest obstacle sound with single audio feedback (1 beep per period). For the second 

round, the simulator described the obstacles by our proposed method. They could rest 

before testing in the next round. 

 The system also provided footstep sound effect to let the participants know how 

far they move the character. The footstep sound effect had different styles depending 

on what the character stands on. We classified the maps into 3 types including standing 

obstacle scenario, moving obstacle scenario and mixed obstacle scenario. 

 4.1.1 Scene with still obstacles 

 The scene with still obstacles was set as the forest scene (Figure 9). There are 

10 obstacles located in this map. These obstacles consisted of 3 small obstacles (less 

than 30 degrees of angular distance), 4 medium obstacles (30 to 60 degrees of angular 

distance) and 3 large obstacles (more than 90 degrees of angular distance). Every 

obstacle speed was fixed as idle speed. 
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Figure 9. Standing obstacle scenario 
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 4.1.2 Scene with moving obstacles 

 The scene with moving obstacles was set as the city scene (Figure 10). There 

were 10 obstacles located in this map. These obstacles consisted of 3 small obstacles 

(less than 30 degrees of angular distance), 4 medium obstacles (30 to 60 degrees of 

angular distance) and 3 large obstacles (more than 90 degrees of angular distance). The 

obstacles had different speed. The small obstacles were represented by children walking 

with slow speed. The medium obstacles were represented by adult people walking with 

slow speed. The large obstacles were represented by cars moving with fast speed. 

 

Figure 10. Moving obstacle scenario 
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4.1.3 Scene with still and moving obstacles 

 The scene with still and moving obstacles was set as the city scene (Figure 11). 

There are 15 obstacles located in this map. These obstacles consisted of 4 small 

obstacles with idle speed represented by trees, 6 medium obstacles with idle speed 

represented by trees and benches, 3 small obstacles walking with slow speed 

represented by children and 2 obstacles moving with fast speed represented by cars. 

 

 

Figure 11. Mixed obstacle scenario 
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4.2 Tools 

 4.2.1 Bone conduction headphone 

 A bone conduction headphone is used to be the output device for listening the 

spatial sound. It allows the users to hear sound through the vibration on the bones of 

their face (jaw bones and cheek bone). The sound waves are passed through the outer 

and middle ear, where the eardrum is located, and directly stimulates the inner ear 

(hearing organ) [22]. The gain from using a bone conduction headphone is it does not 

plug user’s auditory canal. The users can listen to the sound by a bone conduction 

headphone and environment sound at the same time without feeling stifle in their ear 

(Figure 12). 

Figure 12. Bone conduction headphone 
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4.2.2 Gamepad 

 The users can control the character in simulator via wireless gamepad (Figure 

13). The left stick is used to control the character direction and the right stick is used to 

move forward or backward. 

Figure 13. Wireless gamepad F710 – Logitech 

 

4.3 Experimental procedure  

 Before the experiments, we explained the meaning of the relative pitch 

difference, sound direction, duration and repetition to 30 participants (23 males and 7 

females). Then, each participant was allowed time for practice with practice map 

(Figure 14). Each participant had enough practice ran with eyes open for perceiving 

each spatial audio information. 
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 Then, the participants were asked to conduct the experiments following 3 

above-mentioned simulation maps. They were also asked to wear blindfold while doing 

the tasks.  

 

Figure 14. Practice map 
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4.4 Experimental condition 

 The number of collisions were counted when the character collided the obstacles 

which can be seen by him. In case of the obstacles collided the character side or back, 

the number of collisions weren’t counted. Figure 15 shows the experimental condition 

when the character collides the obstacles. 

 

 

Figure 15. Experimental condition 
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4.5 Results 

 The evaluations were classified into 3 parts including size, speed and overall. 

The distance evaluation and direction evaluation were included in the overall part. 

 4.4.2 Boundary 

 We found that the avoidance rate classified by boundary size using proposed 

method was almost similar to the avoidance rate classified by size using baseline sound. 

 

 

Baseline 

Size 

Scene with still 
obstacles 

Scene with moving 
obstacles 

Scene with still and 
moving obstacles 

Average 
(%) 

Obstacle 
number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

S 3 94.44 3 88.89 5 92.67 92.12 

M 4 93.33 4 79.17 6 97.78 91.19 

L 3 91.11 3 84.44 4 92.50 89.35 

 

Table 3. Avoidance rate classified by obstacle boundary size using baseline sound 

 

Proposed method 

Size 

Scene with still 
obstacles 

Scene with moving 
obstacles 

Scene with still and 
moving obstacles 

Average 
(%) 

Obstacle 
number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

S 3 77.78 3 93.33 5 94.00 89.39 

M 4 91.67 4 82.17 6 93.89 90.48 

L 3 93.33 3 78.89 4 99.17 90.46 

 

Table 4. Avoidance rate classified by obstacle boundary size using proposed method sound 
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4.4.3 Speed 

 We found that the avoidance rate classified by speed using proposed method 

sound was higher than the avoidance rate classified by speed using baseline sound 

especially the slow speed. In the other hand, for the idle speed, the avoidance rate using 

proposed method sound was lower than the avoidance rate using baseline sound. 

 

Table 5. Avoidance rate classified by obstacle speed using baseline sound 

 

Proposed method 

Speed 

Scene with still 
obstacles 

Scene with moving 
obstacles 

Scene with still and 
moving obstacles 

Average 
(%) 

Obstacle 
number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

Idle 10 88.00 - - 10 95.67 91.83 

Slow - - 7 88.10 3 92.22 89.33 

Fast - - 3 78.89 2 98.33 86.67 

 

Table 6. Avoidance rate classified by obstacle speed using proposed method sound 

  

  

  

Baseline 

Speed 

Scene with still 
obstacles 

Scene with moving 
obstacles 

Scene with still and 
moving obstacles 

Average 
(%) Obstacle 

number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

Obstacle 
number 

Avoidance 
rate (%) 

Idle 10 93.00 - - 10 97.00 95.00 

Slow - - 7 83.33 3 90.00 85.33 

Fast - - 3 84.44 2 90.00 86.67 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

25 

 

 

 

 

 

 

 4.4.4 Overall 

 24 of 30 participants took time to complete the scene with still obstacles using 

proposed method sound shorter than using baseline sound as shown in figure 15.  18 of 

30 participants took time to complete the scene with moving obstacles using proposed 

method sound shorter than using baseline sound as shown in figure 16. 23 of 30 

participants took time to complete the scene with still and moving obstacles using 

proposed method sound shorter than using baseline sound as shown in figure 17. 

Figure 15. Average time of 30 participants in scene with still obstacles 

 

Figure 16. Average time of 30 participants in scene with moving obstacles 
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Figure 17. Average time of 30 participants in scene with still and moving obstacles 

 

The participants got a better avoidance rate using proposed method sound in moving 

scenario and mixed scenario. In the other hand, the avoidance rate dropped, when the 

participants tested the experiment in standing scenario. The participants reached the 

goal faster when they avoided the obstacles using the proposed method sound. 

Baseline 

Scene 
Obstacle 
number 

Avoidance rate (%) Average time 

Still obstacles 10 93.00 02:36 

Moving obstacles 10 83.67 01:33 

Still & moving obstacles 15 94.67 02:26 

 

Table 7. Overall avoidance rate using baseline sound 

 

Proposed method 

Scene 
Obstacle 
number 

Avoidance rate (%) Average time 

Standing scene 10 88.00 01:40 

Moving scene 10 85.33 01:37 

Mixed scene 15 95.33 01:57 

 

Table 8. Overall avoidance rate using proposed method sound 
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Chapter 5 

Conclusion 

 The results show that the avoidance rate using proposed method sound is 

slightly lower than the avoidance rate using baseline sound (no boundary 

classification). We asked the participants after finishing the experiment did they pay 

attention to the boundary sound while testing the experiment. Everyone came up with 

“No” answer. They said they only focused on how to walk away from all alert sounds. 

That means the boundary sound doesn’t matter for the participants to avoid the 

obstacles. 

 For speed representation sound, the results show that the avoidance rate is 

increased when the participants used the proposed method sound. There are only results 

from the standing scenario that the avoidance rate using proposed method sound is 

obviously lower than the baseline sound. Some participants said they used to listening 

the baseline sound. Some of them said they used to matching the sound with the car 

collision warning sound. Thus, with their experiences, they assumed that the closer to 

the obstacle, the more ofter the sound repeats. Their assumptions made them 

misunderstood about the proposed method warning sound.  

 In addition, with the same reason as the speed representation results, the overall 

results show the avoidance rate using proposed method sound is lower than the baseline 

sound in standing scenario. Figure 17a shows the 30 participants’ moving path of the 

standing scenario using proposed method sound. The nearest obstacle from the starting 

point was collided frequently. But after the participants more understood how the 

proposed method sound represents, they conducted the 2 scenarios left with the higher 

performance than baseline sound. 
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                  (a)       (b)               (c) 

—  moving path       * collision point 

Figure 18. Participants’ moving path using baseline sound 

 

                     (a)                      (b)               (c) 

—  moving path       * collision point 

Figure 19. Participants’ moving path using proposed method sound 

 

  

All participants control the character to the destination carefully. No one try to force 

collide the obstacles. The figure 16 and 17 show the moving path of the 30 participants 

in every scenario. 
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 Lastly, we asked the participants which sound they prefer and why. 11 of 30 

participants preferred the baseline sound because it is easy to understand. They just only 

walked away from the warning sound and headed to the destination. The 19 participants 

left preferred our proposed method sound because they could more understand the 

scene. Our proposed method sound lets them know which obstacles are moving or are 

there any obstacles located around them.
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APPENDIX 

 Before we started the methodology session, we had carried out the sandbox 

testing by designing different kinds of audio to represent the spatial information and 

tested with the participants. The sandbox testing was divided into 3 parts including 

distance testing, direction testing and speed testing. The aim of sandbox testing is to 

find the appropriate sound representation for navigation and avoidance. There are 7 

participants (6 male and 1 female) participated the testing. 

 

Distance testing 

 We designed 3 styles of the distance sound representation. For the first style, 

we used the representation style of Rodríguez, A., et al. [15]. This representation 

contains 2 audio sounds including near sound with Middle C Note (261.6 Hz) and far 

sound with C2 Note (65.4 Hz). Figure 17 shows the distance sound representation for 

the first style. 

 "Middle C" is designated C4 in scientific pitch notation with a frequency of 

261.7 Hz, because of the note's position as the fourth C key on a standard 88 key piano 

keyboard. 

Figure 20. The first style of distance sound representation. 
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For the second style, we separated the distance into 3 parts. The medium 

distance was added to this style as shown in figure 18. The range was rearranged to near 

sound with Middle C Note (261.6 Hz), medium sound with C3 Note (130.8 Hz) and far 

sound with C2 Note (65.4 Hz). 

Figure 21. The second style of distance sound representation. 

 

 For the third style, we separated the distance into 4 parts (Figure 19). This 

representation contains very close sound with C5 (523.3 Hz), near sound with Middle 

C Note (261.6 Hz), medium sound with C3 Note (130.8 Hz) and far sound with C2 Note 

(65.4 Hz). 

Figure 22. The third style of distance sound representation. 
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 Before testing, we explained the meaning of each style of the distance sound to 

the participants. Then, for the testing session of each style, they were asked to listen to 

the sound randomly and answered what kind of sound they heard. The participants 

could take the rest for 3 minutes before starting the next testing of other styles.  

 The result shows that the accuracy of the second style testing is the highest 

(Table 10). We also asked the participants which style they prefer to use for navigation 

and avoidance. 4 of 7 participants selected the second style. 

 

Style Accuracy (%) Favourite number 

1st 85.71 3 

2nd 88.89 4 

3rd 76.19 0 

 

 

Table 10. The distance sound selection testing. 
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Direction testing 

 We designed 3 styles of the direction sound representation. Each style sound is 

a stereo sound generated by using head-related impulse response (HRIR). For the first 

style, we used the representation style of Rodríguez, A., et al. [15]. This representation 

contains 4 audio sounds including left sound with C4 Note (-60° to -30°), front-left 

sound with D4 Note (-30° to 0°), front-right sound with D4 Note (0° to 30°) and right 

sound with C4 Note (30° to 60°). Figure 20 shows the direction sound representation 

for the first style. 

 

Figure 23. The first style of direction sound representation. 

 

 For the second style, we separated the direction into 5 parts. The front direction 

was added to this style as shown in figure 21. The range was rearranged to left with C4 
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Note (-75° to -45°), font-left with D4 Note (-45° to -15°), front with E4 Note (-15° to 

15°), front-right with D4 Note (15° to 45°) and right with C4 Note (45° to 75°). 

Figure 24. The second style of direction sound representation. 

 

 For the third style, we separated the direction into 6 parts (Figure 22). This 

representation contains left with C4 Note (-60° to -40°), mid-left with D4 Note (-40° to 

-20°), front-left with E4 Note (-20° to 0°), front-right with E4 Note (0° to 20°), mid-right 

with D4 Note (20° to 40°) and right with C4 Note (40° to 60°). 

Figure 25. The third style of direction sound representation. 
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Before testing, with the same process as distance testing, we explained the 

meaning of each style of the direction sound to the participants. Then, for the testing 

session of each style, they were asked to listen to the sound randomly and answered 

what kind of sound they heard. The participants could take the rest for 3 minutes before 

starting the next testing of other styles. 

 The result shows that the accuracy of the second style testing is the highest 

(Table 11). We also asked the participants which style they prefer to use for navigation 

and avoidance. 5 of 7 participants selected the second style. 

 

Style Accuracy (%) Favourite number 

1st 87.50 1 

2nd 88.57 5 

3rd 86.90 1 

 

 

Table 11. The distance sound selection testing. 
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Speed testing 

 We designed 3 styles of the speed sound representation. The sound repetition 

with the same duration was used to represent the speed sound. For the first style, the 

representation contains 2 audio sounds including standing idle speed sound (0 m/s) and 

moving sound (>0 m/s). The number of sound repetitions were 1 and 3 respectively. 

 For the second style, we divided the speed sound representation in to 3 types 

including idle speed sound (0 m/s), slow speed sound (0 - 4 m/s) and fast speed sound 

(>4 m/s). The number of sound repetitions were 1, 3, and 5 respectively. The slow speed 

sound was represented to people walking speed. The fast speed sound was represented 

to the speed that is faster than people walking speed which has a risk of harm for 

navigation. 

 For the third style, we separated the speed into 4 types including idle speed 

sound (0 m/s), slow speed sound (0 - 4 m/s), medium speed sound (4 - 12 m/s) and fast 

speed sound (> 12 m/s). The number of sound repetitions were 1, 3, 5 and 7 respectively. 

The medium speed sound was represented to people running speed or cycling speed. 

The fast speed sound was represented to the speed that is faster than people running or 

cycling such as car. 

 Before testing, we explained the meaning of each style of the speed sound to 

the participants. Then, for the testing session of each style, they were asked to listen to 

the sound randomly and answered what kind of sound they heard. The participants 

could take the rest for 3 minutes before starting the next testing of other styles. 

 The result shows that both accuracy of the second style testing and the third 

style testing are the highest (Table 12). We also asked the participants which style they 

prefer to use for navigation and avoidance. All of participants selected the second style. 
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Style Accuracy (%) Favourite number 

1st 100.00 0 

2nd 100.00 7 

3rd 87.50 0 

 

 

Table 12. The speed sound selection testing. 
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