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Chapter 1  

Introduction 

1.1 Background 

Optimal control problem of nonlinear systems is one of the most attractive 

problem in control theory because of the complexity with the classical control theory 

occurs when the plant we used is nonlinear. As we know, If the plant of the dynamic 

systems is linear, it is possible to find the optimal control by solving the Riccati 

equation. In nonlinear systems, The Hamilton-Jacobi-Bellman (HJB) from [1], [2] 

partial differential equations (PDE) will become more challenge. It is difficult to find 

the closed form of solution or rarely an analytical solution. Many researches proposed 

the method to approximate the HJB solution. Power series approximation [3], State-

Dependent Riccati equation (SDRE) [4], Successive Garlerkin approximation [5], 

approximating sequence of Riccati equation (ASRE) [3]. All of above is based on some 

hypothesis in the dynamic system. From [6] proposed the numerical methods for 

solving the optimal control problem into 3 types. First, dynamical programming 

approach compute the Hessian matrix and satisfy the necessary condition. However, 

the computation increases exponentially with the number of states and control 

variables. Second, indirect method approach solves the necessary condition in the form 

of two-point boundary value problems (TPBV). Finally, the essence of direct method 

is the discretization of the optimal control problem. In this study, we interest to solve 

optimal control problem in nonlinear system with TPBV. SDRE becomes useful when 

we solved TPBV because SDRE can satisfy TPBV by some condition. Almost 

application can be expressed in state-dependent linear like which can be solved by 

SDRE so it is suitable to compare it with indirect method for solving TPBV. You can 

see the example of application by [7], [8], [9]. 

Model predictive control (MPC) approach [10], [11], [9] has received a great 

attention over the past. The main idea of model based predictive is to use open-loop 

optimal control instead of closed-loop optimal control with finite time in the future. 

MPC is a kind of optimal control problem for finding a state feedback law which does 

not only depend on time. Time interval in performance measure of MPC is finite. The 

state feedback law depends on the state. The optimal feedback law the best performance 

as it is possible in the sense that performance measure is minimized. When nonlinear 

MPC (NMPC) is considered, the open-loop optimal control is calculated from the 

current to the finite future time. And the current control input is based on the MPC 

strategy [12], that is, (TPBV) [1], [2] or SDRE [4] need to be solved in on line to finding 

the control input at every sampling time. There are many people try to apply it to 

nonlinear systems and prove that closed-loop is asymptotically stable if terminal state 

is zero [11]. It is well known that the controller from finite optimal control do not 

guaranteed the closed-loop stability. The MPC can be guaranteed by adding some 

condition into finite horizon optimal control problem which can be prove in [9]. 

However, the most of NMPC are based on the knowledge of full state. This mean that 

the NMPC can be applied when you can measure all the state of the systems. In real 

environment, we cannot observe all the states of the system. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2 

To overcome the above problem, we propose to use an observer to observe the 

state of the system. Many researches proposed the observer to use with linear systems 

such as [13] which is solving Sylvester observer equation. In this study, the reduced-

observer can be solved by using Kalman-type observe. The reduced-form need to be 

found and use Kalman gain to be feedback to the reduced-system. The stability of the 

observer need to be concern to ensure the convergence of the reduced-system. 

Observer based NMPC use NMPC with output feedback which is found by 

using observer. Inverted pendulum, inverted pendulum on linear motion cart and 

inverted pendulum on circular motion cart are the example for optimal control problem, 

NMPC, observer and output feedback NMPC.  

This paper proposes you to use observer in feedback control [14], [15], [16] to 

overcome the above problem. The nonlinear systems can be written in form as reduced-

form. 

  

1.2 Objective 

1. To solve the optimal control problem with TPBV. 

2. To estimate all states of the systems by using observer. 

3. To apply output feedback to nonlinear model predictive control with guaranteed 

stability of the closed loop system of NMPC. 

4. To achieve the regulation and reference tracking criteria. 

 

1.3 Scope of research 

1. Simulation and programming development are carried out on MATLAB. 

2. Nonlinear systems can be expressed in affine control input. 

3. Final states are free and the terminal time is fixed. 

4. Control input has constraints from physical limitation. 

5. Nonlinear systems can be observed and controlled. 

6. Measured output is only some of the states. 

 

1.4 Methodology 

1. Review the optimal control theory, nonlinear model predictive control, observer for 

nonlinear systems, output feedback for nonlinear systems with observer. 

2. Develop the optimal control and test with examples and compare the results. 

3. Develop the nonlinear model predictive control and apply to the same examples and 

compare the results between optimal control problem and NMPC.  

4. Develop observer of nonlinear systems and apply to the same examples and compare 

the results. 

5. Apply the output feedback nonlinear model predictive control using observer. 

6. Compare all the results and discussion. 

7. Complete thesis writing. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3 

1.5 Expected outcome 

Most of MPC approximated the process dynamics as linear system and applied 

linear MPC. In real environment, many applications are nonlinear systems. To conserve 

nonlinearity, it is useful to use NMPC. The observer becomes useful when we cannot 

measure all the output because NMPC can be achieved only when we know all the 

states. We expect to design observer to estimate the states and feedback to NMPC, 

Thus, we will be able to control the nonlinear systems. We focus on the regulation and 

reference tracking as the main control objectives. 
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Chapter 2  

Optimal Control for Nonlinear Systems 

In the past, classical control is process that deals with the characteristic of 

system by solving differential equation in a frequency domain. In fact, systems in real 

environment have more complexity than we learned in a classical control. The 

knowledge about classical control is not enough to explain the characteristic of those 

systems. Optimal control become useful to have an effect on those complex systems. 

The objective of optimal control is to find the control input that gives the minimum cost 

function or performance measure and satisfy physical constraints of the systems. 

 

2.1 Problem formulation 

To find the control input which minimize the cost function 

𝑱 = ℎ(𝒙(𝑡𝑓), 𝑡𝑓) + ∫ 𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡)𝑑𝑡
𝑡𝑓

𝑡0

 (1) 

where ℎ is terminal cost scalar function and 𝑔 is scalar function. 𝑡0 and 𝑡𝑓 are initial  

and terminal time, respectively.  

Constraints are 

�̇�(𝑡) = 𝑓(𝒙(𝑡), 𝒖(𝑡), 𝑡) (2) 

𝒙(𝑡) = 𝑥0 (3) 

Initial state and control input for interval time 𝑡 ∈ [𝑡0, 𝑡𝑓] drive the system by two 

parameters. The minimum performance is achieved by some control input. We call it 

as the optimal control. 

 

2.2 The Hamilton-Jacobi-Bellman equation 

Let the optimal control be (𝒖(𝑡)∗) and it depends on the state. 

𝒖∗(𝑡) = 𝒂(𝒙(𝑡), 𝑡) (4) 

We can rewrite the minimum cost function as 

𝐽∗(𝒙(𝑡), 𝑡) = 𝑚𝑖𝑛𝒖(𝑡)𝑡0≤𝑡≤𝑡𝑓
{ℎ(𝒙(𝑡𝑓), 𝑡𝑓) + ∫ 𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡)𝑑𝑡

𝑡𝑓

𝑡0

} (5) 

where    �̇�∗(𝑡) = 𝑓(𝒙∗(𝑡), 𝒖∗(𝑡), 𝑡) 

    𝒙(𝑡) = 𝑥0 

 

Using the principle of optimality and Taylor series to rewrite the new formulation 

0 = 𝑱∗
𝒕
(𝒙(𝑡), 𝑡) + 𝑚𝑖𝑛𝒖(𝑡){𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡) + 𝑱∗

𝒙
𝑇(𝒙(𝑡), 𝑡)[𝑓(𝒙(𝑡), 𝒖(𝑡), 𝑡)]} (6) 

where 𝐽∗
𝑡 ≜

𝜕𝐽∗

𝜕𝑡
, 𝐽∗

𝑥 ≜
𝜕𝐽∗

𝜕𝑥
. Define the Hamiltonian ℋ as 

 

ℋ(𝒙(𝑡), 𝒖(𝑡), 𝑱∗
𝒙, 𝑡) ≜ 𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡) + 𝑱∗

𝒙
𝑇(𝒙(𝑡), 𝑡)[𝑓(𝒙(𝑡), 𝒖(𝑡), 𝑡)] (7) 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5 

It can be shown that 

ℋ(𝒙(𝑡), 𝒖∗(𝒙(𝑡), 𝑱∗
𝒙, 𝑡), 𝑱∗

𝒙, 𝑡) = 𝑚𝑖𝑛𝒖(𝑡)ℋ(𝒙(𝑡), 𝒖(𝑡), 𝑱∗
𝒙, 𝑡) (8) 

The Hamilton-Jacobi-Bellman equation is 

             0 = 𝑱∗
𝒕
(𝒙(𝑡), 𝑡) + ℋ(𝒙(𝑡), 𝑢∗(𝒙(𝑡), 𝑱∗

𝒙, 𝑡), 𝑱∗
𝒙, 𝑡) (9) 

Unfortunately, above equation is based on knowledge of the optimal control input. In 

fact, the solution of the Hamilton-Jacobi-Bellman equation (HJB) is not easy to solve 

but we have many ways to approximate the solution of HJB equation. In the next 

section, we review some of the methods to approximate the HJB solution. 

 

2.3 The variational to optimal control 

The HJB equation is difficult sufficient condition to solve. Fortunately, the 

optimal control can be derived using a necessary condition for optimal control also 

called “Pontryagin’s minimum principle”. 
  

Necessary condition for optimal control 

 

The objective of the optimal control problem is to find the control input which 

makes the system (2) drives the trajectories. The minimum cost function occurs when 

the optimal control is found with the optimal trajectories. 

 

�̇�(𝑡) = 𝑓(𝒙(𝑡), 𝒖(𝑡), 𝑡) 

We can rewrite (1) as 

𝑱 = ℎ(𝒙(𝑡0), 𝑡0) + ∫ [
𝑑ℎ(𝒙(𝑡), 𝑡)

𝑑𝑡
+ 𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡)]𝑑𝑡

𝑡𝑓

𝑡0

 (10) 

In this work, we are interested in a fix terminal condition. Eq. (10) will not change by 

the ℎ(𝒙(𝑡0), 𝑡0) term so we can relax this term and rewrite (10) by using chain rule as 

follows 

𝑱 = ∫ [
𝜕ℎ(𝒙(𝑡), 𝑡)

𝜕𝑡
+ [

𝜕ℎ(𝒙(𝑡), 𝑡)

𝜕𝑥
]

𝑇

�̇�(𝑡) + 𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡)]𝑑𝑡
𝑡𝑓

𝑡0

 (11) 

Applying the Lagrange multiplier to (11) and we define it as 𝐽𝑎 

𝐽𝑎 = ∫ {𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡) + [
𝜕ℎ

𝜕𝑥
(𝑥(𝑡), 𝑡)]

𝑇

�̇�(𝑡) +
𝜕ℎ

𝜕𝑡
(𝑥(𝑡),  𝑡)

𝑡𝑓

𝑡0

+ 𝑝𝑇(𝑡)[𝑓(𝒙(𝑡), 𝒖(𝑡), 𝑡) − �̇�(𝑡)]} 𝑑𝑡 

(12) 

where 𝑝(𝑡) is the Lagrange multiplier. Sometimes we call it as “co-state of systems”. 

For easy understanding, define  

 

𝑔𝑎(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡) = 𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡) + 

[
𝜕ℎ

𝜕𝑥
(𝑥(𝑡), 𝑡)]

𝑇

�̇�(𝑡) +
𝜕ℎ

𝜕𝑡
(𝑥(𝑡),  𝑡) + 𝑝𝑇(𝑡)[𝑓(𝒙(𝑡), 𝒖(𝑡), 𝑡) − �̇�(𝑡)] 

(12) can be written as  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6 

𝐽𝑎 = ∫ {𝑔𝑎(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)}𝑑𝑡
𝑡𝑓

𝑡0

 (13) 

From the calculus of variations, we can apply it with the chain rule and write it as the 

variation of 𝐽𝑎. While 𝛿𝑥𝑓 , 𝛿𝑡𝑓 , 𝛿𝑥(𝑡), 𝛿𝑢(𝑡), 𝛿𝑝(𝑡) are the variation of terminal state, 

terminal time, state, input, Lagrange multiplier, respectively. 

 

The variation of 𝐽𝑎 is 

𝛿𝐽𝑎(𝑢∗) = 0 = [
𝜕𝑔𝑎

𝜕�̇�
(𝒙∗(𝑡𝑓), 𝒙∗̇(𝑡𝑓), 𝒖∗(𝑡𝑓), 𝒑∗(𝑡𝑓), 𝑡𝑓)]

𝑇

𝛿𝑥𝑓 

+ [𝑔𝑎(𝒙∗(𝑡𝑓), 𝒙∗̇(𝑡𝑓), 𝒖∗(𝑡𝑓), 𝒑∗(𝑡𝑓), 𝑡𝑓)

− [
𝜕𝑔𝑎

𝜕�̇�
(𝒙∗(𝑡𝑓), 𝒙∗̇(𝑡𝑓), 𝒖∗(𝑡𝑓), 𝒑∗(𝑡𝑓), 𝑡𝑓)]

𝑇

𝒙∗̇(𝑡𝑓) ]

𝑇

𝛿𝑡𝑓 

 + ∫ {[[
𝜕𝑔𝑎(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕𝑥
]

𝑇𝑡𝑓

𝑡0

−
𝜕

𝜕𝑡
[
𝜕𝑔𝑎(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕�̇�
]

𝑇

]

𝑇

𝛿𝑥(𝑡)

+ [
𝜕𝑔𝑎(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕𝑢
]

𝑇

𝛿𝑢(𝑡)

+ [
𝜕𝑔𝑎(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕𝑝
]

𝑇

𝛿𝑝(𝑡)} 𝑑𝑡 

(14) 

The inside integral term must be zero if it is an extremal. An outside integral term will 

be considered as boundary conditions. In this study, we specify that 𝑡𝑓 is fixed. Finally, 

we get these necessary conditions. Compare the HJB equation with these conditions 

you will see that you can consider 𝑱∗
𝒙 in (7) as the Lagrange multiplier 𝑝(𝑡) in (12) 

�̇�∗(𝑡) =
𝝏ℋ

𝝏𝒑
= 𝒇(𝒙∗(𝑡), 𝒖∗(𝑡), 𝑡) (15) 

�̇�∗(𝑡) = −
𝝏ℋ

𝝏𝒙
= − [

𝝏𝒇

𝝏𝒙
(𝒙∗(𝑡), 𝒖∗(𝑡), 𝑡)]

𝑇

𝒑∗(𝑡) −
𝝏𝒈

𝝏𝒙
(𝒙∗(𝑡), 𝒖∗(𝑡), 𝑡) (16) 

0 =
𝝏ℋ

𝝏𝒖
= [

𝝏𝒇

𝝏𝒖
(𝒙∗(𝑡), 𝒖∗(𝑡), 𝑡)]

𝑇

𝒑∗(𝑡) +
𝝏𝒈

𝝏𝒖
(𝒙∗(𝑡), 𝒖∗(𝑡), 𝑡) (17) 

𝒙∗(𝑡0) = 𝒙0 (18) 

𝒑∗(𝑡𝑓) =
𝝏𝒉

𝝏𝒙
(𝒙∗(𝑡𝑓)) (19) 

where 𝒖∗(𝑡) is optimal control input which makes optimal trajectories 𝒙∗(𝑡) and 

optimal Lagrange multipliers 𝒑∗(𝑡).  

The next section, we will present techniques to approximate the solution which 

satisfy all of these necessary conditions (15)-(19). In this work, we introduce two 

iterative techniques for finding the optimal control input and one approach which is not 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7 

involve to iterative method. These two iterative techniques use the concept of an open 

loop optimal control. 

 
2.4 Two-point boundary-value problems 

If optimal control problem is linear systems with quadratic cost function, it is not 

difficult to find the optimal control by solving the Riccati equation. When systems are 

nonlinear system, we have to solve the HJB equation which is generally impossible to 

find the closed form of the HJB solution. The variational approach gives us a means to 

solve nonlinear two-point-boundary-value (TPBV) problem. 

Assume that control input and final state are free and terminal time is fixed.  

�̇�(𝒊)(𝑡) =
𝝏ℋ

𝝏𝒑
= 𝒇(𝒙(𝒊)(𝑡), 𝒖(𝒊)(𝑡), 𝑡) (20) 

�̇�(𝑖)(𝑡) = −
𝝏ℋ

𝝏𝒙

= − [
𝝏𝒇

𝝏𝒙
(𝒙(𝒊)(𝑡), 𝒖(𝒊)(𝑡), 𝑡) ]

𝑇

𝒑(𝑖)(𝑡)

−
𝝏𝒈

𝝏𝒙
(𝒙(𝒊)(𝑡), 𝒖(𝑖)(𝑡), 𝑡) 

(21) 

0 =
𝝏ℋ

𝝏𝒖
= [

𝝏𝒇

𝝏𝒖
(𝒙(𝑖)(𝑡), 𝒖(𝒊)(𝑡), 𝑡) ]

𝑇

𝒑(𝒊)(𝑡) +
𝝏𝒈

𝝏𝒖
(𝒙(𝒊)(𝑡), 𝒖(𝑖)(𝑡), 𝑡) (22) 

𝒙(𝒊)(𝑡0) = 𝒙0 (23) 

𝒑(𝒊)(𝑡𝑓) =
𝝏𝒉

𝝏𝒙
(𝒙(𝒊)(𝑡𝑓)) (24) 

The main principle uses the following idea. 

 

“The idea is starting from an initial guess is used to obtain the solution which is not 

satisfied all of the necessary conditions. Then adjust the next control input to make the 

solution come closer to all of the necessary conditions. We will stop updating the 

control input until all of the necessary conditions are satisfied.” 

 

2.4.1 The steepest descent method 

 

This method is developed by using knowledge of optimization of function by using 

steepest descent. Let f be a function of 𝑦1, 𝑦2 which are independent. A necessary 

condition is 

𝜕𝑓(𝑦1
∗, 𝑦2

∗) = [
𝜕𝑓

𝜕𝑦1

(𝑦1
∗, 𝑦2

∗)] ∆𝑦1 + [
𝜕𝑓

𝜕𝑦2

(𝑦1
∗, 𝑦2

∗)] ∆𝑦2 = 0 

≜
𝜕𝑓

𝜕𝑦
(𝑦∗)𝑇∆𝑦 = 0 

(25) 

This implies that 
𝜕𝑓

𝜕𝑦
(𝑦∗) = 0 for any ∆𝑦 ≠ 0. Let 𝑧(𝑦(𝑖)) be the unit vector in the 

gradient direction at the point 𝑦(𝑖).  

∆𝑦 = 𝑦(𝑖+1) − 𝑦(𝑖) 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

8 

However, we can proceed to the next iteration in the opposite direction 𝑧(𝑦(𝑖))  with 

some value, give the variable 𝜏 is that meaning. Thus, 

∆𝑦 = 𝑦(𝑖+1) − 𝑦(𝑖) = −𝜏𝑧(𝑦(𝑖)) (26) 

From (25), (26), it can be shown that 

𝜕𝑓(𝑦(𝑖)) = −𝜏
𝜕𝑓

𝜕𝑦
(𝑦∗)𝑇𝑧(𝑦(𝑖)) 

Because 𝑧(𝑦(𝑖)) is the unit vector in the gradient direction. As a result, we have 

𝜕𝑓(𝑦(𝑖)) ≤ 0 

Figure 2-1 shows the procedure of the steepest descent method. It starts from the 

starting point and go through the deepest path in the opposite gradient direction 

repetitively until the criterion is satisfied. 

 
Figure 2-1 Steepest descent behavior 

 

Next, we will apply this knowledge to the optimization of functional by using steepest 

descent. From the necessary conditions (20)-(24) 

 

�̇�(𝒊)(𝑡) =
𝝏ℋ

𝝏𝒑
= 𝒇(𝒙(𝒊)(𝑡), 𝒖(𝒊)(𝑡), 𝑡) (20) 

�̇�(𝑖)(𝑡) = −
𝝏ℋ

𝝏𝒙

= − [
𝝏𝒇

𝝏𝒙
(𝒙(𝒊)(𝑡), 𝒖(𝒊)(𝑡), 𝑡)]

𝑇

𝒑(𝑖)(𝑡)

−
𝝏𝒈

𝝏𝒙
(𝒙(𝒊)(𝑡), 𝒖(𝑖)(𝑡), 𝑡) 

 

(21) 

0 =
𝝏ℋ

𝝏𝒖
= [

𝝏𝒇

𝝏𝒖
(𝒙(𝑖)(𝑡), 𝒖(𝒊)(𝑡), 𝑡)]

𝑇

𝒑(𝒊)(𝑡) +
𝝏𝒈

𝝏𝒖
(𝒙(𝒊)(𝑡), 𝒖(𝑖)(𝑡), 𝑡) (22) 

𝒙(𝒊)(𝑡0) = 𝒙0 (23) 

𝒑(𝒊)(𝑡𝑓) =
𝝏𝒉

𝝏𝒙
(𝒙(𝒊)(𝑡𝑓)) (24) 

First, let discuss about the variation of 𝐽𝑎 in (14). Consider the control input. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

9 

To find the control input which satisfies all of the necessary conditions is impossible. 

However, we can adjust some condition to make the solution comes closer to satisfy 

the necessary condition. Suppose (22) is not satisfied so the variation of 𝐽𝑎 is 

𝛿𝐽𝑎 = ∫ {[
𝜕ℋ(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕𝑢
]

𝑇

𝛿𝑢(𝑡)} 𝑑𝑡
𝑡𝑓

𝑡0

 (27) 

Let 

𝛿𝑢(𝑡) = 𝒖(𝒊+𝟏)(𝑡) − 𝒖(𝒊)(𝑡) = −𝜏
𝜕ℋ(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕𝑢
 (28) 

Thus, 

𝛿𝐽𝑎 = −𝜏 ∫ {[
𝜕ℋ(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕𝑢
]

𝑇
𝜕ℋ(𝒙(𝑡), �̇�(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡)

𝜕𝑢
} 𝑑𝑡

𝑡𝑓

𝑡0

≤ 0 

 

The equality will be hold if and only if (22) is satisfied. 

 

The steepest descent algorithm 

 

1. Select the discrete approximation of the control input. 

𝒖(𝒊)(𝑡) = 𝒖(𝒊)(𝑡𝑘),   𝑡 ∈ [𝑡0, 𝑡𝑓] 𝑘 = 0,1, … , 𝑁 − 1 (29) 

2. Using input (29) to integrate the state equation (20) from 𝑡0 to 𝑡𝑓 with initial 

condition (23). 

3. Calculate 𝒑(𝒊)(𝑡𝑓) in (24) and let it be terminal condition for integration 

backward from 𝑡𝑓 to 𝑡0 of co-state equation. 

4. Calculate equation (22) and let it be stopping criterion.  

If stopping criterion is satisfied, then that control will be the optimal control. 

If stopping criterion is not satisfied, then update new control by 

𝒖(𝒊+𝟏)(𝑡𝑘) = 𝒖(𝒊)(𝑡𝑘) − 𝜏
𝝏ℋ

𝝏𝒖

(𝒊)
(𝑡𝑘),   𝑘 = 0,1, … , 𝑁 − 1 (30) 

 

 2.5 State dependent Riccati equation 

Consider nonlinear affine control systems 

�̇�(𝑡) = 𝑓(𝑥) + 𝑔(𝑥)𝑢(𝑡) (40) 

The nonlinear systems can be expressed in state dependent linear like form as 

�̇�(𝑡) = 𝐴(𝑥)𝑥(𝑡) + 𝐵(𝑥)𝑢(𝑡) (41) 

where 𝑓(𝑥) = 𝐴(𝑥)𝑥(𝑡), 𝑔(𝑥) = 𝐵(𝑥). The objective is to minimize the performance 

measure (1) subject to (40) or (41) with initial condition (3). 
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SDRE which satisfies the necessary condition (15)-(19) can be proved by assume that 

co-state of the system is state dependent linear like in 𝑥(𝑡) 

𝑝(𝑡) = 𝑃(𝑥)𝑥(𝑡) (42) 

Consider with the nonlinear discrete-time system 

𝑥𝑘+1 = 𝑓𝑑(𝑥𝑘, 𝑢𝑘 , 𝑡𝑘) (43) 

𝑥𝑘+1 = 𝐴(𝑥𝑘)𝑥𝑘 + 𝐵(𝑥𝑘)𝑢𝑘 (44) 

the control feedback law as  

𝑢𝑘 = −𝑘(𝑥𝑘)𝑥𝑘 = −𝑅−1𝐵(𝑥𝑘)𝑃(𝑥𝑘) (45) 

where 𝑃(𝑥) is the positive definite matrix and is the solution of state dependent 

differential Riccati equation (SDDRE) in discrete-time. 

𝐴(𝑥𝑘)𝑇(𝑃(𝑥𝑘) − 𝑃(𝑥𝑘)𝐵(𝑥𝑘)(𝑅 + 𝐵(𝑥𝑘)𝑃(𝑥𝑘)𝐵(𝑥𝑘)−1)−1𝐵(𝑥𝑘)𝑇𝑃(𝑥𝑘)) 

𝐴(𝑥𝑘) − 𝑃(𝑥𝑘) + 𝑄 = 0 
(46) 

As you can see above, control feedback law of SDRE is similar to optimal 

control when we consider linear system with quadratic cost function. Only 

matrix in SDRE depends on state at each sampling time. 

 

 

 

2.6 Numerical examples  

Inverted pendulum 

 

 
Figure 2-2 Inverted pendulum 

 

The state equations of inverted pendulum are described by 

 

�̇�1(𝑡) = 𝑥2(𝑡) 

�̇�2(𝑡) =
𝑚𝑔𝑙 sin 𝑥1(𝑡) − 𝑚𝑙2𝑥2

2(𝑡) sin 𝑥1(𝑡) cos 𝑥1(𝑡) − (𝑙 cos 𝑥1(𝑡))𝑢(𝑡)

𝐽 + 𝑚𝑙2(sin 𝑥1(𝑡))2
 

where 𝑥1(𝑡) is angular position and 𝑥2(𝑡) is angular velocity. 
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Figure 2-3 and 2-4 compare the results between the steepest descent method and 

SDRE where initial control signal is zero and sin wave for the steepest descent 

method. 

 

 
Figure 2-3 Optimal control, angular position and velocity with zero input guess for steepest 

descent and SDRE 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

12 

 
Figure 2-4 Optimal control, angular position and velocity with sin input guess for steepest 

descent and SDRE 
The cost function with steepest descent is 1.5239 × 10−4 when guess input is zero and 

is 0.0021 when guess input is sin wave while cost function with SDRE is 

6.1298 × 10−4. 

 

Table 2-1 Comparison of three methods for solving nonlinear optimal control 

problem. 

 Steepest descent The variation of 

extremals 

SDRE 

Cost function 1.5239 × 10−4 1.2492 × 10−4 6.1298 × 10−4 

Initial guess 𝑢(𝑡) 𝑡 ∈ [𝑡0, 𝑡𝑓] 𝑝(0) - 

Advantage It gives minimum cost 

function when initial 

guess is close to optimal 

control 

Once converge, 

it is fast. 

It has closed form 

solution. 

Disadvantage Convergence is slow 

when it converges 

May diverge for 

poor guess 

The systems must 

be expressed in 

state dependent 

linear like form. 

 

 

 

Conclusion 

 

If the initial co-state is far from the optimal condition, then it takes more time 

to converge to the optimal solution. In the case we guess initial co-state close to the 
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optimal solution, it takes a few iterations to find the optimal control the process. This 

method is based on free final state like the steepest descent method. Notice that steepest 

descent approach can minimize the cost function lower than that of SDRE. In this case, 

we have a good initial control input. If the time horizon is longer or we lack a good 

control input, SDRE is the better method to solve the optimal control problem. SDRE 

still has the limitation on the form of the dynamic system must be expressed as state 

dependent linear like form. 
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Chapter 3  

Nonlinear Model Predictive Control 

3.1 Problem formulation 

 
Figure 3-1 Structure of MPC [17] 

 

Since NMPC is designed to discrete-time system, we shall discretize the systems by the 

discretization method [10]. 

 

𝑥(𝑡𝑘+1) = 𝑓(𝑥(𝑡𝑘), 𝑢(𝑡𝑘), 𝑡𝑘) = 𝑓𝑑(𝑥(𝑡𝑘)) + 𝐵𝑑𝑢(𝑡𝑘) 

𝑓𝑑(𝑥(𝑡𝑘)) = 𝑥(𝑡𝑘) + 𝑇𝑠𝑓𝑐(𝑥(𝑡𝑘)) 

𝐵𝑑 = 𝑇𝑠𝐵𝑐 
where 𝑇𝑠 is the sampling time. 𝑥𝑖,𝑘 is state 𝑥 in element 𝑖th at time index 𝑘. 

Let the cost function be defined as 

𝐽𝐷 = 𝑇𝑠 (∑(𝑥(𝑡𝑘)𝑇𝑄𝑥(𝑡𝑘) + 𝑢(𝑡𝑘)𝑇𝑅𝑢(𝑡𝑘))

𝑁−1

𝑘=0

+ 𝑥(𝑡𝑁)𝑇𝑄𝑥(𝑡𝑁)) 

where 𝑄 and 𝑅 are weighting matrices of state and control input. We discretize 

nonlinear system (1) using a fourth order Runge Kutta method and subdividing the 

interval time [𝑡0, 𝑡𝑓]  subinterval Ninto . Let 𝑇𝑠 be a sampling time and 𝑡𝑘 be the kth 

sample, 𝑡𝑘 = 𝑡0 + 𝑘𝑇𝑠.   

𝑥(𝑡𝑘+1) = 𝑓𝑑(𝑥(𝑡𝑘), 𝑢(𝑡𝑘)) = 𝑥(𝑡𝑘) +
𝑇𝑠

6
(𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) (47) 

where  𝑘1 = 𝑓(𝑥(𝑡𝑘), 𝑢(𝑡𝑘), 𝑡𝑘) 

 𝑘2 = 𝑓 (𝑥(𝑡𝑘) +
𝑇𝑠

2
𝑘1, 𝑢(𝑡𝑘), 𝑡𝑘 +

𝑇𝑠

2
) 

𝑘3 = 𝑓 (𝑥(𝑡𝑘) +
𝑇𝑠

2
𝑘2, 𝑢(𝑡𝑘), 𝑡𝑘 +

𝑇𝑠

2
) 
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𝑘4 = 𝑓(𝑥(𝑡𝑘) + 𝑇𝑠𝑘3, 𝑢(𝑡𝑘), 𝑡𝑘 + 𝑇𝑠) 

 

so the objective of NMPC is to minimize the performance measure as follows 

 

 𝑇𝑠 ∑ (𝑔 (𝑥(𝑡𝑘+𝑖|𝑘), 𝑢(𝑡𝑘+𝑖|𝑘)) + ℎ (𝑥(𝑡𝑘+𝑁|𝑘), 𝑢(𝑡𝑘+𝑁|𝑘)))

𝑁−1

𝑖=0

 

= 𝑇𝑠 (∑ (𝑥(𝑡𝑘+𝑖|𝑘)
𝑇

𝑄𝑥(𝑡𝑘+𝑖|𝑘) + 𝑢(𝑡𝑘+𝑖|𝑘)
𝑇

𝑅𝑢(𝑡𝑘+𝑖|𝑘))

𝑁−1

𝑖=0

+ 𝑥(𝑡𝑘+𝑁|𝑘)
𝑇

𝑄𝑥(𝑡𝑘+𝑁|𝑘)) 

(48) 

with dynamical constraint 

𝑥(𝑡𝑘+𝑖+1|𝑘) = 𝑓𝑑 (𝑥(𝑡𝑘+𝑖+1|𝑘), 𝑢(𝑡𝑘+𝑖+1|𝑘)) 

   𝑥(𝑡𝑘|𝑘) =  𝑥(𝑡𝑘) 

 

The above problem is called regulation problem. The performance measure is quadratic 

with state and control input. We can track state of the system to reference signal by 

using the performance measure which is quadratic function of error between state and 

reference signal and control input. The objective is to minimize the performance 

measure 

 

𝐽 =   𝑇𝑠 ∑ (𝑔 (𝑥𝑒(𝑡𝑘+𝑖|𝑘), 𝑢(𝑡𝑘+𝑖|𝑘)) + ℎ (𝑥𝑒(𝑡𝑘+𝑁|𝑘), 𝑢(𝑡𝑘+𝑁|𝑘)))

𝑁−1

𝑖=0

 

= 𝑇𝑠 (∑ (𝑥𝑒(𝑡𝑘+𝑖|𝑘)
𝑇

𝑄𝑥𝑒(𝑡𝑘+𝑖|𝑘) + 𝑢(𝑡𝑘+𝑖|𝑘)
𝑇

𝑅𝑢(𝑡𝑘+𝑖|𝑘))

𝑁−1

𝑖=0

+ 𝑥𝑒(𝑡𝑘+𝑁|𝑘)
𝑇

𝑄𝑥𝑒(𝑡𝑘+𝑁|𝑘)) 

(49) 

subject to   𝑥 (𝑡𝑘+𝑖+1|𝑘) = 𝑓𝑑 (𝑥 (𝑡𝑘+𝑖|𝑘) , 𝑢 (𝑡𝑘+𝑖|𝑘)) 

𝑥(𝑡𝑘|𝑘) =  𝑥(𝑡𝑘) 
(50) 

where 𝑥𝑒(𝑡𝑘+𝑖|𝑘) = 𝑥(𝑡𝑘+𝑖|𝑘) − 𝑟(𝑡𝑘+𝑖), 𝑟(𝑡) is reference signal. 

In chapter 2, the algorithm to solving the optimal control for regulation problem is 

described. In this chapter, solving the NMPC problem is similar to the regulation. The 

different are Hamiltonian in (7) and necessary conditions (15)-(19). The control 

feedback law in SDRE algorithm is 𝑢(𝑡𝑘) = −𝑅−1𝐵(𝑥𝑘)(𝑃(𝑥𝑘) − 𝑟(𝑡𝑘)) 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

16 

 

3.2 NMPC algorithm 

 

Figure 3-2 Process of MPC [17] 

 

Figure 3-2 shows the concept of MPC that is 

1. Obtain the present state of plant 𝑥(𝑡𝑖) 

2. Determine the open-loop optimal control problem by solving optimization with the 

cost function (48) for regulation problem (49) for the tracking problem 

  �̂�(𝑡𝑘) = 𝑢∗(𝑡0 + 𝑘𝑇𝑠)  
where 𝑇𝑠 is sampling time.  

3. Apply only the first control input �̅�(𝑡) = �̂�(𝑡𝑖) on interval [𝑡𝑖, 𝑡𝑖 + 𝑇𝑠]  to the plant. 

4. Repeat from Step 1 to 3 for the next sampling 𝑡𝑖+1. 

As the MPC concept, we see that MPC is a kind of optimal control problem. In 

nonlinear model predictive control, an open-loop optimal control law from the current 

time to the future time is calculated. The optimal control law can be achieved by solving 

the nonlinear optimal control problem at every sampling time. 

 

3.3 Stability analysis 

It is well known that the controller from NMPC with finite horizon is not 

guaranteed to be stable [18]. The stability can be achieved by adding terminal state term 

to cost function. The following part shows the stability analysis when we add terminal 

state term to cost function  

𝐽 = ℎ(𝑥(𝑡𝑓), 𝑡𝑓) + ∫ 𝑔(𝑥(𝑡), 𝑢(𝑡), 𝑡)𝑑𝑡
𝑡𝑓

𝑡0

  

where ℎ(0) = 0 and ℎ(𝒙(𝑡), 𝑡) ≥ 0 for all 𝒙(𝑡), 𝑡 ≠ 0 

 

Stability theorem [9] suggests that the NMPC is asymptotically stable if the terminal 

state exists such that the following condition satisfied 

ℎ̇(𝑥(𝑡𝑓), 𝑡𝑓) + 𝑔(𝑥(𝑡), 𝑢(𝑡), 𝑡) ≤ 0 (51) 

Define 𝑉∗(𝑥∗(𝑡), 𝑡) as the cost function of open-loop optimal control problem. 
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Proof: Define 𝑉(𝑥(𝑡), 𝑡) as the cost function of NMPC. 𝑉(𝑥(𝑡), 𝑡) is nonincreasing 

function. For time period 𝜏 ∈ [𝑡0, 𝑇𝑠) 

𝑉(𝑥(𝑡0), 𝜏) = 𝑉∗(𝑥∗(𝑡0), 𝜏) 

                      = 𝑉∗(𝑥∗(𝑡0), 𝜏) − ∫ 𝑔(𝑥∗(𝑠), 𝑢∗(𝑠), 𝑠)𝑑𝑠
𝜏

𝑡0

 

= 𝑉(𝑥(𝑡0), 𝜏) − ∫ 𝑔(𝑥(𝑠), 𝑢(𝑠), 𝑠)𝑑𝑠
𝜏

𝑡0

≤ 𝑉(𝑥(𝑡0), 𝜏) 

(52) 

For time period 𝑡0 + 𝑇𝑠 

𝑉∗(𝑥(𝑡0 + 𝑇𝑠), 𝑡0 + 𝑇𝑠) ≥ 𝑉∗(𝑥∗(𝑡0 + 𝑇𝑠), 𝑡0 + 𝑇𝑠) (53) 

we know that  

𝑉(𝑥(𝑡0 + 𝑇𝑠), 𝑡0 + 𝑇𝑠) = 𝑉∗(𝑥∗(𝑡0 + 𝑇𝑠), 𝑡0 + 𝑇𝑠) (54) 

𝑉∗(𝑥(𝑡0 + 𝑇𝑠), 𝑡0 + 𝑇𝑠) − 𝑉(𝑥(𝑡0), 𝑡0)

= ℎ(𝑥(𝑡0 + 𝑇𝑠 + 𝑡𝑓), 𝑡0 + 𝑇𝑠 + 𝑡𝑓) − ℎ(𝑥∗(𝑡0 + 𝑡𝑓), 𝑡0 + 𝑡𝑓)

+ ∫ 𝑔(𝑥(𝑠), 𝑢(𝑠), 𝑠)𝑑𝑠
𝑡0+𝑇𝑠+𝑡𝑓

𝑡0+𝑇𝑠

− ∫ 𝑔(𝑥∗(𝑠), 𝑢∗(𝑠), 𝑠)𝑑𝑠
𝑡0+𝑇𝑠

𝑡0

 

(55) 

Integrating (51), we have 

ℎ(𝑥(𝑡0 + 𝑇𝑠 + 𝑡𝑓), 𝑡0 + 𝑇𝑠 + 𝑡𝑓) −  ℎ(𝑥(𝑡0 + 𝑡𝑓), 𝑡0 + 𝑡𝑓)

+ ∫ 𝑔(𝑥(𝑠), 𝑢(𝑠), 𝑠)𝑑𝑠
𝑡0+𝑇𝑠+𝑡𝑓

𝑡0+𝑇𝑠

≤ 
(56) 

From (53), (54), (55), (56), we have 

𝑉(𝑥(𝑡0 + 𝑇𝑠), 𝑡0 + 𝑇𝑠) − 𝑉(𝑥(𝑡0), 𝑡0) ≤ − ∫ 𝑔(𝑥(𝑠), 𝑢(𝑠), 𝑠)𝑑𝑠
𝑡0+𝑇𝑠

𝑡0

 (57) 

Let 𝑡0 = 0, 𝑇𝑠 = 𝑡  

𝑉(𝑥(𝑡 ), 𝑡 ) − 𝑉(𝑥(0), 0) ≤ − ∫ 𝑔(𝑥(𝑠), 𝑢(𝑠), 𝑠)𝑑𝑠
𝑡

0

 (58) 

Now 𝑉(𝑥(𝑡 ), 𝑡 ) is nonincreasing function so stability theorem is satisfied. 

 

 

3.4 Numerical examples 

Design of state feedback NMPC for inverted pendulum 

The objective is to minimize the performance measure (48) and to control angular 

position and velocity to converge to zero. Let parameters be chosen as  

𝑄 = 100 × 𝐼2 , 𝑅 = 10, 𝑡𝑓 = 0.8, 𝑇𝑠 = 0.01, 𝑥0 = [0.08 0]𝑇. 

Figure 3-3 shows responses of the system converge to zero. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

18 

 
Figure 3-3 Control input, angular position and velocity of inverted pendulum for 

regulation problem 

 

NMPC can stabilize pendulum at the vertically upright position. Notice that 

angular position starts at 0.08 rad. To stabilizing pendulum, control input forces the 

system with positive value at the bottom of pendulum. Angular velocity should be 

negative value because of control input force. Negative value of angular velocity drives 

pendulum back into origin. As soon as angular position becomes negative, control input 

forces in the opposite direction to keep pendulum into vertically upright position. 

 

Design of state feedback NMPC to inverted pendulum for tracking problem 

 

We assume that all states of system are measurable. The objective is to minimize 

the performance measure (49) and track sinusoid signal. As shown in the figure 3-4, 

responses of the system can track sinusoid signal. NMPC can track sinusoid signal. 

Notice that angular position starts at 0.08 rad. To control pendulum, control input forces 

the system with positive value at the bottom of pendulum. Angular velocity should be 

negative value because of control input force. Negative value of angular velocity drives 

pendulum back into origin. Then control input becomes negative to drive pendulum to 

go through 0.2 rad. As soon as angular position can track sinusoid signal, amplitude of 

control input decreases. Trajectory of control input is still sinusoid like angular position. 

Control input overlaps with angular position. 

Next, we change to reference input to square wave signal. As shown in figure 

3-5, responses of the system can track square wave signal. Notice that angular position 

starts at 0.08 rad. To control pendulum, control input forces the system with negative 

value at the bottom of pendulum.  
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Figure 3-4 Control, angular position and velocity of inverted pendulum for tracking 

sinusoid signal 

 

 
Figure 3-5 Control, angular position and velocity of inverted pendulum for tracking 

square wave signal 
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Angular velocity should be positive value because of control input force. Positive value 

of angular velocity drives pendulum to go through 0.2 rad. As soon as angular position 

can track sinusoid signal, amplitude of control input decreases. Control input forces 

close to zero for short time and change value to positive value suddenly to drive 

pendulum into -0.2 rad. 

On regulation problem, state feedback NMPC is applied to inverted pendulum. 

It takes a long-time horizon than the optimal control to make the response converge to 

zero. On tracking problem, NMPC can control the angular position of inverted 

pendulum to track the reference signal. Notice that the angular position moves all the 

time so the angular velocity must move all the time too for tracking sinusoid signal. On 

the other hand, tracking square wave has a short time for constant value at 0.2 and -0.2 

so the angular position tracks the value for short time. The angular velocity will be close 

to zero at that time before changing the direction. 

 
Inverted pendulum on linear motion cart 

 

 
Figure 3-6 Inverted pendulum on linear motion cart 

 

The state observation of the single inverted pendulum on cart is described as 

�̇�1(𝑡) = 𝑥3(𝑡) 

�̇�2(𝑡) =
𝑔 sin 𝑥1(𝑡)

𝑙
 

−𝑚𝑙 sin 𝑥1(𝑡) cos 𝑥1(𝑡)𝑥3
2(𝑡) + 𝑚𝑔(𝑡) sin 𝑥1(𝑡) cos 𝑥1(𝑡) − 𝑚𝑙2 cos 𝑥1(𝑡) 𝑢(𝑡)

𝑙(𝑀 + 𝑚 (sin 𝑥1(𝑡))2)
 

�̇�3(𝑡) = 𝑥4(𝑡) 

�̇�4(𝑡) =
𝑚𝑙 sin 𝑥1(𝑡) 𝑥3

2(𝑡) − 𝑚𝑔 sin 𝑥1(𝑡) cos 𝑥1(𝑡) + 𝑢(𝑡)

(𝑀 + 𝑚 (sin 𝑥1(𝑡))2)
 

where 𝑥1(𝑡), 𝑥2(𝑡), 𝑥3(𝑡), 𝑥4(𝑡) are angular position, angular velocity, cart position 

and cart velocity, respectively. The cart moves only on the horizon plane. 
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Table 3-1 Paramete values of inverted pendulum on linear motion cart 

Parameters Symbol Value Unit 

Mass of pendulum 𝑚 0.23 𝑘𝑔 

Mass of cart 𝑀 0.6096 𝑘𝑔 

Length of pendulum 𝑙 0.94 𝑚 

Gravity force 𝑔 9.81 𝑚/𝑠2 

 

 

Design of state feedback NMPC for inverted pendulum on linear motion cart 

 
Figure 3-7 Cart, angular position and cart, angular velocity of inverted pendulum on 

linear motion cart for regulation problem 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100, and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.08 0 0.2 0.02]𝑇. The objective is to minimize the performance 

measure (48) and to control all responses converge to zero. As the figure 3-7 shown, 

responses of the system converge to zero.  

NMPC can stabilize pendulum into vertically upright position while cart moves 

in horizon axes. Notice that angular position starts at 0.08 rad. To stabilizing pendulum, 

control input forces cart to moves in positive position. When cart moves, it has force at 

the bottom of pendulum. Angular velocity should be negative value because of control 

input force. Negative value of angular velocity drives pendulum back into origin. As 

soon as angular position close to zero, control input forces   cart to move in the opposite 

direction to keep pendulum into vertically upright position. Figure 3-8 shows control 

input which drives cart move to stabilize pendulum into vertically upright position and 

figure 3-9 shows phase plane trajectories between angular position and cart position. 
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Figure 3-8 Control input of inverted pendulum on linear motion cart for regulation 

problem. 

 

Figure 3-9 Phase plane trajectories of inverted pendulum on linear motion cart for 

regulation problem 
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Control input and phase plane of angular position and cart position are shown 

by figures 3-8, 3-9. Initial point is [0.08 0.2]𝑇, then control input at each time moves 

cart while stabilizing pendulum in vertically upright position is continue. When 

response close to zero, control input close to zero. 
 
Design of state feedback NMPC for inverted pendulum on linear motion cart for 

tracking problem 

We assume that we can measure all states of system. The objective is to drive cart 

position track reference signal. 

 
Figure 3-10 Control, angular position and velocity of inverted pendulum on linear 

motion cart for tracking sinusoid signal 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100 and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.08 0 0.2 0.02]𝑇. The objective is to minimize the performance 

measure (49) and track sinusoid. As the figure 3-10 shown, responses of the system can 

track sin wave signal. 

NMPC can stabilize pendulum into vertically upright position while cart moves 

in horizon axes. Notice that angular position starts at 0.08 rad. To stabilizing pendulum, 

control input forces cart to moves in positive position. When cart moves, it has force at 

the bottom of pendulum. Angular velocity should be negative value because of control 

input force. Negative value of angular velocity drives pendulum back into origin. As 

soon as angular position close to zero, control input forces   cart to track sinusoid signal 

while moving cart still keep pendulum into vertically upright position. Figure 3-11 

shows control input which drives cart move to stabilize pendulum into vertically upright 

position and figure 3-12 shows phase plane trajectories between angular position and 

cart position. 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

24 

 
Figure 3-11 Control input of inverted pendulum on linear motion cart for tracking 

sinusoid signal 

 
Figure 3-12 Phase plane trajectories of inverted pendulum on linear motion cart for 

tracking sinusoid signal 
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Control input and phase plane of angular position and cart position are shown 

in figure 3-13. Initial point is [0.08 0.2]𝑇, then control input at each time moves cart 

in sinusoid trajectories while stabilizing pendulum in vertically upright position is 

continue. Only earliest stage is different because initial point of cart position is far from 

reference signal. Control input in earliest stage drives cart moves to track reference 

signal. As soon as cart can track to reference signal, control input value decreases in 

order to drive cart slowly while stabilize pendulum in vertically upright position. 
 

 
Figure 3-13 Control, angular position and velocity of inverted pendulum on linear 

motion cart for tracking square wave signal 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100 and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.08 0 0.2 0.02]𝑇. The objective is to minimize the performance 

measure (49) and track square wave signal. As shown in figure 3-16, responses of the 

system can track square wave signal. 

NMPC can stabilize pendulum into vertically upright position while cart moves 

in horizon axes. Notice that angular position starts at 0.08 rad. To stabilizing pendulum, 

control input forces cart to moves in positive position. When cart moves, it has force at 

the bottom of pendulum. Angular velocity should be negative value because of control 

input force. Negative value of angular velocity drives pendulum back into origin. As 

soon as angular position close to zero, control input forces cart to track square wave 

signal while moving cart still keep pendulum into vertically upright position. Figure 3-

14 shows control input which drives cart move to stabilize pendulum into vertically 

upright position and figure 3-15 shows phase plane trajectories between angular 

position and cart position. 
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Figure 3-14 Control input of inverted pendulum on linear motion cart for tracking 

square wave signal 

 
Figure 3-15 Phase plane trajectories of inverted pendulum on linear motion cart for 

tracking square wave signal 
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Control input and phase plane of angular position and cart position are shown 

by figure 3-15. Initial point is [0.08 0.2]𝑇, then control input at each time moves cart 

in square trajectories while stabilizing pendulum in vertically upright position is 

continue. Control input drives cart moves to track square wave signal. Notice that cart 

always moves over amplitude value of square wave because cart has to stabilize 

pendulum in vertically upright position. When cart moves in opposition direction, force 

of gravity has effect on pendulum. To stabilize pendulum, cart moves over amplitude 

value to compensate gravity force. 
On regulation problem, NMPC can be applied with the single inverted 

pendulum on linear motion cart. As shown in figure 3-8, initial position starts at initial 

point and move to the zero point by applying control input. 

On tracking problem, NMPC can control the cart position of inverted pendulum 

on linear motion cart to track the reference signal. Notice that the cart position moves 

all the time so the cart velocity must move all the time too for tracking sin wave signal. 

The angular position and velocity still close to zero because the objective of problem is 

to minimize the cost function (49) which means that we want 𝑥𝑒 converge to zero. On 

the other hand, tracking square wave has a short time for constant value at 0.2 and -0.2 

so the cart position tracks the value for short time. The cart velocity will be close to 

zero at that time before changing the direction. When the direction is changed, the force 

will make the angular position and velocity move opposite direction as they before. 

You can see that the angular position has trajectory similar to opposite direction to the 

car velocity. 

 

 

Design of state feedback NMPC for inverted pendulum on circular motion cart 

 
Figure 3-16 Inverted pendulum on circular motion cart 

 

The state observation of the inverted pendulum on circular cart 

�̇�1(𝑡) = 𝑥3(𝑡) 

�̇�2(𝑡) =
𝑇𝑜𝑝 − 𝐵𝑒𝑥2(𝑡) − 𝑚𝐿𝑟 sin 𝑥3(𝑡)𝑥4(𝑡) +

3
4 𝑚𝑔𝑟 sin 𝑥3(𝑡) cos 𝑥3(𝑡)

(𝐽𝑒 + 𝑚𝑟2 −
3
4 𝑚𝑟2(cos 𝑥3(𝑡))2)

 

�̇�3(𝑡) = 𝑥4(𝑡) 
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�̇�4(𝑡)

=

3𝑟 cos 𝑥3(𝑡)
𝜏(𝑡) − 𝐵𝑒𝑥2(𝑡) − 𝑚𝐿𝑟 sin 𝑥3(𝑡)𝑥4(𝑡) +

3
4 𝑚𝑔𝑟 sin 𝑥3(𝑡) cos 𝑥3(𝑡)

(𝐽𝑒 + 𝑚𝑟2 −
3
4 𝑚𝑟2(cos 𝑥3(𝑡))2)

4𝐿

+
+3𝑔 sin 𝑥3(𝑡)

4𝐿
 

𝜏(𝑡) =
휂𝑚휂𝑔𝐾𝑡𝐾𝑔 (𝑢(𝑡) − 𝐾𝑔𝐾𝑚𝑥1(𝑡))

𝑅𝑚
 

where 𝑥1(𝑡), 𝑥2(𝑡), 𝑥3(𝑡), 𝑥4(𝑡) are cart position, cart velocity, angular position and 

angular velocity, respectively. Cart moves only on the circle plane. 

 

Table 3-2 Parameter values of inverted pendulum on circular motion cart 

Parameters Symbol Value Unit 

Equivalent inertia 𝐽𝑒 0.0023 Kgm2 

Mass of pendulum 𝑚 0.15 Kg 

Length of pendulum 𝐿 0.3 M 

Length of cart 𝑟 0.2 M 

Equivalent viscous friction 𝛽𝑒 0.004 rad

s
 

Motor efficiency due to 

rotational loss 
휂𝑚 0.87 - 

Gearbox efficiency 휂𝑔 0.85 - 

Motor torque constant 𝐾𝑡 0.00767 Nm

A
 

Gearbox ratio 𝐾𝑔 3.7 - 

Motor voltage constant 𝐾𝑚 0.00767 Nm

A
 

Motor armature resistance 𝑅𝑚 2.6 Ohm 

Gravity force 𝑔 9.8 m

s2
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Design of state feedback NMPC for the single inverted pendulum on circular 

motion cart 

 
Figure 3-17 Cart, angular position and cart, angular velocity of inverted pendulum 

on circular motion cart for regulation problem 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100 and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.2 0.02 0.08 0]𝑇. The objective is to minimize the performance 

measure (48) and to control all the response to converge to zero. As the figure 3-17 

shown, responses of the system converge to zero. 

NMPC can stabilize pendulum into vertically upright position while cart moves 

in circle track. Notice that angular position starts at 0.08 rad. To stabilizing pendulum, 

control input forces cart to moves in negative position. When cart moves, it has force 

at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position close to zero, control input forces cart to move in 

the opposite direction to keep pendulum into vertically upright position. Figure 3-18 

shows control input which drives cart move to stabilize pendulum into vertically upright 

position and figure 3-19 shows phase plane trajectories between angular position and 

cart position. 
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Figure 3-18 Control input of inverted pendulum on circular motion cart for 

regulation problem 

 
Figure 3-19 Phase plane trajectories of inverted pendulum on circular motion cart for 

regulation problem 
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Control input and phase plane of angular position and cart position are shown 

by figure 3-18, 3-19. Initial point is [0.08 0.2]𝑇, then control input at each time moves 

cart while stabilizing pendulum in vertically upright position is continue. When 

response close to zero, control input close to zero. 

 

Design of state feedback NMPC for inverted pendulum on circular motion cart 

for tracking problem 

We assume that we can measure all states of system. The objective is to drive cart 

position track the reference signal. 

 

 
Figure 3-20 Control, angular position and velocity of inverted pendulum on circular 

motion cart for tracking sinusoid signal 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100 and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.2 0.02 0.08 0]𝑇. The objective is to minimize the performance 

measure (48) and track sinusoid signal. As the figure 3-20 shown, responses of the 

system can track sinusoid signal. 

NMPC can stabilize pendulum into vertically upright position while cart moves 

in circle track. Notice that angular position starts at 0.08 rad. To stabilizing pendulum, 

control input forces cart to moves in negative position. When cart moves, it has force 

at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position close to zero, control input forces cart to track 

sinusoid signal while moving cart still keep pendulum into vertically upright position. 

Figure 3-21 shows control input which drives cart move to stabilize pendulum into 

vertically upright position and figure 3-22 shows phase plane trajectories between 

angular position and cart position. 
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Figure 3-21 Control input of inverted pendulum on circular motion cart for tracking 

sinusoid signal 

 
Figure 3-22 Phase plane trajectories of inverted pendulum on circular motion cart for 

tracking sinusoid signal 
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Control input and phase plane of angular position and cart position are shown 

by figure 3-22, 3-23. Initial point is [0.08 0.2]𝑇, then control input at each time moves 

cart in sinusoid trajectories while stabilizing pendulum in vertically upright position is 

continue. As soon as cart can track to sinusoid signal, control input value decreases in 

order to drive cart slowly while stabilize pendulum in vertically upright position. 

 
Figure 3-23 Control, angular position and velocity of inverted pendulum on circular 

motion cart for tracking square wave signal 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100 and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.2 0.02 0.08 0]𝑇. The objective is to minimize the performance 

measure (48) and track square wave signal. As the figure 3-23 shown, responses of the 

system can track square wave signal. 

NMPC can stabilize pendulum into vertically upright position while cart moves 

in circle track. Notice that angular position starts at 0.08 rad. To stabilizing pendulum, 

control input forces cart to moves in negative position. When cart moves, it has force 

at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position close to zero, control input forces   cart to track 

square wave signal while moving cart still keep pendulum into vertically upright 

position. Figure 3-24 shows control input which drives cart move to stabilize pendulum 

into vertically upright position and figure 3-25 shows phase plane trajectories between 

angular position and cart position. 
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Figure 3-24 Control input of inverted pendulum on circular motion cart for tracking 

square wave signal 

 
Figure 3-25 Phase plane trajectories of inverted pendulum on circular motion cart for 

tracking square wave signal 
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Control input and phase plane of angular position and cart position are shown 

by figure 3-25, 3-26. Initial point is [0.08 0.2]𝑇, then control input at each time moves 

cart in sinusoid trajectory while stabilizing pendulum in vertically upright position is 

continue. When cart moves in opposition direction, force of gravity has effect on 

pendulum. To stabilize pendulum, cart moves over amplitude value to compensate 

gravity force. As soon as cart can track to square wave signal, control input value 

decreases in order to drive cart slowly while stabilize pendulum in vertically upright 

position. 
On regulation problem, NMPC can be applied with inverted pendulum on 

circular motion cart. As figure 3-9, 3-19 shown, the initial position starts at initial point 

and move to the zero point by applying control input. 

On tracking problem, NMPC can control cart position of inverted pendulum on 

linear motion, circular motion cart to track reference signal. Notice that cart position 

moves all the time so cart velocity must move all the time for tracking sinusoid signal. 

Angular position and velocity still close to zero because the objective of problem is to 

minimize the cost function (49) which means that we want 𝑥𝑒 converge to zero. On the 

other hand, tracking square wave has a short time for constant value at 0.2 and -0.2 so 

cart position tracks the value for short time. Cart velocity will be close to zero at that 

time before changing the direction. When the direction is changed, the force will make 

angular position and velocity move opposite direction as they before. You can see that 

angular position has trajectory similar to direction to car velocity. 
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Chapter 4  

Output Feedback  NMPC  

 
Figure 4-1 State estimation with NMPC 

 

In Chapter 3 shows the process of state feedback NMPC to control the systems. State 

feedback for NMPC problem is based on the measurement of all states. Unfortunately, 

we cannot measure all the states of the systems in real environment. Thus, observer 

come to play an important role to overcome this problem. 
Consider nonlinear systems (2) with the output 

𝑥𝑘+1 = 𝑓𝑑(𝑥𝑘, 𝑢𝑘) 

𝑦𝑘 = 𝐶𝑥𝑘 
(59) 

To simplify the notation, we use 𝑥𝑘 to represent 𝑥(𝑡𝑘). 

 

Many observers were proposed for nonlinear systems such as high gain observer [32]. 

High gain parameters have to be carefully designed to protect peak phenomenon. Peak 

phenomenon can cause the observed state outside the region of attraction. Extended 

Kalman filter (EKF) was proposed as an observer which first order approximation from 

nonlinear systems at each sampling time. It is suitable to use EKF with NMPC because 

NMPC is real-time optimization. 

 

4.1 State observer of nonlinear systems 

In this thesis, we consider observer. 

𝑧𝑘 = 𝐿𝑥𝑘 (60) 

where 𝑧𝑘 ∈ ℝ𝑛−𝑝 is the reduced state vector and 𝐿 ∈ ℝ(𝑛−𝑝)×𝑛 is a matrix which 

makes (
𝐿
𝐶

) invertible. Reduced-form of observer can be expressed as 
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(
𝑧𝑘

𝑦𝑘
) = (

𝐿
𝐶

) 𝑥𝑘 (61) 

Thus, 

(
𝑧𝑘+1

𝑦𝑘+1
) = (

𝐿
𝐶

) 𝑥𝑘+1 = (
𝐿
𝐶

) (𝑓𝑑(𝑥𝑘, 𝑢𝑘)) (62) 

(
�̂�𝑘+1

�̂�𝑘+1
) = (

𝑔(�̂�𝑘, 𝑢𝑘, 𝑦𝑘)

ℎ(�̂�𝑘, 𝑢𝑘, 𝑦𝑘)
) (63) 

Kalman observer can be divided into 2 parts. 

 

1.Measurement update 

�̂�𝑘+1 = �̂�𝑘+1|𝑘 + 𝐾𝑘+1𝑒𝑘+1 (64) 

𝐾𝑘+1 = 𝐹𝑘𝑃𝑘+1|𝑘𝐻𝑘+1
𝑇(𝐻𝑘+1𝑃𝑘+1|𝑘𝐻𝑘+1

𝑇 + 𝑣𝑘+1)
−1

 (65) 

𝑃𝑘+1 = (𝐹𝑘 − 𝐾𝑘+1𝐻𝑘+1)𝑃𝑘+1|𝑘 (66) 

2.Time update 

�̂�𝑘+1|𝑘 = 𝑔(�̂�𝑘, 𝑢𝑘 , 𝑦𝑘) (67) 

𝑃𝑘+1|𝑘 = 𝐹𝑘𝑃𝑘𝐹𝑘
𝑇 + 𝑤𝑘 (68) 

where 𝑒𝑘+1 = 𝑦𝑘+1 − ℎ(�̂�𝑘, 𝑢𝑘 , 𝑦𝑘), 𝐹𝑘 =
𝜕𝑔(𝑧𝑘,𝑢𝑘,𝑦𝑘)

𝜕𝑧𝑘
|

𝑧𝑘=�̂�𝑘

, 

 

 𝐻𝑘+1 = 
𝜕ℎ(𝑧𝑘+1,𝑢𝑘+1,𝑦𝑘+1)

𝜕𝑧𝑘
|

𝑧𝑘+1=�̂�𝑘+1|𝑘

, 𝑤𝑘, 𝑣𝑘 is positive definite matrix. 

In Kalman filter of linear systems, 𝑤𝑘, 𝑣𝑘 are covariance matrices of systems and 

measurement noise. However, the EKF which is not optimal estimator for nonlinear 

systems. 𝑤𝑘, 𝑣𝑘 are important for stability of observer. 

 

4.2 Stability analysis of observer 

The Lyapunov approach is employed to achieve stability analysis of EKF. The values 

of 𝑤𝑘, 𝑣𝑘 play important role to the convergence of EKF of nonlinear systems. 
Define �̃�𝑘+1, �̃�𝑘+1|𝑘 as state estimation error and state prediction error, respectively.  

�̃�𝑘+1 = 𝑧𝑘+1 − �̂�𝑘+1 (69) 

�̃�𝑘+1|𝑘 = 𝑧𝑘+1 − �̂�𝑘+1|𝑘 (70) 

The candidate Lyapunov function 𝑉𝑘+1is  

𝑉𝑘+1 = �̃�𝑘+1
𝑇𝑃𝑘+1

−1�̃�𝑘+1 (71) 

Proof: 𝑉𝑘+1 is nonincreasing function. 

𝑉𝑘+1 − 𝑉𝑘 ≤ −𝛿𝑉𝑘 (72) 

The EKF is used by first order approximation. We assume that 
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�̃�𝑘+1|𝑘 = 𝛼𝑘𝐹𝑘�̃�𝑘 (73) 

𝑒𝑘+1 = 𝛽𝑘𝐻𝑘+1�̃�𝑘 (74) 

then, we substitute (64) by (65) and subtract it from 𝑧𝑘+1. We have 
�̃�𝑘+1 = �̃�𝑘+1|𝑘 − 𝐾𝑘+1𝑒𝑘+1 (75) 

�̃�𝑘+1 = 𝛼𝑘𝐹𝑘�̃�𝑘 − 𝐾𝑘+1𝛽𝑘𝐻𝑘+1�̃�𝑘 (76) 

Substituting (75) into (71) 

𝑉𝑘+1 = (𝛼𝑘𝐹𝑘�̃�𝑘 − 𝐾𝑘+1𝛽𝑘𝐻𝑘+1�̃�𝑘)𝑇𝑃𝑘+1
−1(𝛼𝑘𝐹𝑘�̃�𝑘 − 𝐾𝑘+1𝛽𝑘𝐻𝑘+1�̃�𝑘) (77) 

From (71) and (77), we have linear matrix inequality (LMI) 

(𝛼𝑘𝐹𝑘 − 𝐾𝑘+1𝛽𝑘𝐻𝑘+1)𝑇𝑃𝑘+1
−1𝛼𝑘𝐹𝑘 − 𝐾𝑘+1𝛽𝑘𝐻𝑘+1 ≤ (1 − 𝛿)𝑃𝑘

−1 (78) 

If (77) is satisfied, then we can obtain nonincreasing Lyapunov function. 

 

Lemma [16]. Define   

𝜇 = max (|𝛼𝑘|, |𝛽𝑘|) ≤
(1 − 𝛿)𝜎(𝐹𝑘 − 𝐾𝑘+1𝐻𝑘+1)𝑃𝑘𝐹𝑘

𝑇 + 𝑤𝑘

𝜎(𝑃𝑘)(𝜎(((𝐹𝑘 − 𝐾𝑘+1𝐻𝑘+1)𝑃𝑘)))2
 

where 𝜎, 𝜎 are the maximum eigenvalues and minimum eigenvalues, respectively. 

then the LMI (78) is satisfied. 

 

Theorem [16]. If the following statements hold  

1. There exists a finite number 𝑀 ≥ 0 for all 𝑘 ≥ 𝑀, positive real numbers 𝑛1, 𝑛2  

𝑛1𝐼𝑛 ≤ Ο𝑒(𝑘 − 𝑀, 𝑘)𝑇Ρ(𝑘 − 𝑀, 𝑘)Ο𝑒(𝑘 − 𝑀, 𝑘) ≤ 𝑛2𝐼𝑛 

where 

Ο𝑒(𝑘 − 𝑀, 𝑘) = [

𝐻𝑘−𝑀

𝐻𝑘−𝑀+1𝐹𝑘−𝑀

⋮
𝐻𝑘𝐹𝑘−1𝐹𝑘−2 … 𝐹𝑘−𝑀

] , Ρ(𝑘 − 𝑀, 𝑘) = 𝑑𝑖𝑎𝑔(𝑣𝑘−𝑀
−1, . . . , 𝑣𝑘

−1) 

2. 𝐹𝑘, 𝐻𝑘 are bounded matrix. 

3. (78) is satisfied by choosing the proper 𝑤𝑘 

then the local asymptotic convergence is achieved for EkF. 

 

Note that the first statement is observability of linearized nonlinear systems [19]. 
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4.3 Observer based NMPC 

 
Figure 4-2 Observer based NMPC [17] 

 

In chapter 3, we present the state feedback NMPC approach to nonlinear control system. 

This approach is based on the knowledge of states. In previous section, we present EKF 

to estimate the unknow state by using the information of the output. This section 

presents applying EKF to feedback for NMPC. 

 

Problem formulation 

 

The objective is to minimize the cost function (48) or (49) 

 𝐽𝐷 = 𝑇𝑠(∑ (�̂�𝑘+𝑖|𝑘
𝑇𝑄�̂�𝑘+𝑖|𝑘 + 𝑢𝑘+𝑖|𝑘

𝑇𝑅𝑢𝑘+𝑖|𝑘)𝑁−1
𝑖=0 + �̂�𝑘+𝑁|𝑘

𝑇𝑄�̂�𝑘+𝑁|𝑘) (48) 

or 

𝐽𝐷 = 𝑇𝑠 (∑ (�̂�𝑒𝑘+𝑖|𝑘
𝑇𝑄�̂�𝑒𝑘+𝑖|𝑘

+ 𝑢𝑘+𝑖|𝑘
𝑇𝑅𝑢𝑘+𝑖|𝑘)

𝑁−1

𝑖=0

+ �̂�𝑒𝑘+𝑁|𝑘
𝑇𝑄�̂�𝑒𝑘+𝑁|𝑘

) (49) 

subject to  𝑥𝑘+𝑖+1|𝑘 = 𝑓𝑑(𝑥𝑘+𝑖|𝑘, 𝑢𝑘+𝑖|𝑘) 

�̂�0 = 𝑥0 

𝑦𝑘+𝑖|𝑘 = 𝐶𝑥𝑘+𝑖|𝑘 

�̂�𝑘+𝑖|𝑘 = 𝐿𝑥𝑘+𝑖|𝑘 

(79) 

where �̂�𝑒𝑘+𝑖|𝑘
= �̂�𝑘+𝑖|𝑘 − 𝑟𝑘+𝑖, 𝑟𝑘 is reference signal at time instant 𝑘. 

(
�̂�𝑘+1+𝑖|𝑘

�̂�𝑘+1+𝑖|𝑘
) = (

𝑔(�̂�𝑘+𝑖|𝑘, 𝑢𝑘+𝑖|𝑘, 𝑦𝑘+𝑖|𝑘)

ℎ(�̂�𝑘+𝑖|𝑘, 𝑢𝑘+𝑖|𝑘 , 𝑦𝑘+𝑖|𝑘)
) (80) 

�̂�0 = 𝑧0 (81) 

Then use EKF to estimate the state. 
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1. Measurement update 

�̂�𝑘+1 = �̂�𝑘+1|𝑘 + 𝐾𝑘+1𝑒𝑘+1 (64) 

𝐾𝑘+1 = 𝐹𝑘𝑃𝑘+1|𝑘𝐻𝑘+1
𝑇(𝐻𝑘+1𝑃𝑘+1|𝑘𝐻𝑘+1

𝑇 + 𝑣𝑘+1)
−1

 (65) 

𝑃𝑘+1 = (𝐹𝑘 − 𝐾𝑘+1𝐻𝑘+1)𝑃𝑘+1|𝑘 (66) 

2. Time update 

�̂�𝑘+1|𝑘 = 𝑔(�̂�𝑘, 𝑢𝑘 , 𝑦𝑘) (67) 

𝑃𝑘+1|𝑘 = 𝐹𝑘𝑃𝑘𝐹𝑘
𝑇 + 𝑤𝑘 (68) 

where 𝑒𝑘+1 = 𝑦𝑘+1 − ℎ(�̂�𝑘, 𝑢𝑘 , 𝑦𝑘), 𝐹𝑘 =
𝜕𝑔(𝑧𝑘,𝑢𝑘,𝑦𝑘)

𝜕𝑧𝑘
|

𝑧𝑘=�̂�𝑘

, 

 

 𝐻𝑘+1 = 
𝜕ℎ(𝑧𝑘+1,𝑢𝑘+1,𝑦𝑘+1)

𝜕𝑧𝑘
|

𝑧𝑘+1=�̂�𝑘+1|𝑘

, 𝑤𝑘, 𝑣𝑘 is positive definite matrix. 

�̂�𝑘+1 = (
𝐿
𝐶

)
−1

(
�̂�𝑘+1

𝑦𝑘+1
) (82) 

 

4.4 Numerical examples  

First, we design EKF for nonlinear systems with zero input and step input to compare 

behavior of the observer. 

 

Inverted pendulum 

We assume that we can measure angular position. Figure 4-3 shows comparison 

between real output and estimated output from zero input while figure 4.3 is response 

from step input. Figure 4-3, 4-4 have the same parameters which are 𝑡𝑓 = 0.8, 𝑇𝑠 =

0.01, 𝑥0 = [0.08 0]𝑇. 

We introduce to choose parameter 𝑤𝑘, 𝑣𝑘 in terms of error of output �̃�𝑘 as 

𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝, 𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1015, 휀 = 10−3, 휁 = 10−2 

Blue line is real output, red line is estimated output when initial state �̂�0 = 1 and green 

line is estimated output when the initial state �̂�0 = 10. 
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Figure 4-3 Comparison between real output and estimated output of inverted 

pendulum with zero input 

 
Figure 4-4 Comparison between real output and estimated output of inverted 

pendulum with step input 
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Inverted pendulum on linear motion cart 

We assume that we can measure cart and angular position. 

 
Figure 4-5 Comparison between real output and estimated output of inverted 

pendulum on linear motion cart with zero input 

 
Figure 4-6 Comparison between real output and estimated output of inverted 

pendulum on linear motion cart with step input 
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Figure 4-5 shows comparison between real output and estimated output from zero input 

while figure 4.6 is response from step input. Figure 4-5 and 4-6 have the same 

parameters which are 𝑡𝑓 = 7.2, 𝑇𝑠 = 0.01, 𝑥0 = [0.08 0 0.2 0.2]𝑇. 
We choose parameter 𝑤𝑘, 𝑣𝑘 in terms of error of output �̃�𝑘 as 
𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝, 𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘

𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1015, 휀 = 10−3, 휁 = 10−2 

Blue line is real output, red line is estimated output when �̂�0 = [−0.5 −0.5]𝑇 and 

green line is estimated output when �̂�0 = [1 1]𝑇. 

 

Inverted pendulum on circular motion cart 

We assume that we can measure angular position and cart position. 

 
Figure 4-7 Comparison between real output and estimated output of inverted 

pendulum on circular motion cart with zero input 
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Figure 4-8 Comparison between real output and estimated output of inverted 

pendulum on circular motion cart with step input 

 

Figure 4-7 shows comparison between real output and estimated output from zero input 

while figure 4-8 is response from step input. Figure 4-7, 4-8 have the same parameters 

which are 𝑡𝑓 = 7.2, 𝑇𝑠 = 0.01, 𝑥0 = [−0.08 0 0.2 0.2]𝑇. 
We choose the parameter 𝑤𝑘, 𝑣𝑘 in terms of error of output �̃�𝑘 as  

𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝, 𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1015, 휀 = 10−3, 휁 = 10−2 

Blue line is real output, red line is estimated output when �̂�0 = [−0.5 −0.5]𝑇 and 

green line is estimated output when �̂�0 = [1 1]𝑇. 

 

Observer can be applied to inverted pendulum. It can track to real outputs if it 

has measured outputs by using extended Kalman observer. Although initial reduced-

state is far from real points, it still can track real outputs like closed initial reduced-

states. Because measured outputs are the same value, Kalman gain multiply by error 

between measured outputs and estimated outputs. If initial reduced-state is far from real 

points, it makes estimated outputs far from the real points. When Kalman gain multiply 

by errors, it makes reduced-systems closed to real systems. 

 

Comparison between state and output feedback NMPC with inverted pendulum 

 

Let design parameters be chosen as 𝑄 = 100 × 𝐼2 , 𝑅 = 10 and 𝑡𝑓 = 0.8, 𝑇𝑠 =

0.01, 𝑥0 = [0.08 0]𝑇. Measured output is angular position so we want to estimate 

angular velocity to be output feedback in the next step. On the estimation process, let 

initial angular velocity be 10 rad/s and let matrix 𝑤𝑘 and 𝑣𝑘 be expressed in terms of 

error of output as 
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 𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝 , 𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1010, 휀 = 1, 휁 = 10−2. 

The objective is to minimize the performance measure (48) and to control angular 

position and angular velocity to converge to zero. Control input for output feedback 

NMPC is not similar to state feedback NMPC as shown in figure 4-9 because angular 

velocity of the observer is different from the real value. 

 

 
Figure 4-9 Control input, angular position and velocity of inverted pendulum for 

regulation problem 

 

Output feedback NMPC can stabilize pendulum into vertically upright position. 

Angular position starts at 0.08 rad. Control input forces the system with positive value 

at the bottom of pendulum to stabilize pendulum. Angular velocity should be negative 

value because of control input force. Negative value of angular velocity drives 

pendulum back into origin. As soon as angular position becomes negative, control input 

forces in the opposite direction to keep pendulum into vertically upright position. 

Control input for output feedback NMPC has amplitude larger than that of state 

feedback NMPC because angular velocity of observer starts at 10 rad/s. Control input 

of output feedback NMPC forces with larger magnitude than that of state feedback 

NMPC which the angular velocity starts at 0 rad/s. 
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Figure 4-10 Angular position error, trace of matrix 𝑣𝑘 of inverted pendulum for 

regulation problem 

 

Figure 4-10 shows error of angular position and trace value of matrix vk. Error of 

angular position is very small value when we consider 𝑤k in terms of error of angular 

position and covariance error of system. It means 𝑤k, vk converge to 1.  
 
Comparison between state and output feedback NMPC for inverted pendulum 

for tracking problem 

 
Figure 4-11 Control input of inverted pendulum for tracking sinusoid signal 
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Figure 4-12 Angular position and velocity of inverted pendulum for tracking sinusoid 

signal 

 

Let design parameters be chosen as 𝑄 = 100 × 𝐼2 , 𝑅 = 10, and 𝑡𝑓 = 0.8,  𝑇𝑠 =

0.01, 𝑥0 = [0.08 0]𝑇. Measured output is angular position so we want to estimate 

angular velocity to be output feedback in the next step. On estimation process, let initial 

angular velocity be 10 rad/s and let 𝑤𝑘 and 𝑣𝑘 be expressed in terms of error of output 

as 𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝 , 𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1010, 휀 = 1, 휁 = 10−2. 

The objective is to minimize the performance measure (49) and track sinusoid 

signal. As shown in figure 4-12, responses of the system can track sinusoid signal. 

Control input for output feedback NMPC is similar to state feedback NMPC except the 

magnitude in a few initial steps because initial estimated state is different from real 

value. 
Output feedback NMPC can track sinusoid signal. Angular position starts at 

0.08 rad. Control input forces the system with positive value at the bottom of pendulum 

to stabilize pendulum. Angular velocity should be negative value because of control 

input force. Negative value of angular velocity drives pendulum back into origin. Then 

control input becomes negative to drive pendulum to go through 0.2 rad. As soon as 

angular position can track sinusoid signal, amplitude of control input decreases. 

Trajectory of control input is similar to angular position. Control input overlaps with 

angular position. Control input for output feedback NMPC has amplitude larger than 

that of state feedback NMPC because angular velocity of observer starts at 10 rad/s. 

Control input forces larger magnitude than that of state feedback which the angular 

velocity starts at 0 rad/s. 
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Figure 4-13 Angular position error, trace of matrix 𝑣𝑘 of inverted pendulum for 

tracking sinusoid signal 

 
Figure 4-13 shows error of angular position and trace value of matrix vk. Error of 

angular position is very small value when we consider 𝑤kin terms of error of angular 

position and covariance error of system. It means 𝑤k, vk converge to 1. Although trace 

of vk converges to 1, it has deviation because of sinusoid signal. 

 
Figure 4-14 Control input of inverted pendulum for tracking square wave signal 
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Figure 4-15 Angular position and velocity of inverted pendulum for tracking square 

wave signal 

 

The objective is to minimize the performance measure (49) and track square 

wave signal. As the figure 4-13 shown, responses of the system can track square wave 

signal. Control input for output feedback NMPC is similar to state feedback NMPC 

except the magnitude because a few initial estimated state is different from the actual 

state. 

Output feedback NMPC can track square wave signal. Angular position starts 

at 0.08 rad. To control pendulum, control input forces the system with negative value 

at the bottom of pendulum. Angular velocity should be positive value because of control 

input force. Positive value of angular velocity drives pendulum to go through 0.2 rad. 

As soon as angular position can track sinusoid signal, amplitude of control input 

decreases. Control input forces with negative value suddenly to drive pendulum into  

-0.2 rad. Notice that control input for output feedback NMPC has amplitude larger than 

state feedback NMPC because angular velocity of observer starts at 10 rad/s. To 

stabilize pendulum for output feedback, control input forces with higher magnitude than 

state feedback NMPC which angular velocity starts at 0 rad/s. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

50 

 
Figure 4-16 Angular position error, trace of matrix 𝑣𝑘 of inverted pendulum for 

tracking square wave signal 
Figure 4-16 shows error of angular position and trace value of matrix vk. Error of 

angular position is very small when we consider 𝑤kin terms of error of angular position 

and covariance error of system. Although trace of vk converges, it has deviation because 

of square wave reference. As it is suddenly changed from 0.2 rad to -0.2 rad or -0.2 rad 

to 0.2 rad, trace of vk and error of angular position is higher than when cart stops. 
 

Comparison state and output feedback NMPC with inverted pendulum on linear 

motion cart 

 

 
Figure 4-17 Cart and angular position of inverted pendulum on linear motion for 

regulation problem 
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Figure 4-18 Cart and angular position of inverted pendulum on linear motion for 

regulation problem 

 
Figure 4-19 Control input of inverted pendulum on linear motion for regulation 

problem 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100, and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.08 0 0.2 0.02]𝑇. Measured outputs are cart and angular position so 

we want to estimate cart and angular velocity to be output feedback in the next step. On 

the estimation process, let initial cart and angular velocity to be -1 rad/s and let matrix 

𝑤𝑘 and 𝑣𝑘 are in terms of error of output as  

𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝 ,𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1010, 휀 = 1, 휁 = 10−2 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

52 

 

 
Figure 4-20 Phase plane trajectories of inverted pendulum on linear motion for 

regulation problem 

 

The objective is to minimize the performance measure (48) and to control 

angular position and velocity to converge to zero. Control input for output feedback 

NMPC is not similar to NMPC full state feedback because initial estimated states are 

different from real values. 

Output feedback NMPC can stabilize pendulum into vertically upright position 

while cart moves in horizon axes. Angular position starts at 0.08 rad. Control input 

forces cart to moves in positive position to stabilize pendulum. When cart moves, it has 

force at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position is close to zero, control input forces cart to move in 

the opposite direction to keep pendulum into vertically upright position. Figure 4-19 

shows control input which drives cart move to stabilize pendulum into vertically upright 

position and figure 4-20 shows phase plane trajectories between angular position and 

cart position. Only earliest stage, control input for output feedback NMPC has 

amplitude more than state feedback NMPC because angular velocity starts at -1 rad/s 

and cart velocity at -1 rad/s. Control input forces with higher magnitude than that of 

state feedback at earliest stage. As soon as observer uses output information to estimate 

cart and angular velocity, control input of output feedback NMPC converges to control 

input of state feedback NMPC. 
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Figure 4-21 Cart and angular position error, trace of matrix 𝑣𝑘of inverted pendulum 

on linear motion cart for regulation problem 

Figure 4-21 shows error of cart and angular position and trace value of matrix vk. Error 

of cart and angular position are very small when we consider 𝑤kin terms of error of cart 

and angular position and covariance error of system. It means 𝑤k, vk converge to 2.  

 
Comparison state and output feedback NMPC with inverted pendulum on linear 

motion cart for tracking problem 

 
Figure 4-22 Cart and angular position of inverted pendulum on linear motion for 

tracking sinusoid signal 
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Figure 4-23 Cart and angular velocity of inverted pendulum on linear motion for 

tracking sinusoid signal 

 
Figure 4-24 Control input of inverted pendulum on linear motion for tracking 

sinusoid signal 
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Figure 4-25 Phase plane trajectories of inverted pendulum on linear motion for 

tracking sinusoid signal 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100, and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.08 0 0.2 0.02]𝑇. Measured outputs are cart and angular position so 

we want to estimate cart and angular velocity to be output feedback in the next step. On 

the estimation process, let initial cart and angular velocity be -1 rad/s and let 𝑤𝑘 and 𝑣𝑘 

be expressed in terms of error of output as  

𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝 , 𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1015, 휀 = 10−3, 휁 = 10−2 

The objective is to minimize the performance measure (49) and track sinusoid 

signal. As the figure 4-22, 4-23 shown, responses of the system can track sinusoid 

signal. Control input for output feedback NMPC is not similar to NMPC full state 

feedback because initial estimated states are different from real points. 

Output feedback NMPC can stabilize pendulum into vertically upright position 

while cart moves in horizon axes. Angular position starts at 0.08 rad. Control input 

forces cart to moves in positive position to stabilize pendulum. When cart moves, it has 

force at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position close to zero, control input forces cart to track 

sinusoid signal while moving cart keeps pendulum into vertically upright position. 

Figure 4-24 shows control input which drives cart move to stabilize pendulum into 

vertically upright position and figure 4-25 shows phase plane trajectories between 

angular position and cart position. Output feedback NMPC has different trajectory from 

state feedback NMPC because we assume that angular velocity starts at -1 rad/s and 

cart velocity at -1 rad/s which have the different sign when comparing to the actual 

state. 
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Figure 4-26 Cart and angular position error, trace of matrix 𝑣𝑘of inverted pendulum 

on linear motion cart for tracking sinusoid signal 

 
Figure 4-26 shows error of cart and angular position and trace value of matrix vk. Error 

of cart and angular position are very small value when we consider 𝑤kin terms of error 

of cart and angular position and covariance error of system. It means 𝑤k, vk converge 

to 2. Although trace of vk is close to 2, it has deviation because of sinusoid signal. As 

soon as cart moves trace of vk and error of cart and angular position change with 

sinusoid function. 
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Figure 4-27 Cart and angular position of inverted pendulum on linear motion for 

tracking square wave signal 

 
Figure 4-28 Cart and angular velocity of inverted pendulum on linear motion for 

tracking square wave signal 
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Figure 4-29 Control input of inverted pendulum on linear motion for tracking square 

wave signal 

 
Figure 4-30 Phase plane trajectories of inverted pendulum on linear motion for 

tracking square wave signal 

 
The objective is to minimize the performance measure (49) and track the 

reference signal which is square wave. As shown in figure 4-27, 4-28, responses of the 

system can track square wave signal. Notice that control input for output feedback 

NMPC is not similar to that of state feedback NMPC because the initial estimated states 

are different from the real states. 
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Output feedback NMPC can stabilize pendulum into vertically upright position 

while cart moves in horizon axes. Angular position starts at 0.08 rad. To stabilizing 

pendulum, control input forces cart to moves in positive position. When cart moves, it 

has force at the bottom of pendulum. Angular velocity should be negative value because 

of control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position is close to zero, control input forces   cart to track 

square wave signal while moving cart still keep pendulum into vertically upright 

position. Figure 4-29 shows control input which drives cart move to stabilize pendulum 

into vertically upright position and figure 4-30 shows phase plane trajectories between 

angular position and cart position.  Output feedback NMPC has the same trajectory from 

state feedback NMPC because we assume that angular velocity starts at -1 rad/s and 

cart velocity at -1 rad/s which are have the same sign with the actual state. As soon as 

observer uses output information to estimate cart and angular velocity, control input of 

output feedback converges to control input of state feedback. 

 
Figure 4-31 Cart and angular position error, trace of matrix 𝑣𝑘of inverted pendulum 

on linear motion cart for tracking square wave signal 

 

Figure 4-31 shows error of cart and angular position and trace value of matrix vk. Error 

of cart and angular position are very small value when we consider 𝑤kin terms of error 

of cart and angular position and covariance error of system. It means 𝑤k, vk converge 

to 2. Although trace of vk is close to 2, it has deviation because of square wave signal. 

As soon as cart moves suddenly from 0.2 rad to -0.2 rad or -0.2 rad to 0.2 rad, trace of 

vk and error of cart and angular position change. 
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Comparison state and output feedback NMPC with inverted pendulum on 

circular motion cart  

 
Figure 4-32 Cart and angular position of inverted pendulum on circular motion for 

regulation problem 

 
Figure 4-33 Cart and angular velocity of inverted pendulum on circular motion for 

regulation problem 
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Figure 4-34 Control input of inverted pendulum on circular motion for regulation 

problem 

 
Figure 4-35 Phase plane trajectories of inverted pendulum on circular motion for 

regulation problem 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100, and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.2 0.02 0.08 0]𝑇.  Measured output is cart and angular position so 

we want to estimate cart and angular velocity to be output feedback in the next step. On 

the estimation process, let initial cart and angular velocity be -1 rad/s and let 𝑤𝑘 and 𝑣𝑘 

be expressed in terms of error of output as  

 𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝 ,𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1010, 휀 = 1, 휁 = 10−2 
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The objective is to minimize the performance measure (48) and to control the 

angular position and angular velocity to converge to zero. Control input for output 

feedback NMPC is not similar to NMPC full state feedback because initial estimated 

states are different from real points. 

Output feedback NMPC can stabilize pendulum into vertically upright position 

while cart moves in circle track. Angular position starts at 0.08 rad. Control input forces 

cart to moves in negative position to stabilize pendulum. When cart moves, it has force 

at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position is close to zero, control input forces cart to move in 

the opposite direction to keep pendulum into vertically upright position. Figure 4-34 

shows control input which drives cart move to stabilize pendulum into vertically upright 

position and figure 4-35 shows phase plane trajectories between angular position and 

cart position. Control input for output feedback NMPC has the same trajectory from 

state feedback NMPC because we assume that angular velocity starts at -1 rad/s and 

cart velocity at 1 rad/s which are have the same sign with the actual state. 

 
Figure 4-36 Cart and angular position error, trace of matrix 𝑣𝑘of inverted pendulum 

on circular motion cart for regulation problem 

 
Figure 4-36 shows error of cart and angular position and trace value of matrix vk. Errors 

of cart and angular position are very small value when we consider 𝑤kin terms of error 

of cart and angular position and covariance error of system. It means 𝑤k, vk converge 

to 2.  
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Comparison state and output feedback NMPC with inverted pendulum on 

circular motion cart for tracking problem 

 
Figure 4-37 Cart and angular position of inverted pendulum on circular motion for 

tracking sinusoid signal 

 
Figure 4-38 Cart and angular velocity of inverted pendulum on circular motion for 

tracking sinusoid signal 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

64 

 
Figure 4-39 Control input of inverted pendulum on circular motion for tracking 

sinusoid signal 

 
Figure 4-40 Phase plane trajectories of inverted pendulum on circular motion for 

tracking sinusoid signal 

 

Let design parameters be chosen as 𝑄 = 10 × 𝐼4 , 𝑅 = 100, and 𝑡𝑓 = 7.2, 𝑇𝑠 =

0.01, 𝑥0 = [0.2 0.02 0.08 0]𝑇. Measured output are cart and angular position so 

we want to estimate cart and angular velocity to be output feedback in the next step. On 

the estimation process, let initial cart and angular velocity be -1 rad/s and let 𝑤𝑘 and 𝑣𝑘 

be expressed in terms of error of output as  

𝑤𝑘 = (𝛾(�̃�𝑘)𝑇�̃�𝑘 + 휀)𝐼𝑛−𝑝 , 𝑣𝑘 = 휁𝐻𝑘𝑃𝑘𝐻𝑘
𝑇 + 휀𝐼𝑛−𝑝, 𝛾 = 1010, 휀 = 1, 휁 = 10−2 
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The objective is to minimize the performance measure (49) and track the 

reference signal which is sin wave. As the figure 4-36, 4-37 shown, responses of the 

system can track sinusoid signal. Control input for output feedback NMPC is not similar 

to NMPC full state feedback because the initial estimated states are different from real 

states. 

Output feedback NMPC can stabilize pendulum into vertically upright position 

while cart moves in circle track. Angular position starts at 0.08 rad. Control input forces 

cart to moves in negative position to stabilize pendulum. When cart moves, it has force 

at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position is close to zero, control input forces cart to track 

sinusoid signal while moving cart still keep pendulum into vertically upright position. 

Figure 4-38 shows control input which drives cart move to stabilize pendulum into 

vertically upright position and figure 4-39 shows phase plane trajectories between 

angular position and cart position. Output feedback NMPC has the same trajectory from 

state feedback NMPC because we assume that angular velocity starts at -1 rad/s and 

cart velocity at 1 rad/s which are have the same sign with the actual state. 

 
Figure 4-41 Cart and angular position error, trace of matrix 𝑣𝑘of inverted pendulum 

on circular motion cart for tracking sinusoid signal 

 

Figure 4-41 shows error of cart and angular position and trace value of matrix vk. Error 

of cart and angular position are very small value when we consider 𝑤kin terms of error 

of cart and angular position and covariance error of system. It means 𝑤k, vk converge 

to 2. Although trace of vk is close to 2, it has deviation because of sinusoid signal. As 

soon as cart moves trace of vk and error of cart and angular position change with 

sinusoid function. 
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Figure 4-42 Cart and angular position of inverted pendulum on circular motion for 

tracking square wave signal 

 
Figure 4-43 Cart and angular velocity of inverted pendulum on circular motion for 

tracking square wave signal 
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Figure 4-44 Control input of inverted pendulum on circular motion for tracking 

square wave signal 

 
Figure 4-45 Phase plane trajectories of inverted pendulum on circular motion for 

tracking square wave signal 
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The objective is to minimize the performance measure (49) and track the 

reference signal which is square wave. As shown in the figure 4-42, 4-43, responses of 

the system can track square wave signal. Control input for output feedback NMPC is 

not similar to NMPC full state feedback because the initial estimated states are different 

from real states. 

Output feedback NMPC can stabilize pendulum into vertically upright position 

while cart moves in circle track. Angular position starts at 0.08 rad. Control input forces 

cart to moves in negative position to stabilize pendulum. When cart moves, it has force 

at the bottom of pendulum. Angular velocity should be negative value because of 

control input force. Negative value of angular velocity drives pendulum back into 

origin. As soon as angular position is close to zero, control input forces   cart to track 

square wave signal while moving cart keeps pendulum into vertically upright position. 

Figure 4-44 shows control input which drives cart move to stabilize pendulum into 

vertically upright position and figure 4-45 shows phase plane trajectories between 

angular position and cart position. Output feedback NMPC has the same trajectory from 

state feedback NMPC because we assume that angular velocity starts at -1 rad/s and 

cart velocity at 1 rad/s which have the same sign with the actual state. 

 
Figure 4-46 Cart and angular position error, trace of matrix 𝑣𝑘 of inverted pendulum 

on circular motion cart for tracking square wave signal 

 
Figure 4-46 shows error of cart and angular position and trace value of matrix vk. Error 

of cart and angular position are very small value when we consider 𝑤kin terms of error 

of cart and angular position and covariance error of system. It means 𝑤k, vk converge 

to 2. Although trace of vk is close to 2, it has deviation because of square wave signal. 

As soon as cart moves suddenly from 0.2 rad to -0.2 rad or -0.2 rad to 0.2 rad, trace of 

vk and error of cart and angular position change. 
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Conclusion 

 

Output feedback NMPC can solve the optimal control problem with estimated 

output feedback very well. Observer can be applied to the tracking problem with 

inverted pendulum, inverted pendulum on cart by assuming that we can only measure 

some output. Initial estimated state has an impact on the control input for NMPC. If 

initial estimated state is close to the real state, control input for output feedback NMPC 

is similar to state feedback NMPC. State trajectories of output feedback NMPC are 

close to that of state feedback NMPC. On the other hand, if initial estimated state is far 

from the real state, control input for output feedback NMPC has larger magnitude than 

state feedback NMPC. State trajectories of output feedback NMPC is different from 

state feedback NMPC as the results of phase plane trajectories. Although state 

trajectories are different, the objective still be achieved. 
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Chapter 5  

Conclusion and future work 

Optimal control problem for nonlinear systems is solving the HJB equation 

which is difficult to find the exact solution so the TPBV problem which is the necessary 

condition for the optimal nonlinear control problem is applied to approximate the 

solution. 

This thesis proposes two methods for solving the optimal control problem, that 

is, the steepest descent method and SDRE. They have different advantage and 

disadvantages. It depends on how much information you have. If you know trend of 

optimal control, it is suitable to use the steepest descent, If the system can be expressed 

in state-dependent linear like model, it is suitable to use SDRE. 
NMPC strategy proposes to use the first control input to apply into the systems 

so we can see NMPC as the optimal control problem for nonlinear systems at every 

sampling time. All above we have achieved is based on the knowledge of full state of 

the systems. Unfortunately, we cannot measure all the state with the sensor in real life 

so this problem becomes a challenge. Using the output feedback is the way to overcome 

this problem.  

Observer becomes useful to estimate the state and give it to be feedback. Many 

observers were proposed such as high-gain observer. High gain observer uses some 

parameters to estimate state of system. Peak phenomenon is important thing to be 

careful. When peak phenomenon occurs, the observed state may be outside the region. 

In this thesis, we use extended Kalman filter as observer for nonlinear systems to avoid 

peak phenomenon. Generally, Kalman filter is the optimal estimator for linear systems. 

Observer was applied by first-order approximation. Observer estimate state in real-time 

by using the information of output at real-time while NMPC is consider as optimal 

control problem at every sampling. Observer cannot guarantee the stability of system 

but state feedback NMPC can. Output feedback NMPC is developed in this thesis. As 

the numerical results are shown, observer can estimate state very well. The stability of 

the observer was proved on chapter 4. 

Output feedback NMPC is applied to inverted pendulum, inverted pendulum on 

linear motion cart, inverted pendulum circular motion on cart. It can control all the 

states converge to zero in regulation problem. For tracking problem, we use observer 

based NMPC to track cart position to sin wave or square wave signal. 

In future work, this thesis can be extended to real experiment with the real 

inverted pendulum to compare the results between simulation and real experiment. 

Another chemical system which can be expressed in state dependent linear like model 

is suitable to use output feedback NMPC. 
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