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CHAPTER I 

INTRODUCTION 

Background 

Fluid dynamics is the study of fluid motion to describe wide range quantities of fluid 

movement. It can be used in many applications, including calculation of forces and 

momentums on aircraft, determining the force or pressure drop through pipeline, or 

predicting flow behavior within human respiratory system. Nowadays, advance 

computing technology has been developed to handle millions of processing requests. 

Computational fluid dynamics (CFD) is rapidly becoming popular as the flow analysis 

technique involving fluid flow, heat transfer and mass transfer. CFD uses numerical 

analysis to solve, analyze and visualize the phenomena associated with the flow of fluid 

based on governing equations including conservation of momentum, conservation of 

mass, and conservation of energy. This technique is powerful which especially uses in 

industrial environments. There are several unique advantages of CFD in fluid system 

design such as the reduction of times and costs for the new design, and the ability to 

study the system under difficult or impossible environment to perform. By adding 

additional mathematical models, CFD can solve and predict realistic hydrodynamic 

behavior with more precise situations such as pulsation of the flow, and turbulences. 

This technique is robustly capable of evaluating and predicting the result in many 

complex scenarios. However, the development of the additional mathematical models 

to describe the physiological process has not been much involved by researchers. 

The manufacturing industry is growing rapidly to serve the demands of human usage. 

The environmental problem is in much concern by many countries. The air pollution is 

rising which affects the quality of life and well-being of people around the world. This 

leads to many chronic diseases, such as asthma, cystic fibrosis, and chronic obstructive 

pulmonary disease (COPD). The best alternative way to treat these diseases is local 

therapies. To do a local therapy for these diseases, the inhalation of aerosol drug is 

introduced. The inhalation of the aerosol drug was designed to allow the use of small 

doses and to reduce the systemic side effects [1]. The particles or aerosol droplets need 

to be in sufficient size and mass to allow the inhalation air to carry them along the 
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airway. The effectiveness of an aerosol drug treatment was depended on how much of 

the medication will reach the intended location of deposition [2]. The major problem is 

the deposition of aerosol particles in unwanted region. Today, the development of 

aerosol drug delivery devices such as inhalers combined with the advancement of 

pharmaceutical science make it possible to control the initial flow condition with 

specific size and shape of the aerosols. The shape factor alters the performance 

characteristics of particles which are depended greatly on particle morphology. It is 

generally denoted as particle sphericity. To gain better understanding of how the 

inhaled air flow inside the respiratory tract, the aim of this study is to increase the 

precision and consistency of aerosol drug delivery by focusing on the development of 

the flow model with the integration of electrostatic charge to capture the effect of the 

elementary charge of nanomagnetosol. When the electrostatic charge on the aerosol 

exceeds its critical value, the electrostatic forces are arising due to the gradient of the 

electric potential. Since the aerosol particles are so small, the electrostatic forces are 

much greater than the drag forces. At this point, the aerosols were pushed toward the 

trachea wall or the center of the airway, depending on the particle charge [3]. With this 

property, the particles can be guided along the airway to the desired region using 

external magnetic field. Moreover, the morphology of the aerosol is also affected the 

flow field. The new design of aerosol drug is aimed to deliver the drug to the destination 

target as close as possible.  

Another advantage of using CFD is to study blood flow within circulatory system. 

Atherosclerosis is a chronic disease that remains asymptomatic for decades. As the 

development of the lesions is continuously growing, the arteries enlarge at all plaque 

locations; therefore, there is no notable effect on blood flow. The signs and symptoms 

only show up after severe narrowing which obstruct the blood flow to the organ. 

Without sufficient understanding of the diseases, it is difficult to make an accurate 

prognosis. Fortunately, the understanding of the atherosclerosis has progressed using 

computational fluid dynamics. Recently, researchers studied the influence of flow 

pulsatility on the transport of blood-borne species. The pulsatility is identified to be an 

influence on the development of atherosclerosis lesion. The atherosclerosis growth 

model is developed for quickly computing the potential distribution of the lesions. The 
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oscillatory flow index and oscillatory kinetic energy index are also developed to 

represent the recirculating of the flow. To make the model more practical, the 

integration and development of various mathematical models must be made.  

This study focuses on the development of computational fluid dynamic model in 

biomedical applications, including the flow within human respiratory system and the 

flow within human recirculating system. For the model of respiratory system, 

electrostatic charge model will be coupled, and the effect of particle shapes will be 

investigated. The accomplishment of the study will gain better understanding of the 

hydrodynamics when the electrostatic field was applied. The morphology of the aerosol 

drug is also considered as it affects the hydrodynamics of the particles. This will be a 

guideline for the pharmacist to design a specific type of aerosol for the patient.  

For the model of blood vessel in the circulatory system, lesion growth model and the 

biochemical interaction will be coupled with the fluid flow model. It is necessary to 

predict temporal behaviors of the flow around atherosclerosis site, as well as the 

resultant stress distribution in the blood vessel. The benefit of the study will yield the 

better understanding of the dominant factors controlling atherosclerosis growth, which 

then help the physicians or technicians to deal more efficient with the subsequences for 

the leap forward of future applications of the precision medicine. 

Objectives 

1. To develop computation fluid dynamic model for unsteady flow in human fluid 

system. 

2. To study the effect of parameters on fluid behavior and particle deposition 

location within human respiratory tract. 

3. To study the effect of parameters on fluid behavior and atherosclerosis growth 

location within human blood circulating system. 
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Scope of dissertation 

1. Human respiratory tract was simulated in three-dimensional spaces using 

computational fluid dynamics model derived from computed tomography scan 

of the trachea. 

2. Human blood circulating system was simulated in three-dimensional spaces 

using computational fluid dynamics model derived from computed tomography 

scan of the coronary artery. 

3. Parametric study of the flow parameters was investigated using statistical 

analysis technique.  
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CHAPTER II 

THEORY AND LITERATURE REVIEW 

Transport property of fluid 

Fluid viscosity (μ) 

Viscosity is the quantity of the fluid that measures the resistance to flow 

expressed by the force acting on the fluid per unit area [4]. To represent the 

generalized idea of fluid viscosity, Figure 2.1 illustrates the fluid flows in between 

two infinitely large plates, one is stationary, and one is moving in parallel at 

constant velocity (𝑣). 

 

Figure 2.1 Couette flow 

 

Let assume that the second plate is moving so slow that it does not cause a 

turbulence to the flow. It can be observed that each layer of the fluid moves at 

different velocity (Figure 2.1). Most fluids show that their velocities are not 

varied linearly from zero to the finite value (𝑣) in accordance with its height from 

the first plate to the other. This behavior is due to the friction force between each 

layer resisting their motion. 

According to the relation of the fluid viscosity for an incompressible and isotropic 

fluid, the newton’s law of viscosity states that the shearing force per unit area is 

proportional to the negative of the velocity gradient, expressed by  

𝜏𝑦𝑥 = −𝜇
𝑑𝑣𝑥

𝑑𝑦
 

where, 𝜏𝑦𝑥 =
𝐹

𝐴
 is the force (𝐹) acting in the x-direction on a unit area (𝐴) normal 

to the y-direction, or shear stress, 𝜇 is flow viscosity, and 
𝑑𝑣𝑥

𝑑𝑦
 is fluid velocity 

Fixed plate 

Moving plate 
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gradient or rate of shear deformation. The types of fluid according to its viscous 

property can be classified into two types, the Newtonian fluid and the non-

Newtonian fluid [5]. 

Newtonian 

The Newtonian fluid is a fluid which the viscosity tensor is constant which means 

the strain rate does not depend on the fluid velocity. The Newtonian fluids are the 

simplest model to describe the fluid viscosity. No fluid is perfectly described by 

the Newtonian fluid, however many common fluids, such as water and air, can be 

assumed to be Newtonian in many typical cases of computational fluid dynamics 

studies. For the first part of this dissertation, the study of the airflow with in 

human respiratory system, air is also considered as the Newtonian flow. 

Non-Newtonian 

Unlike Newtonian fluid, the non-Newtonian fluid does not follow the Newton’s 

law of viscosity. The viscosity of the fluid can change under forces as shown in 

Figure 2.2. The non-Newtonian fluids are mostly found responses to shear rate 

either more like solid or liquid which are categorized into two groups, dilatant 

and pseudoplastic. The dilatant fluids appear to increase its viscosity when the 

shear rate increases. It is so called shear thickening fluid. The common dilation 

fluids are the suspensions of corn starch in water. Another type, pseudoplastic, is 

referred as a shear thinning fluid. The pseudoplastic fluids are responded 

spontaneously with the change of shear rate. The examples of this type of fluids 

are wall paint, ketchup, blood, etc. The second part of this dissertation is 

considered the blood as the flow medium. The model describes the behavior of 

the blood will be expressed in the following section. 
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Figure 2.2 Shearing stress curves for different types of fluid 

The respiratory system 

Respiratory tract 

The main function of respiratory system is to exchange oxygen gas between the 

surrounding and the inner body cells. The transportation in and out of the 

exchange gas are conveyed along the respiratory tract. The respiratory air 

passages include two functional zones, conductive zone and respiratory zone. The 

conduction zone consists of multiple parts including mouth, nose, pharynx, 

larynx, trachea, bronchi, and bronchioles. In this zone, the inhaled air is primarily 

transported from the atmosphere to the respiratory zone. Next, the respiratory 

zone is connected at the end of the conduction zone. The primary function of this 

zone is to exchange oxygen-rich inhaled gas with carbon dioxide. The ending of 

the respiratory tract is a closed-end which ended at the alveoli sag. The alveoli 

are the semi-permeability membrane which allow inhaled oxygen to diffuse into 

the capillaries. This dissertation is mainly focused on the transport of the air and 

particles in the lower part of the respiratory tract which is the trachea. On average, 

the total branches of the adult human trachea have 23 branches or generations. 

From the generation 0 to 16, the trachea simply acts as air conduits to the 
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downstream. The diameter of the first-generation bronchi is approximately 1.0 to 

1.4 centimeters. The diameter of the latter generation is becoming narrower until 

it reaches 0.06 centimeters at the 16th generation. 

Mechanics of breathing 

The breathing mechanics involves conchae, epiglottis, trachea, bronchi, and 

bronchioles. The inhalation process starts with the contraction of the diaphragm 

which also moves it downward. The intercostal muscles help enlarge the chest 

cavity. This mechanism increases the space in the chest. The increasing of the 

chest volume caused the negative pressure, resulting in the air getting sucked in 

through nose and mouth. The air travels along the trachea into the lungs. Once it 

reaches the air sacs, the exchange between oxygen and carbon dioxide takes 

place. The exhalation process is the reverse of the inhalation. The diaphragm 

relaxes causing itself to move upward. The intercostal muscles are also relaxed. 

Putting it all together, they reduce the space of the chest cavity. The air gets push 

out of the lungs then out of the nose and mouth. 

Aerosol drug design 

The advancement of pharmaceutical technology leads to new method of drug 

administration. Aerosol drug therapy has been attracted by many researchers as 

it has many advantages for pulmonary diseases. The aerosol is a solid or liquid 

suspension in gas which clinically generates with atomizers, nebulizers, or 

inhalers. It requires lower doses of the drug to work effectively as the drug is 

targeted directly to the diseased site. This also reduces the risk of unwanted 

systemic side effects from the excessive drug. The effectiveness of the aerosol 

drug is depended on many factors such as the flow behavior, aerosol size 

distribution, or aerosol shape factor.  

Particulate matter (PM) 

Particulate matter or PM is a fine emission with a combination of different types 

of particles. It come from various sources such as human activity like coal-fired 

power plants, road transport, or from natural like pollutant in the atmosphere. 

These particulate matters can be defined into two groups classified by their 
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diameter: PM10 (coarse particulate matter) and PM2.5 (fine particulate matter). The 

PM10 is the inhalable particles with the diameter greater than 10 micrometers and 

smaller. The PM2.5 is finer than PM10 which the diameters are generally smaller 

than 2.5 micrometers. The particulate matters are so small which they can be 

inhaled by human and can cause serious pulmonary disease such as lung cancer, 

chronic lung disease, and lung infection. They can penetrate through the lungs 

and some smaller particles can get into the blood stream.  

The cardiovascular system 

The cardiovascular system is the blood transport system for the human to deliver 

nutrients, waste and other substance from and to the cell via blood vessels. The primary 

organs involving in this system is the blood vessel and heart, which develops rhythmic 

pressure differential to drive the blood flow. This produces movement of the blood with 

pulsatile behavior. The cardiovascular system is the closed-loop system which blood 

never leaves the blood vessel network.  

Blood vessel 

There are many types of blood vessel which vary in their composition and size. 

The oxygenated blood was carried in the arteries, and the deoxygenated blood 

was carried in the veins. The interconnected vessel which joins arteries and veins 

is called capillaries. Arteries is made-up of soft-tissue which carry blood away 

from the heart. The one closest to the heart is called aorta. The vessel has the size 

gradually decrease while it located further away from the heart, referred as 

arterioles (Illustrated in Figure 2.3). The oxygenated blood then delivers to the 

tissues via small vessel, referred as capillaries. The vessels which carry the 

deoxygenated blood back to the heart according to their size are called venules 

and veins, respectively. 
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Figure 2.3 Blood vessel schematics. (Color represents deoxygenation of blood within 

the vessels) 

 

There are two circuits of blood flow in the cardiovascular system, the pulmonary 

and the systemic. The pulmonary circuit carries blood between lungs and heart. 

The systemic circuit carries blood throughout the body. At first, the oxygenated 

blood from the lungs is carried along the pulmonary vein into the heart’s left 

atrium. The heart pumps the blood through the aorta and gradually reduce their 

size onto arteries and arterioles. These vessels then deliver the blood to the 

organ’s tissues which the mass transfer of substances such as oxygen, water, 

nutrient, and waste is occurred. The exchanged carbon dioxide returns to the 

heart’s right ventricle through venules, veins, respectively. The largest veins 

connected to the heart referred as vena cava. The heart then pumps the blood into 

pulmonary artery for the carbon dioxide removal at the lungs. 

Fluid composition 

Blood is the heterogenous liquid that is transported within the cardiovascular 

system. Blood is composed of two main components: plasma and formed 

elements. Plasma, a clear fluid mixture, is mainly made up of water. Proteins, 

enzymes, lipids and other cellular by-product are held within the plasma. The 

formed elements are erythrocytes (red blood cells, RBCs), leukocytes (white 

blood cells, WBCs), and thrombocytes (platelets). These elements are cells except 

for the thrombocytes which are tiny fragments of cytoplasm from the bone 

marrow that enter the circulation. Leukocytes are categorized into 2 groups, the 

granulocytes (neutrophils, eosinophils, and basophils) and agranulocyte 

(lymphocytes, and monocytes).  The erythrocytes make up 45% of the total blood 
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volume which is denser than plasma and leukocytes. It has a strong effect on the 

flow rheology which will be described in the constitutive equation. 

The arterial anatomy 

Blood transport, within the vessel which is a permeable membrane, consists of 

multiple layers. The inner layer is a hollow cavity where the blood flows is called 

lumen. The single cell barrier elastic membrane made up of endothelial cell is 

called endothelium. This layer acts like a first barrier from blood and other 

substances. The next layer is the tunica intima, commonly called, the intima. It 

makes the artery elastic which allows the artery to bend along the parts of the 

body. Next, tunica media, or media, is the elastic tissue made up of smooth muscle 

cells and collagen. Followed by the adventitia, the external barrier of the artery, 

this layer protects the artery from its surrounding. 

Atherosclerosis 

Atherosclerosis is the cardiovascular disease of the arterial wall which causes the 

blockage of the vessel. The blockage of the vessel is made up of plaque building 

up inside the artery. Plaque is the substance composed of fat, lipid, calcium, and 

others. The plaque hardens over time which will limit the oxygenated blood flow 

to the downstream cells. By lacking the oxygen, this leads to many serious issues 

including stroke, heart attack, etc. The previous studies also indicate that the 

disease is often found at the site where the flow has been disturbed such as flow 

bifurcation and curvature. The strong disturbance flow alters the flow pattern 

which is reported to be one of the influent factors of the atherosclerosis 

development. 

Computational fluid dynamics 

Computational fluid dynamics or CFD is one of the techniques that uses numerical 

analysis to solve fluid flow problems. It is a branch of fluid mechanics which helps 

researchers to have a better understanding of the flow phenomena using mathematics 

and computer science. The approach of the CFD based on the conservation law 

including conservation of momentum, mass, and energy. The additional equations can 

also be added into the calculation model for better representing of the problem. The 
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computation requires high-speed computer in order to perform the calculation on the 

complex problems. CFD can be applied to a wide range of problems such as industrial 

engineering, environmental engineering, chemical engineering, biomedical 

engineering, etc. The first stage of the technique is to convert the partial differential 

equations of the model into a set of algebraic equations. The second stage of the 

simulation requires an implementation of the discretized equations into an appropriated 

numerical solver. The step-by-step methodology of the CFD can be simply expressed 

as: 

• The geometry of the problem is defined as a fluid volume using computer aided 

design software (CAD) 

• The geometry then is divided into small control volume cells called mesh, or 

grid, this mesh will represent as a computational cell that stores information 

based on its space continuum. The mesh may divide uniformly or non-uniformly 

with a various combinations of mesh types, which are pyramidal, tetrahedral, or 

hexahedral. 

• Once the mesh is generated, the physical models, including conservation of 

heat, mass, and momentum, species, and scalar transport, are specified. Then, 

the mathematical models are discretized numerically to become a simpler set of 

linear equations which are ready to solve in a high-speed computer. 

• The solver needs boundary conditions at all bounded surface of fluid domain, 

for instance: inlet, outlet, wall, etc. in order to complete the calculation. For 

unsteady state calculation, the initial conditions of the fluid flow are also 

required. 

• The discretized equations are iteratively solved with appropriate solver to obtain 

the results. 

• The numerical result is post-processed to display in various type of presentation 

such as contour plot, XY plot, volume rendering plot, etc. 

There are many major methods to discretize the governing equations such as finite 

difference method, finite volume method (FVM), and finite element method (FEM). 

The commonly used method for fluid dynamics analysis is finite volume method. In 

FVM, the discretized equations are computed on a meshed geometry. The word 

"volume" refers to a control volume which is a small volume containing a node point 
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on the mesh. The equations are assessed as fluxes entering and exiting each control 

volume on the basis that the flux in-and-out must be conserved. 

In the next section, the detailed mathematical models using in this dissertation is 

defined and explained in detail. 

 

Multiphase flow model 

Multiphase flow is the flow with multiple fluids. The fluid phases can be different 

chemical species, such as air-aerosol particle, or represent different 

thermodynamic phases of the same species, such as steam-water. In multiphase 

flow, fluids are assumed to be mixed in a large-scale length, for example, the gas 

bubble in water steam, or the sand and air in a fluidized bed system. In these 

cases, it is necessary to solve the velocity, temperature, etc. individually for each 

phase. These fluids may interact or exchange phase with each other in the form 

of interfacial forces or heat and mass transfers.  

Two distinct multiphase flow models are commonly used in computational fluid 

dynamics, Eulerian-Eulerian multiphase model (Euler-Euler) and Lagrangian 

multiphase flow model. The Euler-Euler approach treats each phase as 

interpenetrating continua by introducing volume fraction to the conservation 

equations. The volume fraction is assumed to be continuous functions of the space 

and time. Then, the equations are solved together to obtain the flow results. For 

the granular cases, the properties of fluid are obtained from kinetic theory of 

granular. On the other hand, the Lagrangian approach solves the fluid phase as a 

continuum just like Euler approach but the dispersed phase or the particle is 

solved by tracking them individually through the flow field to get their trajectories 

in specified intervals. As the volume fraction is not being used in the conservation 

equation of the fluid phase, the Lagrangian approach is limited to only small 

particle volume fraction. The advantages and disadvantages for both approaches 

are shown in Table 2.1 
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Table 2.1 Multiphase model comparison 

Euler-Euler Approach 

Advantages Disadvantages 

Suitable for wide range of volume 

fraction 

Limit knowledge of diffusion 

coefficient 

Relatively cheaper for one additional 

set of equations 

Lower accuracy for particle diameter 

in phase change application 

Turbulence normally included  

Lagrangian Approach (Lagrangian Particle Tracking) 

Advantages Disadvantages 

Able to capture behavior and 

residence time of individual particles 

Computational expensive regarding 

the number of tracked particles 

Cheaper computational resources of 

wide range of particle sizes 

Limited to low particle volume 

fraction 

Better heat and mass transfer details  

Mathematical modeling 

The principle of solving CFD problem is referred to Navier-Strokes equations 

which describe the motion of viscous fluid. The physical properties of the fluid 

are represented by mathematical equations. The fluid, including liquid and gas, 

has many major properties that define its characteristic, for instance, density, 

viscosity. 

Continuity equation 

The continuity equation defines the rate of mass entering and leaving the 

control volume. The differential form can be written as 

∂𝜌

∂𝑡
+ ∇ ⋅ (𝜌𝑣) = 𝑆𝑚 (2.1) 

where 𝜌 is fluid density (kg/m3), 𝑡 is time (s), 𝑣 is fluid velocity (m/s), and 

𝑆𝑚 is a mass source added to the phase. For the 2D axisymmetric 

geometries, the continuity equation is given by 

∂𝜌

∂𝑡
+

∂

∂x
(𝜌𝑣𝑥) +

∂

∂𝑟
(𝜌𝑣𝑟) +

𝜌𝑣𝑟

𝑟
= 𝑆𝑚 (2.2) 

where 𝑥 is the axial coordinate (m), 𝑟 is the radial coordinate (m), 𝑣𝑥 is the 

velocity in axial direction, and 𝑣𝑟 is the velocity in radial direction. 

The continuity equations for multiphases are given as 
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∂

∂𝑡
(𝜀𝑔𝜌𝑔) + ∇ ⋅ (𝜀𝑔𝜌𝑔𝑣𝑔) = ∑ (𝑚̇𝑠𝑔 − 𝑚̇𝑔𝑠)

𝑛
𝑝=1 + 𝑆𝑚𝑔 (2.3) 

∂

∂𝑡
(𝜀𝑠𝜌𝑠) + ∇ ⋅ (𝜀𝑠𝜌𝑠𝑣𝑠) = ∑ (𝑚̇𝑔𝑠 − 𝑚̇𝑠𝑔)𝑛

𝑝=1 + 𝑆𝑚𝑠 (2.4) 

Where subscribe 𝑔 and 𝑠 represents the gas phase and solid phase, 

respectively. 𝑚̇𝑠𝑔 is the mass transfer from solid phase to gas phase, 𝑚̇𝑔𝑠 is 

the mass transfer from gas phase to solid phase, and 𝜀 is the volume fraction 

of the corresponded phase. 

Momentum conservation equation 

The momentum conservation equation is described by: 

∂

∂𝑡
(𝜌𝑣⃗) + ∇ ⋅ (𝜌𝑣⃗𝑣⃗) = −∇𝑝 + ∇ ⋅ (𝜏̿) + 𝜌𝑔⃗ + 𝐹⃗  (2.5) 

𝜏̿ = 𝜇[(∇𝑣⃗ + ∇𝑣⃗𝑇) −
2

3
∇ ⋅ 𝑣⃗𝐼]  (2.6) 

Where 𝑝 is the pressure (kg/m-s), 𝜏̿ is the stress tensor, 𝑔 is acceleration of 

gravity (𝑚2/s), 𝐹 is the external force action on the control volume, 𝜇 is 

viscosity, 𝑣 is the fluid velocity, and 𝐼 is the unit tensor.  

For the 2D axisymmetric geometries, the equations are given by 

∂

∂𝑡
(𝜌𝑣𝑥) +

1

𝑟

∂

∂𝑥
(𝑟𝜌𝑣𝑥𝑣𝑥) +

1

𝑟

∂

∂𝑟
(𝑟𝜌𝑣𝑟𝑣𝑥) = 

−
∂𝑝

∂𝑥
+

1

𝑟

∂

∂𝑥
[𝑟𝜇 (2

∂𝑣𝑥

∂𝑥
−

2

3
(∇ ⋅ 𝑣⃗))] +

1

𝑟

∂

∂𝑟
[𝑟𝜇 (

∂𝑣𝑥

∂𝑟
+

∂𝑣𝑟

∂𝑥
)] + 𝐹𝑥 (2.7) 

∂

∂𝑡
(𝜌𝑣𝑟) +

1

𝑟

∂

∂𝑥
(𝑟𝜌𝑣𝑥𝑣𝑟) +

1

𝑟

∂

∂𝑟
(𝑟𝜌𝑣𝑟𝑣𝑟) = 

−
∂𝑝

∂𝑟
+

1

𝑟

∂

∂𝑥
[𝑟𝜇 (

∂𝑣𝑟

∂𝑥
−

∂𝑣𝑥

∂𝑟
)] +

1

𝑟

∂

∂𝑟
[𝑟𝜇 (2

∂𝑣𝑟

∂𝑟
−

2

3
(∇ ⋅ 𝑣⃗))] − 2𝜇

𝑣𝑟

𝑟2 +

2

3

𝜇

𝑟
(∇ ⋅ 𝑣⃗) + 𝜌

𝑣𝑧
2

𝑟
+ 𝐹𝑟 (2.8) 

∇ ⋅ 𝑣⃗ =
∂𝑣𝑥

∂𝑥
+

∂𝑣𝑟

∂𝑟
+

𝑣𝑟

𝑟
 (2.9) 

where 𝑣𝑧 is the swirl velocity. 

The momentum equations for multiphases are given as 

𝜕

𝜕𝑡
(𝜀𝑔𝜌𝑔𝑣𝑔) + ∇ ∙ (𝜀𝑔𝜌𝑔𝑣𝑔𝑣𝑔) = 

−𝜀𝑔∇p + ∇ ∙ 𝜏𝑔 + 𝜀𝑔𝜌𝑔𝑔 + ∑ 𝛽𝑔𝑠(𝑣𝑔 − 𝑣𝑠)
𝑛
𝑠=1  (2.10) 
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𝜕

𝜕𝑡
(𝜀𝑠𝜌𝑠𝑣𝑠) + ∇ ∙ (𝜀𝑠𝜌𝑠𝑣𝑠𝑣𝑠) = 

−𝜀𝑠∇p + ∇P𝑠 + ∇ ∙ 𝜏𝑠 + 𝜀𝑠𝜌𝑠𝑔 + ∑ 𝛽𝑔𝑠(𝑣𝑔 − 𝑣𝑠)
𝑛
𝑠=1 + 𝐹𝑞𝑠𝛼 (2.11) 

𝜏̿ = 𝜀𝜇(∇𝑣⃗ + ∇𝑣⃗𝑇) + 𝜀(𝜆 −
2

3
𝜇)∇ ⋅ 𝑣⃗𝐼 

𝛽𝑔𝑠 is the gas-solid exchange coefficient. The subscript “s” and “g” are 

represented the solid and gas phase, respectively. vs and vg are the 

respective velocity vector field. P𝑠 is the solid pressure, and 𝜀 is the volume 

fraction, and 𝜆 is the bulk viscosity of corresponded phase. 

Fluctuation kinetic energy conservation equation 

3

2
[
𝜕

𝜕𝑡
(𝜀𝑠𝜌𝑠𝜃𝑠) + ∇ ⋅ (𝜀𝑠𝜌𝑠𝑣𝑠𝜃𝑠)] = 

(−𝑝𝑠𝐼 + 𝜏𝑠) ⋅ ∇𝑣𝑠 + ∇ ⋅ (𝐾𝑠∇𝜃𝑠) − 𝛾𝑠 + 𝜙𝑔𝑠 (2.12) 

𝜃𝑠 =
1

3
𝑣𝑠𝑣𝑠 (2.13) 

where, 𝐼 is the solid stress identity tensor (-) 

 𝜃𝑠  is the fluctuation kinetic energy (m2/s2)  

 𝐾𝑠 is the diffusion coefficient (kg/m-s) 

 𝛾𝑠  is the collision dissipation of energy (kg/m-s3) 

Restitution coefficients 

Restitution coefficient (COR or 𝜀) describes the action of the particles when 

they collide to the wall (Figure 2.4). It defines as the fraction of final 

velocity to the initial velocity. The coefficient is related to the kinetic 

energy. Normally, the coefficient is in between 0 to 1 which almost always 

less than 1 as the kinetic energy is being dissipated due to rotational kinetic 

energy, plastic deformation, and heat. Physically, the value of 1 describes 

an elastic collision, while values less than 1 describe an inelastic collision. 

A perfectly inelastic collision has a coefficient of 0.  
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𝜀 = √
𝐾𝐸𝑎𝑓𝑡𝑒𝑟 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛

𝐾𝐸𝑏𝑒𝑓𝑜𝑟𝑒 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛
 (2.14) 

𝜀 =
𝑢𝑎𝑓𝑡𝑒𝑟 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛

𝑢𝑏𝑒𝑓𝑜𝑟𝑒 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛
 (2.15) 

where, 𝐾𝐸 =
1

2
𝑚𝑢2 is the kinetic energy, and 𝑢 is the particle velocity. 

 
Figure 2.4 Particle behavior at a wall [6] 

 

Specie scalars 

The general form of scalar transport is 

∂𝜌ϕ𝑘

∂𝑡
+

∂

∂𝑥𝑖
(𝜌𝑢𝑖ϕ𝑘 − Γ𝑘

∂ϕ𝑘

∂𝑥𝑖
) = 𝑆ϕ𝑘

 and k = 1,…,N (2.16) 

where ϕ𝑘 is a general scalar variable, Γ𝑘is the diffusion coefficient for each 

scalar equation, and 𝑆ϕ𝑘
 is the specie sources. 

Shear-thinning blood rheology 

Shear-thinning rheology is the behavior of the fluid which its viscosity is 

depended on its shear rate. The model with best representing the blood is 

called Carreau’s model which is expressed by 

𝜇(𝛾̇) = 𝜇 + (𝜇𝑜 − 𝜇)(1 + (𝜆𝛾̇)2)
𝑛−1

2  (2.17) 

where, 𝜇𝑜 is the zero shear rate viscosity (Pa.s) 

 𝜇  is the infinite shear rate viscosity (Pa.s)  

 𝜆 is the relaxation time (s) 

 𝛾̇  is the shear rate (1/s) 
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Figure 2.5 shows the plot of viscosity when strain rate is varied. The model 

is a combination of power-law fluid and Newtonian fluid. The fluid behaves 

like a Newtonian fluid when the shear rate is low (𝛾̇ < 1/ 𝜆) while at the 

intermediate shear rate (𝛾̇ > 1/ 𝜆), the fluid behaves like a power-law fluid. 

 

Figure 2.5 Shear-thinning rheology 

Electrostatic model 

Electrostatic model is derived from the Maxwell’s electrostatic equations 

which are composed of four equations including Gauss’s law of electric 

field, Gauss’s law of magnetic field, Faraday’s law of induction, and 

Ampere’s law. These equations then combine with Lorentz force equation 

to yield the force acting on a charge under magnetic field. The Lorentz force 

equation can be expressed as 

𝐹 = 𝑞(𝐸 + 𝑣 × 𝐵) (2.18) 

where, F  is the force acting on the charge (N) 

 q  is the electrostatic charge (C, coulomb)  

 E  is the electric field (N/C) 

 𝑣  is the charge velocity (m/s) 

 B  is the magnetic flux density (A/m) 

From the equation, there are two terms including the force due to the 

electric field (𝐹𝑞 = 𝑞𝐸) and force due to the magnetic field (𝐹𝑞 =

𝑞(𝑣 × 𝐵)). The force due to the magnetic field can be neglected as the 

velocity of the charge is so small comparing with the speed of light 
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especially in the biomedical application of this study. The term of Lorentz 

force equation is reduced to 𝐹 = 𝑞𝐸. 

The derivative form of Gauss’s law can be expressed as 

∇ ∙ 𝐷 = 𝜌 (2.19) 

where D is the electric displacement vector, and 𝜌 is charge density. The 

relation between electric displacement and the electric field can be 

expressed as 

𝐷 = 𝜖0𝐸 + 𝑃 (2.20) 

where P is the induced polarization, and 𝜖0 is the permittivity of a vacuum. 

The constitutive relation described the induced polarization and the 

isotropic electric field can be expressed as 

𝑃 = 𝜖0𝜒𝑒𝐸 (2.21) 

where 𝜒𝑒is the electric susceptibility and 1 + 𝜒𝑒 is the relative permittivity, 

so the electric field equation can be derived in the form of charge density 

when 𝜖𝑚 = 1 + 𝜒𝑒 as 

∇ ∙ 𝜖𝑚𝜖0𝐸 =  𝜌 (2.22) 

The relative electric field equation as a function of solid volume fraction 

were fitted from the experimental data of Looyenga, Bottcher, and 

Bordewijk [7] as shown in Eq. 2.23 

𝜖𝑚 = 0.97 + 1.20𝜀𝑠 = 𝜀𝑔 (
2.17

𝜀𝑔
− 1.20) (2.23) 

Where 𝜀𝑠 is volume fraction of solid phase, and 𝜀𝑔 is volume fraction of gas 

phase. Then, the value of 𝜖𝑚 can be obtained from substituting 𝜀𝑔 and 

charge density. The charge density can be obtained from 

𝜌 = ∑ 𝑞𝑠𝛼𝜀𝑠𝛼
𝑁
𝛼=1  (2.24) 

where 𝑞𝑠𝛼 is the charge per unit volume of the 𝛼th solid phase and 𝜀𝑠𝛼is the 

volume fraction of 𝛼th solid phase. From all the equations above, the electric 

field of charge can be derived as 

∇ ∙ (𝜀𝑔 (
2.17

𝜀𝑔
− 1.20) 𝐸) =

∑ 𝑞𝑠𝛼𝜀𝑠𝛼
𝑁
𝛼=1

𝜖0
 (2.25) 

Substituting Poisson’s equation 𝐸 = −∇𝜑 

∇ ∙ (𝜀𝑔 (
2.17

𝜀𝑔
− 1.20) ∇𝜑) = −

∑ 𝑞𝑠𝛼𝜀𝑠𝛼
𝑁
𝛼=1

𝜖0
 (2.26) 
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The Poisson’s equation is implemented into computational fluid dynamics 

model by coupled with the gas volume fraction (𝜀𝑔) in each calculation time 

step. The equation yields the change of the electric potential which will be 

used to achieve the force acting on each of the solid phase (𝐹𝑞𝑠𝛼). 

𝐹𝑞𝑠𝛼 = −𝑞𝑠𝛼𝜀𝑠𝛼∇𝜑 (2.27) 

Reynolds period-averaging 

The fluctuation in small-scale occurred in the pulsatile flow system might 

not be practicable to interpret the results. The conventional smoothing 

method, Reynolds period-averaging, is introduced to describe the average 

state of the results. The decomposition of the arbitrary scalar variable (𝜑) 

can be defined as 

𝜑(𝑥, 𝑡) = {𝜑̅(𝑥) + 𝜑′(𝑥, 𝑡)} (2.28) 

The instantaneous scalar variable (𝜑(𝑥, 𝑡)) can be decomposed into two 

terms. The 𝜑̅(𝑥) term is a period-average of the scalar which defines as 

𝜑̅(𝑥) =
1

𝑇
∫ 𝜑(𝑥, 𝑡)
𝑇

𝑑𝑡 (2.29) 

where the T is the considered flow period. The 𝜑′(𝑥, 𝑡) term is the deviation 

of the flow scalar. 

By applying the general form to the specie concentration (𝑐𝑖), the 

decomposed form can be defined such that 

𝑐𝑖(𝑥, 𝑡) = 𝑐𝑖̅(𝑥) + 𝑐𝑖
′(𝑥, 𝑡) (2.30) 

The period-average is useful to extract relevant data in order to distinguish 

the time-dependent scalar variable from its steady-state equivalence. 

Particle sphericity 

Particle sphericity is the measurement of the particle shape on how closely 

it is comparing with perfect sphere. Mathematically, it is the ratio of the 

surface area of a sphere to the surface area of the particle.  

Ψ =
𝜋

1
3(6𝑉𝑝)

2
3

𝐴𝑝
 (2.31) 

𝐴𝑝 =
𝜋𝑑2

4
 (2.32) 
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𝑉𝑝 =
𝜋𝑑3

6
 (2.33) 

where 𝑉𝑝 is the volume of the aerosol particle, 𝐴𝑝 is the surface area of the 

particle, and 𝑑 is the mean diameter. 

Drag model 

Drag model is the set of equations which gives information about the 

momentum exchange between phases in multiphase simulation, such as 

between the gas-solid phases and/or solid-solid phases. In this study, two 

drags model are used to describe the behavior of the momentum exchange. 

The first model is Energy-minimization multi-scale model (EMMS) which 

is suitable for the multiphases flow with the cluster of particles. The model 

was developed based on the work of Li [8]. The second model for particle 

tracking model is Schiller Naumann drag model. 

EMMS 

𝛽𝑔𝑠 = {
150

𝜀𝑠(1−𝜀𝑔)𝜇𝑔

𝜀𝑔𝑑𝑝
2 + 1.75

𝜀𝑠𝜌𝑔|𝑣𝑔−𝑣𝑠|

𝑑𝑝
, 𝜀𝑔 ≤ 0.74

3

4
𝐶𝐷𝜌𝑔

(1−𝜀𝑔)𝜀𝑔

𝑑𝑝
|𝑣𝑔 − 𝑣𝑠|𝜔(𝜀𝑔), 𝜀𝑔 > 0.74

 (2.34) 

𝜔(𝜀𝑔) =

{
 
 

 
 −0.5769 +

0.0214

4(𝜀𝑔−0.7789)2+0.0044
, 0.74 < 𝜀𝑔 ≤ 0.82

−0.0101 +
0.0038

4(𝜀𝑔−0.7789)
2
+0.0040

, 0.82 < 𝜀𝑔 ≤ 0.97

−31.8295 + 32.8295𝜀𝑔, 𝜀𝑔 > 0.97

 (2.35) 

𝐶𝐷 =
24

𝑅𝑒
(1 + 0.15𝑅𝑒0.687) (2.36) 

Schiller Naumann drag model 

𝑓 =
𝐶𝐷𝑅𝑒

24
 (2.37) 

𝐶𝐷 =
24

𝑅𝑒
(1 + 0.15𝑅𝑒0.687) (2.37) 

Where 𝛽𝑔𝑠 is fluid-solid exchange coefficient. 
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Related literatures 

Wei et al. [9] compared the influence of anatomical and physiological airway change 

due to different head and neck position using computational fluid dynamics. A healthy 

female volunteer was undergone CT examination. First, the neutral position by 

naturally lying flat, second, the extension position by head extension and shoulder 

elevation and third, the sniffing position by head elevation as if you were trying to sniff 

the air were performed. The results showed that each head and neck position had 

different narrowest cross-sectional area. These might result in different flow behavior 

as the sniffing position had nearly 3 times wider cross-sectional area than its neutral 

position. Therefore, the air velocity in this position was much lower. As well as the 

pressure drop in this position was also lower, which led to the decreasing of airflow 

resistance. The recirculation airflow was found near the sub-glottic region in both 

neutral and extension position. To improve airway patency, sniffing position was 

suggesting to be used for aerosol drug delivery and mask ventilation.  

Maseri et al. [10] studied the steady and transient transport of the micro particle within 

realistic model of the human upper airway. The model was included both inhalation 

and exhalation phases of breathing. The breathing was studied under realistic cyclic 

breathing and equivalent steady airflow condition. The results showed that the steady 

state simulation with equivalent airflow rate of the transient simulation could predict 

the deposition fraction of particle with reasonable accuracy, which could gain some 

benefits from the reduction of the computational time. However, the regional 

predictions of the particle deposition fraction were remarkably different from the results 

obtained from the transient simulations. This might not be accurate for cyclic breathing 

conditions. In addition, the particle penetration fractions were also different. Hence, the 

transient simulations were needed to predict particle penetration into the lung.  

Kerakes et al. [11] developed the method based on vibrational spectroscopy using 

Raman and infrared to investigate the aerosol drug deposition in human airway system. 

The realistic human airway system was printed using 3D printer for rapid prototyping. 

Three different types of aerosol drugs were separately packed into the metered dose 

inhalers. The silicon substrates were placed inside the system to collect the aerosol 

particles that were fed in. The measurement results of the transmittance of the spectra 
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in the range of 500-2000 cm-1 were mapped and calibrated with the characteristic peak 

of each aerosol type. The intensity of the peaks was plotted as contour. To verify this 

measurement technique, the visual observation using optical microscopic images were 

used. The results from the mapped peak of Raman and infrared could be used as a 

deposition observation technique which had a good agreement with an optical 

microscopic image.  

Koullapis et al. [12] investigated the deposition of the particle in realistic domain 

reconstructed using multi-detector computed tomography. The charged aerosol 

particles with diameter of 0.1, 0.5, 1, 2.5 and 10 microns were used in this study. As 

the level of the charge were depended on the size and physical properties of the aerosols, 

the wide range of the elementary charges, 0-1000, were considered. These ranges are 

below the maximum charge holding limit of the aerosol. The result revealed that the 

electrostatic charge only played roles when the particle size was lower than 5 microns 

as the inertial impaction was dominant. For the particle with 0.1 microns of diameter, 

the overall deposition fraction for 1000 elementary charge was approximately 7 times 

higher than that of the no charge particle within the same size. In summary, the 

electrostatic charge increased overall deposition for the particle especially for small 

particles.  

Miguel et al. [13] studied the penetration pattern of the aerosol. The experiment using 

glass fiber tubing representing the human respiratory tree was conducted. The tube was 

replicated of the authentic model for the bronchial tree from the first branch of the 

trachea to the seventh generation of the tree. Alumina particles with the size in range of 

0.5 to 20 microns were used as an inhaled particle. Then, the penetration fraction had 

been studied. The experiment showed that the large-sized particles was significantly 

decreased the particle penetration fraction. In addition, the respiration frequencies 

showed the same trend. These behaviors could be represented using dimensionless 

number, Reynolds number and Stokes number. The particle penetration fraction was 

decreased with the decreasing of Reynolds number and the increasing of the Stoke 

number.  

Phuong et al. [14] investigated the flow pattern of upper human airway using 

experiment and computational fluid dynamics technique (CFD). The experiment was 

conducted using particle image velocimetry (PIV). The Reynold’s number of the fluid 
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entering the domain was controlled to ensure the corresponding of the actual breathing 

condition, 7.5, 15 and 30 L/min. The scattered light from tracer particle in the fluid was 

then captured. Three turbulent models, LRN k-e model, RNG k-e model, and SST k-

omega model, were studied. The result showed that the flow structure from PIV was 

similar for all three flow rates. The CFD results were consistent with those from PIV. 

The LNG k-e model was in good agreement with the experiment in term of velocity 

profile and peak velocity location. The nasal and oral inhalation was also evaluated. 

The result revealed a notable flow inclination due to pressure gradient from centrifugal 

force and the secondary motion of the fluid when the air was bend from the larynx to 

the trachea.  

Pourmehran et al. [15] investigated the airflow of the magnetic drug career (PMS40) 

using computational fluid dynamics technique. The dense discrete phase model (DPM) 

was applied to describe the flow behavior of the career where the external magnetic 

source was existed. The magnetic source was utilized in the first two zones of the human 

lung. The model was generated using realistic computed tomography. The air was fed 

at the rate of 15 L/min. The effect of magnetic source position, particle diameter and 

magnetic number was studied. To deliver the drug career to a first bifurcation, the 

magnetic source distance should increase further from the inlet. For the magnetic 

number of one Tesla, the drug deposition efficiency decreased with the increasing of 

the particle diameter between 2 to 5 microns. The effect was in reverse relation when 

the particle was larger than 5 microns. Also, the higher value of magnetic number, the 

drug deposition efficiency increased.  

Rahiminejad et al. [16] investigated pressure and velocity distributions during sneezing 

of 24-year old female subject. The effect of reaction of the subject including nose 

holding and closing the mouth while sneezing was also investigated. Computational 

fluid dynamics model of a realistic human upper airway was derived and developed 

using CT scan images. A hybrid mesh scheme with prismatic and tetrahedral elements 

was implemented to capture the interaction between the air and the walls of the system. 

SST k-e was used as a turbulence model because the simulated results had a lower error 

comparing to the available experimental data. The normal sneezing condition without 

any obstacles was found by applying the pressure of 8 kPa where the air flow rate would 

equal to the average volume flow rate of 470 L/min. The further experiment of the 
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subject reaction was assumed that the sneeze happened with either the same inlet 

pressure or the same flow rate. The results showed that, by holding the nose or mouth, 

the pressure difference along the tract was increased from 5 to 24 times over that of 

normal sneeze condition.  

Zubair et al. [17] reviewed the limitations of CFD modeling in nasal airflow. Postural 

effect during imaging could be affected by posture position. Respiratory tract was 

tending to be narrowest in supine position and widest in prone position. Changes in 

anatomical geometry due to postural changes had never been studied before. In 

addition, subject gender could also affect the flow resistance. Male subject had longer 

pharyngeal airway length and larger cross-sectional area of soft palate. The soft palate 

was soft tissue distinguished from the hard palate at the front of the mouth. With greater 

area, the shear force on incoming air was much higher. In such case, there was still no 

specific numerical modeling studies had been carried out to compare the effect of 

gender. While many researchers employed the plug flow boundary condition with fixed 

airflow velocity, nasal cavities were narrowing and widening simultaneously during 

each breathing cycle, which then caused the flow to be fluctuated with irregular patterns 

and frequencies. Therefore, fixed velocity boundary condition was not suitable for 

natural physiological inspiration modeling. In fact, pull-flow boundary was more 

appropriated as the expansion of the lungs would be set as a negative pressure gradient. 

Furthermore, respiratory tract contains mucociliary clearance mechanism which helped 

to maintain epithelial moisture and traps particulate material and pathogens moving 

through the airway. Without these mucous layers, the result tended to be inaccurate. To 

develop better model these assumptions must be addressed.  

Xu et al. [18] investigated the air flow and temperature gradient within a realistic human 

airway. As the injury from fire smoke inhalation was a major concern which caused 

burn-related death issue. The human airway, including nasal, oral, pharynx, trachea and 

part of first generation of the tracheobronchial tree, was built from the magnetic 

resonance imaging (MRI). The user-defined function of Pennes’ bioheat transfer 

equation was introduced to capture the heat generated from metabolism, blood 

circulation and heat conducted from human tissue. The inlet air temperatures were set 

to be 45 ̊C, 80 ̊C and 120 ̊C, which represented the early stage temperature of fire. The 

simulation results indicated that the inhaled hot air was mainly affected the oral cavity. 
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The inhalation flow rate was one of the factors that affected the interior temperature 

distribution and the particle deposition. The increasing of the particle size gave a rise 

to a deposition fraction. The inlet temperature only had a minor influence in the case of 

bigger particles.  

Huang et al. [19] proposed a multiphase kinetic theory model to describe the flow 

behavior of the red blood cells (RBCs) in a coronary artery. The pulsation of the flow 

was considered to match with human cardiac waveform. The computational results 

showed that the migration of the red blood cells away from the vessel walls was 

occurred in the entrance region of the artery. This migration was caused by the shear in 

the multiphase granular theory model. The computed viscosity was decreased with 

shear rate and vessel size. The results were also matched with the measurement. The 

wall shear stress was found to be highest in the inside area of the system curvature. The 

oscillating shear index (OSI) could be used to identify the deposition location indication 

where the particles did not align with the flow direction.  

Olgac et al. [20] developed computational fluid dynamics model of LDL transport from 

the artery lumen to the arterial wall. The volume and solute flux were reported to be 

affected by the local wall shear stress along the endothelial cell layer. The model was 

applied to the axisymmetric stenosed artery. The three-pore model was used to describe 

the contribution of vesicular pathway, normal junction pathway, and leaky junction to 

determine the value of volume and solute flux. The result showed elevate level of 

volume flux and solute flux at low shear stress regions. 

Giulia et al. [21] investigated atherosclerotic plaque formation in its early stage. The 

interactions of LDL and the other substances in stenosed artery were studied. It was 

observed that the formation of the plaque was corresponded with the wall shear stress 

and the growth was also found to be dependent on LDL levels. The location of plaques 

and their characteristics were found well when comparing with biological hypothesis. 

The four-layer model for the LDL transport in the arterial wall was developed by Yang 

and Vafai [22]. The endothelium, intima, internal elastic lamina (IEL) and media were 

modeled as homogeneous porous media. Staverman filtration and osmotic reflection 

coefficients were introduced to govern the permeability of each porous layer. The 

results demonstrated that the endothelial diffusive permeability was increased with 

pressure. In addition, the pressure-driven convective flow enhanced the LDL uptake. 
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The inlet and outlet boundary conditions were highly sensitive to the species 

concentration profile within the arterial wall. 

Kenjeres and Alexander [23] integrated the four-layer model of Yan and Vafai [22] to 

the carotid artery bifurcation. The study revealed the strong relationship between blood 

flow pattern including the wall shear stress distribution and the uptake of the LDL 

concentration. The model was used to predict the LDL concentration level within a 

rabbit aorta which was well validated with the experimental results. 

Gabriel et al. [24–26] investigated the feasibility of implementing steady-inflow 

condition instead of transient pulsatile flow in the modeling of atherosclerosis growth 

as the difference of the two flow fields might result in affecting the flow convection of 

transport species. The results revealed that the two flow fields were generally similar. 

However, ignoring the pulsatility might not be appropriate to describe the behavior 

near-wall transport of the model, since it would be influenced by the time-varying flow 

features, such as recirculation which was directly influencing the growth of 

atherosclerosis. Further study of Gabriel also developed index to quantify the flow 

oscillation so called oscillatory flow index (OFI). It was extended from the widely used 

oscillatory shear index (OSI). The index demonstrated by ranging the flow from 

direction-reversing (DR) to non-direction-reversing (NDR) modes, which revealed that 

DR mode was most prominent at sites of separating and reattaching flow. Whereas 

NDR modes were spatially spread and propagated from their sources. It was proposed 

that the flow behavior might be refined by segregating oscillatory flow modes. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER III 

CFD APPLICATION IN RESPIRATORY SYSTEM: 

Computational fluid dynamics simulation of full breathing cycle  

for aerosol deposition in trachea: Effect of breathing frequency 

The emission of fine solid particles is the causing of environmental problems. It also 

affects human health. The vulnerability of these fine particles leads to the chronic 

respiratory diseases, such as lung cancer, asthma, etc. These particles are too small 

which cannot be filtered and captured by human nasal hair [27,28]. The direct treatment 

of these diseases is to deliver the drug on to the site itself. This medical technique is 

called aerosol drug delivery. 

The small aerosol drug particles can be design specifically to directly deliver them to 

the disease site. It is the most efficient way for direct treatment of the respiratory 

disease. However, the proper design of the aerosol is required to maximize the 

effectiveness and reduce the side effect of treatment. Thus, the understanding of the 

flow pattern is essential for the aerosol drug design. 

One of the main factors affecting the flow of the aerosol is the electrostatic charge. The 

force of electrostatic interactions plays an important role as the charges are transferred 

from the particles to the surrounding body and vice versa. The charges with the same 

type are created repulsive force which repelled them apart. The opposite charges create 

attractive forces which induce the particle agglomeration. The relationship of the 

electrostatic charge can be used to manipulate the aerosol movement. By inducing the 

different charge type, it can assist the flow for localized targeted drug delivery, in 

contrast, it can also be used to repel those aerosols from other unwanted area. 

The studies of particle transport in human airway with different breathing condition, 

light breathing, normal breathing, and heavy breathing were conducted by many 

researchers [15,29]. These literature studies used computational fluid dynamics 

technique to investigate the particles movement using Lagrangian approach [30,31]. 

The results were different for each of the breathing conditions. The maximum 
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deposition fraction was found in the upper zone for the normal and light condition. The 

result was shifted downward to the deeper zone with heavy breathing condition. 

The recent studies investigated the effect of the electrostatic force acting on the aerosol 

drug using computer simulation. They were focused on the magnetic drug carrier 

(PMS40) using discrete phase model (DPM). The flow phenomena of the aerosol were 

observed while applying the magnetic source in the first two zones of the human lung. 

The constant flow rate of air was fed from the inlet at 15 L/min. The study parameters 

were magnetic source position, aerosol particle diameter, and the magnetic flux density. 

The result showed that in order to deliver drug to the first bifurcation of the airway, the 

magnetic source must be put further away from the inlet. For the magnetic number of 

one tesla, the deposition efficiency of the aerosol decreased with the increasing the 

particle diameter from 2 to 5 micron. Also, the improvement of the deposition 

efficiency could be done by increasing the value of magnetic flux density [12,15]. 

The studies of charged aerosol for both in-vivo and in-vitro reported that the deposition 

efficiency of the submicron particle was higher when the particle carried higher 

elementary charge [32–34]. Even though, the design of aerosol devices industry such 

as inhaler has been improved by the advancement of technology. The instruments are 

more capable of generating precise charge aerosol. The innovative studies on the effect 

of electrostatic charge are still needed for better instrument design. 

As stated above, previous studies have been investigated the flow behavior of the 

charge aerosol using Lagrangian approach which required much more computational 

resources. This study focused on implementing the electrostatic charge model within 

human airway using Eulerian (Euler-Euler) approach. By varying the breathing 

frequency, the effect of respiratory frequency on the deposition of the particles was 

studied. The normal breathing frequency of the average human adult was 15 breaths 

per minute (BPM) [35]. The breathing frequency could be faster or slower depended on 

various factors, such as age, gender, or current physical activity [36]. The study flow 

domain was reconstructed from the patient-specific three-dimensional (3D) computed 

tomography. The study reintroduced the measurement of the oscillatory flow velocity 

index (OVFI) to assess the fluctuation of the flow indicating the deposition location of 
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the aerosol. The OFVI had been previously used to quantify the blood flow oscillatory 

behavior [24], which will be beneficial to the study of air flow in human airway as well. 

Experimental 

Computational domain 

The computational domain of the human airway was reconstructed from the 

patient-specific computed tomography shown in Figure 3.1. The DICOM files 

were rendered to the 3D geometry in an open-source 3D Slicer software by 

putting all the image slices together. The rendered 3D model is shown in Figure 

3.2. The model was exported as .STL file compatible with commercial ANSYS 

Mesher 18.2. The model then discretized as the computational grid with the 

number between 100,000 to 200,000 cells. The model had three boundaries for 

the flow to enter and exit, one at the foremost top and two at the bottom. This 

computational model will be used in both inhalation and exhalation phases. For 

the inhalation, the top boundary was set as inlet for the air and aerosol particles 

to enter the trachea. The fluid transported along the passageway until it reached 

the first bifurcation. Then, the flow split into left and right bronchi. At the end of 

both bronchi, there was an outlet on each side. For the exhalation, the boundaries 

would be swapped, the gas then flew in from the bottom of the domain and flew 

out at the top of the domain which allowed the trapped particles and the air inside 

the domain to flow reversely out of the system. 

 

Figure 3.1 The 3D CT-scan images of the studied patient 
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Figure 3.2 Reconstructed 3D model from the CT-scan images of the patient 

 

 

Figure 3.3 The axial pressure profile for grid independence testing 
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The shape of the trachea domain was an irregular shape. Thus, the generation of 

the mesh was done with the polyhedral structure for better cell gradients 

approximation compared with the tri/tetrahedral structure, as well as, to reduce 

the total cell counts. The grid independent test was conducted to verify the 

precision of the calculation. The pressure profile along the length of the trachea 

is shown in Figure 3.3. Three differences grid size were compared. The profile 

showed substantial different results. The 100,000 cells count had insufficient 

number of cells to precisely obtain the result. The profile was deviated from the 

others. A 150,000 cells count gave a similar profile which consistent with the 

200,000 cell count. The optimized cell count with sufficient quality helps to 

reduce the computational resources. It clearly showed that the 100,000 cells grid 

did not have enough cells to obtain accurate results. The 150,000 cells count was 

then definitely chosen as the suitable one for the rest of the study. 

Mathematical model 

The governing equations with the additional source term equations were 

implemented to ANSYS Fluent 18.2. The electrostatic model was added to the 

model to take the charge particles into account. The Euler-Euler multiphase flow 

model was developed [37]. The solid phase was treated as the inter-penetrating 

continua. The kinetic granular theory and the frictional theory, used to solve solid 

pressure and viscosity, were included in the model [38].  

The continuity equations for multiphase flow are given as 

𝜕

𝜕𝑡
(𝜀𝑔𝜌𝑔) + ∇ ∙ (𝜀𝑔𝜌𝑔𝑣𝑔) = 0 (3.1) 

𝜕

𝜕𝑡
(𝜀𝑠𝜌𝑠) + ∇ ∙ (𝜀𝑠𝜌𝑠𝑣𝑠) = 0 (3.2) 

whereas the momentum conservation equations are shown in Eqs. 3.3 and 3.4: 

𝜕

𝜕𝑡
(𝜀𝑔𝜌𝑔𝑣𝑔) + ∇ ∙ (𝜀𝑔𝜌𝑔𝑣𝑔𝑣𝑔) = 

−𝜀𝑔∇p + ∇ ∙ 𝜏𝑔 + 𝜀𝑔𝜌𝑔𝑔 − ∑ 𝛽𝑔𝑠(𝑣𝑔 − 𝑣𝑠)
𝑛
𝑠=1  (3.3) 
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𝜕

𝜕𝑡
(𝜀𝑠𝜌𝑠𝑣𝑠) + ∇ ∙ (𝜀𝑠𝜌𝑠𝑣𝑠𝑣𝑠) = 

−𝜀𝑠∇p + ∇P𝑠 + ∇ ∙ 𝜏𝑠 + 𝜀𝑠𝜌𝑠𝑔 − ∑ 𝛽𝑔𝑠(𝑣𝑔 − 𝑣𝑠)
𝑛
𝑠=1 + 𝐹𝑞𝑠𝛼 (3.4) 

𝛽𝑔𝑠 is the gas-solid exchange coefficient. The subscript “s” and “g” are 

represented the solid and gas phase, respectively. vs and vg are the respective 

velocity vector field in the trachea. The symbol, p, , ,  and Ps are the trachea 

pressure, density, dynamic viscosity, volume fraction and granular pressure, 

respectively. The stress tensor () is defined as 

𝜏 = 𝜀𝜇(∇𝑣⃗ + ∇𝑣⃗𝑇) + 𝜀(𝜆 −
2

3
𝜇)∇ ∙ 𝑣⃗𝐼 ̿ (3.5) 

where I is the unit tensor and t is the current flow time. 𝜆 is the bulk viscosity of 

the arbitery phase. The Brownian motion can be neglected in the study as the size 

of the aerosols are in micrometer size [39,40]. The fluctuating kinetic energy of 

granular flow is specified as 

3

2
[
𝜕(𝜀𝑠𝜌𝑠𝜃)

𝜕𝑡
+ ∇ ∙ (𝜀𝑠𝜌𝑠𝜃𝑣𝑠⃗⃗⃗⃗ )] = (−P𝑠𝐼 ̿ + 𝜏𝑠⃗⃗⃗⃗

⃗⃗⃗⃗ ) : ∇𝑣𝑠⃗⃗⃗⃗ + ∇ ∙ (𝑘𝑠∇θ) − 𝛾 (3.6) 

where θ, ks, and γ is granular temperature, granular conductivity and collisional 

energy dissipation, respectively. The random particle kinetic energy measures per 

unit mass is defined as granular temperature. (𝜃 =
1

3
𝑣′𝑠𝑣′𝑠̅̅ ̅̅ ̅̅ ̅where 𝑣′𝑠 is fluctuating 

solid velocity [41]). 

The air in gas phase was assumed as an incompressible fluid. The density, 

viscosity and static pressure were defined as constants. The modified 

minimization multi-scale (EMMS) model was used to describe the drag force 

between the gas phase and solid phase. The EMMS model was very well suit with 

the system with particle cluster [8].  

The electrostatic charge is taken to account as the particle size is so small. The 

electrostatic force (𝐹𝑞𝑠𝛼) causing by the electric potential gradient may affect the 

flow behavior of the particle as the force is greater than its gravity force and drag 

forces [42]. The force could make particles to agglomerate and form the cluster. 

The particle cluster with electrostatic charge were pushed toward or away the 
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trachea wall depended on their charge properties. Rokkam’s model [43] was 

developed and implemented for electrostatic force. This model is based on 

Maxwell equations, which is the combination of four derivative equations, 

including Gauss’s law of electric field, Gauss’s law of magnetic field, Faraday’s 

law of induction and Ampere’s law. Putting these equations to Lorentz force 

equation, the calculation of the electrostatic force acting on the particles is shown 

in Eq. 3.6.; 

𝐹𝑞𝑠𝛼 = 𝑞(𝐸 + 𝑣 × 𝐵), (3.6) 

where F is the force acting on the particle under magnetic field (N), q is the 

electric charge (c), E is the electric field (N/c), v is a velocity of the electric charge 

(m/s) and B is the magnetic flux density (A/m). The equation can be reduced to 

𝐹𝑞𝑠𝛼 = 𝑞𝐸 as the charge velocity (v) is very low compared with the speed of light. 

Gauss’s law, in terms of the derivative, is shown in Eq. 3.7; 

∇ ∙ 𝐷 = 𝜌𝑐, (3.7) 

where D is the electric displacement vector and 𝜌𝑐 is the charge density. The 

relation between the electric displacement vector and the electric field can be 

described by Eq. 3.8; 
 

𝐷 =∈0 𝐸 + 𝑃, (3.8) 

where P is an induced polarization and is the permittivity of a vacuum. This 

constitutive relationship describes the polarized induction under an isotropic 

medium. The electric field, in terms of the charge density, can be derived from 

Eq. 3.9; 
 

∇ ∙∈𝑚∈0 𝐸 = 𝜌𝑐, (3.9) 

where 𝑃 =∈0 𝜒𝑒𝐸 when 𝜒𝑒 is the electric susceptibility measured from the 

experiment. The value of ∈𝑚 can be found in the previous literature [44]. The 

equation can be linearly fit with the volume fraction of solid particles and the 

volume fraction of gas, as shown in Eqs. 3.10 and 3.11; 
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∈𝑚= 0.97 + 1.20ε𝑠 = ε𝑔 (
2.17

ε𝑔
− 1.20) (3.10) 

𝜌𝑐 = ∑ 𝑞𝑠𝛼
𝑁
𝛼=1 ε𝑠𝛼  (3.11) 

The model was included in the momentum equation in a source term to represent 

the force acting on the solid phase in Eq. 3.4. In addition, the kinetic theory of 

granular flow was included in this model, which determined the fluctuation 

kinetic energy and collision of solid particles. 

However, the exact value of the Reynolds number was unknown. Recent studies 

of four flow turbulence models in human airway were reported that there is only 

a minor deviation from the results compared with that of the laminar flow model 

[45]. As the trachea domain had larger diameter with less complexity than those 

of the pharyngeal region, the flow was similar as a flow in single straight conduct. 

The estimated mean Reynolds number at peak inhalation was determined using 

hydraulic radius, given a value of 2,200. The value had been reported to be in 

range of resting and in activity conditions [46]. Thus, the unsteady state air flow 

in this study was expected to be mostly existing in laminar flow region [45]. 

Boundary and initial conditions 

The computational fluid dynamics was studied in three-dimensional space. The 

trachea wall was set as the no-slip boundary condition. The air and aerosol 

particle were fed together at the inlet of the domain. The inlet boundary was 

controlled by user defined function (UDF) using ANSYS fluent built-in complier. 

The inlet velocity profiles of gas phase and solid phase were programmed as 

shown in the Figure 3.4. The complete flow cycle was separated as the inhalation 

and the exhalation phases which was different than other studies which only 

applied a constant inlet velocity [14,29,47]. The inhalation phase was started 

where the velocity was gradually increased from zero until it reached peak 

velocity where the velocity gradients was zero. The inhalation phase completed 

when the flow velocity was gradually reduced to zero. The trachea inlet was set 

as velocity inlet, and those two faces at the bottom were treated as pressure outlet. 

For the exhalation phase, those two boundaries at the bottom were swapped with 
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the trachea inlet to become the inlet themselves. The given velocity profile was 

given as a cyclic sinusoidal time function as shown in equation 3.12 [10,48].  

 

Figure 3.4 The inlet velocity profile for all studied cases 

𝑣 =
𝑄

𝐴
sin (2𝜋𝑓𝑡) (3.12) 

Where v is the velocity normal to the boundary inlet face. 𝑄 is the maximum flow 

rate; A is the cross-sectional area of the inlet face. 𝑓 is the breathing frequency, 

and the current flow time. The average volumetric flow rate of human breathing 

in usual activity estimating from peripheral airway was 30 L/min [49]. To study 

the effects of breathing frequency, three breathing scenarios were considered, 

light (10 BPM), normal (15 BPM), and heavy breathing (20 BPM). The pressure 

boundary condition for the inhalation phase was assumed as pleural pressure 

which given in Figure 3.5 [50]. 

The pressure outlet for the exhalation phase was set as constant atmospheric 

pressure. For the wall boundary, the electric potential was set as zero. Aerosol 

particles with fixed diameter of 1 micron and density of 1,100 g/m3 were used in 

this study [51,52]. Aerosol particles were intended to make sure that they will 

deposit on to trachea wall. The aerosol charge was assumed to hold 1,000 

elementary charge which was below the Rayleigh limit of the charge and also the 

general range of normal aerosol drug [12,53]. The initial condition of the air and 
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aerosol particles was set as zero with zero velocity gradient. The aerosol collision 

with the wall was assumed to be inelastic. The air was assumed to be isothermal 

and incompressible. QUICK method was used to discretize all the governing 

equations. The transient simulation was carried out with the time step of 10-4 s. It 

was iteratively calculated until it reached the convergence criteria of 10-4. 

 

Figure 3.5 The outlet pleural pressure profile for all studied cases 

Parameter calculation 
Wall shear stress (WSS) 

Wall shear stress is the force per unit area acting on the wall boundary 

causing by the velocity gradient causing by the frictional force applied to 

the adjacent layer of the flow. The WSS (𝜏𝑤) is given by equation 3.13. 

𝜏𝑤 = 𝜇 (
𝜕𝑢

𝜕𝑦
)
𝑦=0

, (3.13) 

where 𝑦 is the distance from the wall. The determination of the wall shear 

stress is an invasive method which can be derived from the governing 

equations with some limitations as state in Demosthenes et al. work [54]. 

As the fluid in this study was considered as Newtonian fluid. The viscosity 

of air was assumed to be constant. Thus, the equation was left only the flow 

velocity gradient term that affect the wall shear stress. The high wall shear 

stress region means the velocity gradient is high in that near wall location 

which means the apostolic particle is expected to collide and deposits more 

in that region. In contrast, the small value of wall shear stress implies the 

small movement of the flow near the wall which latter could be attracted or 
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repelled by the electrostatic force causing by the potential gradient. The 

wall of the trachea is assumed to be rigid, however the real trachea wall 

might change during breathing. The skin friction coefficient (Cf), which is 

the derivative of wall shear stress is also examined. It is defined as the ratio 

of wall shear stress to the reference dynamics pressure which expresses as 

. where 𝜌𝑟𝑒𝑓 and 𝑣𝑟𝑒𝑓 is the reference density and 

reference velocity given as 1.225 kg/m3 and 1 m/s, respectively. 

Oscillatory flow velocity index (OFVI)  

Oscillatory flow velocity index (OFVI) is proposed by Gabriel et al. [24] It 

is an index which extensively used to quantify the oscillatory flow behavior 

of blood. The idea is to assess the deviation of wall shear stress across the 

flow domain in the period of the study which can be expressed as 

𝑂𝑆𝐼 = 1 −
‖𝜏𝑤̅̅ ̅̅ ‖

‖𝜏𝑤‖̅̅ ̅̅ ̅̅ ̅, (3.14) 

where 𝜏𝑤 = Θ𝑖 − (Θ𝑗n𝑗) n𝑖 of the traction stress Θ𝑖 = 𝜏𝑖𝑗𝑛𝑗  and n𝑖 is the 

unit normal to the wall. The index was normalized to have a range of 0 to 1 

to be able to compare with other indices. The index limitation is that it is 

only able to describe the flow in its wall space. The index was then extended 

to the flow space in analogous from of the oscillatory index (OI) [55] which 

is shown in Eqs. 3.15 and 3.16. 

𝑂𝐼{𝜑} = 1 −
‖ 𝜑̅̅̅‖

‖𝜑‖̅̅ ̅̅ ̅̅ , (3.15) 

𝑂𝐼{𝜑} = 1 −
‖

1

𝑇
∫ 𝜑
𝑇

𝑑𝑡‖

1

𝑇
∫ ‖𝜑‖𝑑𝑡
𝑇

, (3.16) 

where 𝜑 is the generic flow field variable and T is the assessment time. The 

oscillatory flow velocity index (OFVI) is obtained from applying the same 

equation to the flow velocity. The OFVI can be expressed as. 

𝑂𝐼{𝑢} = 𝑂𝐹𝑉𝐼 = 1 −
‖ 𝑢̅‖

‖𝑢‖̅̅ ̅̅ ̅ (3.17) 

/ (0.5 )w ref ref refCf v v =
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The indices applied to all the cell in control volume to measure the flow 

disturbance. Together, OSI and OFVI are able to measure the disturbance 

in both wall region and flow region. The indices were intended to develop 

for arterial blood flow study. Since the flow in human airway were 

physically solving using the same fundamental, the indices were re-

introduced and applied to human airway study. 

Results and discussion 

The flow domain was divided into 11 sliced planes for better representation of the flow 

variables. Figure 3.6 shows the sliced planes. It is clearly seen that each plane had 

different shapes and sizes. The cross-sectional area of the flow domain narrowed from 

plane 4 to 6, then expanded from plane 7 to 9. The widest section of the flow domain 

was at the bifurcation where the flow split into two part of the bronchi.  

To validate the implemented mathematical model, the flow proportion to the left and 

right bronchi was compared with that of real human data. The flow ratio to the left 

bronchus was 0.455 and to the right bronchus was 0.545. The results agreed well 

corresponded to the data reported from previous literatures [40,56,57]. The 

implemented mathematical model therefore able to predict the result for further 

investigate in this study. 
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Figure 3.6 Representative planes 

 

Figure 3.7 The obtained electrostatic field contour  
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Electrostatic field 

The electrostatic model was solved on the trachea flow domain to observe the 

electric potential in the vicinity of aerosol charge. As the positive aerosol charges 

were continuously fed in to the system, the electric potential gradually changes 

according to the current amount of charged aerosol. The snapshot of electric 

potential contour is shown in Figure 3.7. The electric field developed non-

uniformly inside the domain. The contour in Figure 3.7 shows that the potential 

at the wall is zero as set at the boundary condition. The potential was positively 

increased as it moves toward the center of the trachea. As expect, the solid volume 

fraction contour confirmed that the aerosol particle was denser at the region close 

to the wall (Figure 3.8-3.10). The contour also showed the agglomeration of the 

aerosol particles. Flow behavior of the solid had been altered by the influential of 

the electrostatic charge especially for the micrometer size of the particles [58]. 

Previously, experimental result from other literature also reported that the 

deposition fraction was higher as the aerosol charge increasing [59]. 

The velocity vector plot in Figure 3.11 also confirmed the aerosol flow behavior. 

Apart from the volume fraction contour, the velocity vector plot showed the 

direction where the aerosol particle was moving toward. The color shows the 

magnitude of the velocity. The aerosol particle flow vectors were mostly showed 

to move toward the wall of the trachea. The aerosol agglomeration was formed in 

layer next to the wall. The vector plot revealed the slow movement of the 

agglomeration layer. In all three cases, the particles were crammed in planes, 4, 

10, and 11. The agglomeration of particle were noticeably found at the breathing 

frequency of 15 BPM and 20 BPM. The flow patterns were disturbed differently 

for each breathing frequency case. As the flow patterns changed, the aerosol 

particles might not deposit in the intended location.  
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Volume Fraction Contour (10 BPM)  

 

Figure 3.8 The obtained solid volume fraction contour for a breathing rate of 10 

BPM in the (a) inhalation, (b) peak exhalation and (c) complete exhalation phases. 
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Volume Fraction Contour (15 BPM)  

 

Figure 3.9 The obtained solid volume fraction contour for a breathing rate of 15 

BPM in the (a) inhalation, (b) peak exhalation and (c) complete exhalation phases 
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Volume Fraction Contour (20 BPM)  

 

 

Figure 3.10 The obtained solid volume fraction contour for a breathing rate of 20 

BPM in the (a) inhalation, (b) peak exhalation and (c) complete exhalation phases. 
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Figure 3.11 The obtained flow field velocity for a breathing rate of 15 BPM 

 

Table 3.1 Leftover fraction (-) of charged aerosol in the system at a given time 

Frequency Peak inhalation phase Peak exhalation phase Fully exhale 

10 BPM 1.19E-01 8.15E-04 6.26E-04 

15 BPM 1.79E-01 1.45E-03 7.14E-04 

20 BPM 2.38E-01 2.83E-03 1.06E-03 

 

The total mass fraction of the aerosol that were still float and left in system after 

peak inhalation phase and peak exhalation phase and fully exhaled are shown in 

Table 3.1. The total mass fraction of all cases was similar in peak inhalation phase 

where the flow velocity was at its highest value. The volume fraction contours of 

all eleven sliced planes showed significant higher values near the wall region. 

This is because the electrostatic force pushes the positive aerosol charges towards 

the location that has low electric potential. After the end of inhalation phase, the 

flow velocity was gradually reducing to zero. Some of aerosol particles that were 

unable to penetrate deep enough were suspended inside of the flow domain. These 

aerosol particles were likely to flow out in the exhalation phase. Previous 

literatures had not considered this possibility of particles flowing out. They 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 46 

marked them as trapped particles instead. However, these particles could also 

deposit on the way out as well. 

From the results shown in the table, the total mass fraction of charged aerosol 

appeared to be lowest for the condition where the breathing frequency was 10 

BPM. Since the flow time of this case was longest compared with other cases, the 

flow might flush out all the aerosol particles in the flow domain. The force acting 

on the solid particles were unbalanced which causing them to move towards 

specific direction. In this case, the electrostatic force was not strong enough to 

withstand the shear force from the main gas flow, the deposited aerosols were 

then carried out by the main flow. 

The flow streamlines are shown in Figure 3.12. There were some regions where 

the flow streamlines were not aligned with others. It caused by the changing of 

the cross-sectional area of the geometry. The sudden change of the geometry by 

the reduction or enlargement of the trachea diameter caused the circulation zone 

where the flow was moving slowly in the circular region. In this region, the 

increasing temporal residence time would give a much longer time for the aerosol 

to move according to the electrostatic force which had a significant influence on 

the particle comparing to the shear force from the main flow. Thus, the deposition 

and segregation were mainly found in this region. The volume fraction of the 

aerosol particles was then dense in some of these planes.  

The flow distance in the case of breathing frequency 15 BPM and 20 BPM were 

slightly shorter than that of the 10 BPM case. The total mass fraction 

accumulation in the system for these cases were found to be higher, eventhough 

the overall flow behavior might not have much differences. 
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Figure 3.12 The obtained gas velocity streamline for a breathing rate of 15 BPM 

Table 3.2 shows the average granular pressure for each breathing phase. The 

results were consistent with the result from the total mass fraction accumulation. 

The average granular pressure of all cases was similar in peak inhalation phase 

where the flow velocity was at its highest value. The higher of the granular 

pressure suggested the higher of the solid volume in that interested region. In 10 

BPM case, the result showed the lowest granular pressure, and slightly higher in 

15 and 20 BPM cases, respectively, for the fully exhale case. 

Table 3.2 Average granular pressure (Pa) in the system at a given time 

Frequency Peak inhalation phase Peak exhalation phase Fully exhale 

10 BPM 2.49E-11 4.91E-11 2.90E-11 

15 BPM 2.13E-11 9.93E-11 3.43E-11 

20 BPM 2.14E-11 1.81E-10 4.50E-11 

 

Wall shear stress 

In general, the flow within the flow domain were not moved with the same 

velocity at every flow layer. From the streamlines, the flow velocity was the 

fastest in the center of the trachea. The flow velocity was gradually reduced until 
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it was slowest at the wall. The friction of the fluid between fluid and the wall 

created the tangential force onto the wall. As the fluid velocity increased while 

the fluid was moving away from the wall toward the center of the trachea, the 

magnitude of the wall shear stress could be observed. According to the flow, the 

complexity in the flow field will significantly affect the flow velocity, in this case, 

the wall shear stress will consistently be affected. The changes in the value of 

wall shear stress imply the location of where the particle collision was occurred 

which was an alternative method to indicate the particle deposition.  

The contour plot of the wall shear stress was shown in Figure 3.13. For all the 

three breathing frequencies, the wall shear stress was high along the left side of 

the trachea. The flow velocity was suddenly changed in that region in the 

inhalation phase. The result was in reversed for the exhalation phase, the wall 

shear stress value was high on the opposite side. These are the effect of the 

unsymmetrical geometry of the human airway. 

The average value of wall shear stress at each stage of breathing was shown in 

Table 3.3. The results showed that the average wall shear stress was varied over 

breathing stages as the particle were fed into the system. The main concern of this 

study was at the end of the exhalation phase. The average wall shear stress was 

highest in the case of breathing frequency of 20 BPM. These results were 

consistent with the volume fraction contours.  

As expected, the wall shear stress was lowest for a case of breathing rate of 10 

BPM. The total number of aerosol particles accumulation left in the system was 

the lowest because the particles were already flew out of the system. So, there 

was just only a small movement of the particle near the wall. The skin friction 

coefficient was also showing the same trend as wall shear stress. The skin friction 

coefficient results were shown in Table 3.4. The skin friction coefficient is 

derived from the value of wall shear stress. These values were also high when the 

wall shear stress was high. 
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Figure 3.13 The obtained WSS contour for the (a) peak inhalation, (b) peak 

exhalation and (c) complete exhalation phases. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 50 

 

Table 3.3 Average solid wall shear (Pa) in the system at a given time 

Frequency Peak inhalation phase Peak exhalation phase Fully exhale 

10 BPM 1.68E-10 4.90E-09 2.18E-10 

15 BPM 2.03E-10 4.86E-09 2.69E-10 

20 BPM 2.46E-10 4.82E-09 3.58E-10 

 

Table 3.4 Average skin friction coefficient (-) in the system at a given time 

Frequency Peak inhalation phase Peak exhalation phase Fully exhale 

10 BPM 2.73E-10 8.00E-09 3.55E-10 

15 BPM 3.31E-10 7.94E-09 4.40E-10 

20 BPM 4.01E-10 7.87E-09 5.84E-10 

Many attempts had been done by researchers to develop such a tool such as 

oscillatory shear index, granular temperature, or oscillatory flow index, to locate 

the potential site for particle deposition in human organ system, for instance, the 

location of atherosclerotic lesion growth [19,24]. However, it is proposed here 

that the highest increase of wall shear stress regions is showing the possible 

aerosol deposition site. The wall shear stress is a possible index nominating the 

evaluation of the deposition site in aerosol drug design development. 

Granular temperature 

The average granular temperature results were shown in Table 3.5. It is so called 

the solid fluctuation kinetic energy which indicates the fluctuation of the particle 

velocity. In the case of breathing frequency of 10 BPM, the average granular 

temperature was the highest which means the fluctuation kinetic energy of the 

aerosol was still high. The high kinetic energy implied that the particles were still 

able to move elsewhere. The granular temperature is proportional to the kinetic 

energy of the random motion of the particles. Comparing the results with other 

studies, the granular temperature results were relatively low due to the considered 

volume fraction in this study was very low. The results from the study were in 

the range of 1E-09 to 1E-11 m2/s2 which gave a reasonable extension to the data 
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trend of the previous literatures [41,60–63] whereas the solid volume fraction was 

remarkably low values.  

Table 3.5 Average granular temperature (m2/s2) in the system at a given time 

Frequency Peak inhalation phase Peak exhalation phase Fully exhale 

10 BPM 8.50E-11 9.91E-09 9.96E-09 

15 BPM 5.56E-11 9.84E-09 9.94E-09 

20 BPM 4.59E-11 9.74E-09 9.92E-09 

 

Oscillatory flow velocity index (OFVI) 

OFVI was introduced in this study to obtain the steady-equivalent result of the 

flow which the flow velocity was averaged over the period of the simulation from 

the initial to the end of inhalation phase. These results were mandatory for the 

inhalation-based drug delivery design which helps pharmacist to formulate the 

site-specific aerosol drug. The OFVI plot helps to identify the oscillatory flow 

disturbances which affect the flow field. OFVI is an extension to the wall shear 

stress on to the flow spaces. A higher OFVI value represents the higher flow 

complexity where the local velocity is fluctuated with time. 

The OFVI contours of all three cases were shown in Figure 3.14. In all cases, The 

OFVI values were high in the same region which was reasonable as all the three 

cases share the same geometry. The flow should analogously be the same. 

Comparing the results with volume fraction contour, the agglomeration region of 

the particles was consistent. Thus, the OFVI was also be able to indicate the 

aerosol deposition location. This index can also be used for rapidly determine the 

location of deposition for targeted aerosol drug delivery, which is traditionally 

used in blood vessel studies. 
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Figure 3.14 The obtained OFVI for a breathing rate of  

(a) 10 BPM, (b) 15 BPM and (c) 20 BPM 

Conclusion 

The three-dimension computational fluid dynamics model of patient-specific trachea 

was investigated based on the data from computed tomography scan. The electrostatic 

model was implemented to represent the segregation and agglomeration behavior of the 

aerosol particles. The electrostatic force affected the movement of the particles 

especially where the flow velocity was low. The low flow velocity regions were 

primarily at the flow recirculation region. The positive aerosol charge caused them to 

move away from the center of the domain toward the wall due to lower electric potential 

near the wall. The flow field results were similarly showed the same pattern in all three 

breathing frequency (10, 15, and 20 BPM). However, the deposition of the particles 

was affected by the breathing frequency. A shorter flow time, particles only flew in 

short distance and then deposited at the upper part of the trachea. A longer flow time, 

the particles tended to flow much further to the lower part of the trachea. In summary, 

the computational fluid dynamic model of aerosol including electrostatic charge within 

patient-specific trachea had been successfully developed. The study reintroduced the 

WSS and OFVI as potential deposition region indicator. The WSS was high in the 

region where the particles were deposited. Like WSS, the analogous index, OFVI gave 

the same trend as WSS. The granular pressure, and skin friction coefficient were able 

to indicate the deposition trend. The total remaining aerosol particles was reflexed by 
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the value of kinetic energy, granular temperature and skin friction coefficient. These 

indices can be implemented into the mathematical model to use as a preliminary 

prediction of the aerosol deposition location for further problem analysis. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER IV 

CFD APPLICATION IN RESPIRATORY SYSTEM: 

The statistical study of the effect of aerosol properties on the 

deposition in idealized trachea 

Aerosol drug therapy was revolutionized the medication of several respiratory diseases. 

To efficiently treat the patients with the aerosol, not only the dosage of the active 

pharmaceutical ingredient (API) but also the location where they’re deposited in are 

essential [64]. Therefore, the study of particle deposition aids the design of the aerosol 

drug. 

The structure of human respiratory tract is complicate in shape and size. It is difficult 

for researcher to conduct the experiment. The measurement of flow inside the tract is 

thus challenged and limited. The idealized model was proposed by Weibel et al. [65] 

which simplified the respiratory geometry by reducing their dimensions and making it 

symmetrical, resulting in the widely used of the Weibel model among group of 

researchers to investigate the flow phenomenon for both in-vivo and simulation studies. 

In this chapter, the objective of this study is to develop the mathematical model and to 

identify the significant factors of aerosol properties affecting the particle deposition 

using multiphases Euler-Lagrangien computation fluid dynamics technique. In order to 

compare and validate the developed model with experimental data and other studies, 

the Weibel idealized trachea was reconstructed from G0 to G4. The understanding of 

the transport characteristic of the particle can be benefit in the design of aerosol drug 

delivery device which will promote the development of the inhaled aerosol. 

The Mathematical model 

There are two fundamental approaches in the CFD analysis of the fluid flow, the Euler-

Euler approach and Euler-Lagrangien approach. In this study, the Euler-Lagrange 

approach was used which solved the particle trajectory using equations of the motion 

for each individual particle. The volume fraction of the particles is not included in the 

continuous phase. As the aerosol particle considered in this study is small in volume, 
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the volume fraction of the particle was quite low which was reasonable for not included 

in the continuous phase.  

Computational model 

To study the gas and particle conduction, the human lower respiratory tract was 

selected from generation 0 (G0) to generation 4 (G4). In this study, the Weibel 

symmetrical model was used to construct the computational domain. The model 

was created in commercialized computer aided design software, Ansys Design 

modeler, which will further be used in computational fluid dynamics calculation. 

Figure 4.1 shows the first four generation of the Weibel symmetrical trachea. The 

detailed parameters are shown in Table 4.1 

Table 4.1 The Weibel symmetrical model parameters 

Generation Diameter (mm) Length (mm) 

G0 18.0 120.0 

G1 12.2 47.6 

G2 8.3 19.0 

G3 5.6 17.6 

G4 4.5 12.7 

 

 

Figure 4.1 The idealized trachea model 
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Weibel symmetrical trachea was meshed using ANSYS Mesher. The meshes 

were divided with the number of cells in the range of 150,000-400,000 elements. 

The meshes were tested for the grid independence of the computed result. The 

geometry using in this study had 1 inlet at the top of the trachea, and 16 outlets at 

the end of fourth generations. Each generation of the respiratory tree was marked 

to identity the amount aerosol particle deposited. The flow governing equations 

were applied with finite volume method. The unsteady-state solution was solved 

for the flow field which assumed to have a convergence criterion of the residual 

less than 10-4. Air was considered as the main fluid of this system which assumed 

to be incompressible Newtonian fluid. (constant density, viscosity, and fluid static 

pressure) The governing equations are expressed as follows: 

Continuity equation 

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌𝑢⃗ ) = 0 (4.1) 

Momentum equation 

𝜕𝜌𝑢⃗⃗ 

𝜕𝑡
+ ∇ ∙ (𝜌𝑢⃗ 𝑢⃗ ) = −∇p + ∇ ∙ (𝜏̿) + 𝜌𝑔  (4.2) 

𝜏̿ = 𝜇[(∇𝑣⃗ + ∇𝑣⃗𝑇) −
2

3
∇ ∙ 𝑣⃗𝐼]̿ (4.3) 

where I is the unit tensor and t is the current flow time. The Brownian motion can 

be neglected in the study as the size of the aerosols are in micrometer size [39,40] 

Particle transport theory 

Particle transport model is the sub model of multiphase model, where the particles 

are all tracked in the whole domain using Lagrangian method, rather than being 

modeled as an additional phase in Eulerian method. The aerosol phase is modeled 

by a sample of individual aerosol particles. The tracking is conducted by forming 

the set of ordinary differential equations for each particle. These set of equations 

are equations for their position, velocity, temperature, and mass, which are then 

integrated to calculate the behavior of the particles. 
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Individual particles are tracked from the injection point which is an inlet of the 

domain until they escape out of the domain or collide to the domain wall. Every 

time particle is injected, the source terms are generated to the fluid mass and 

momentum equations in order to couple with continuous fluid. The particle 

displacement is determined using forward Euler integration of the particle 

velocity as expressed: 

𝑥𝑝
𝑛 = 𝑥𝑝

𝑜 + 𝑈𝑝
𝑜𝛿𝑡 (4.4) 

(
𝑑𝑥𝑝

𝑑𝑡
) = 𝑈𝑝 (4.5) 

where, 𝑈𝑝
𝑜 is the initial particle velocity. The superscript o and n are referred to 

old and new values, respectively. The forward integration of the particle aerosol 

is calculated then at the end of the timestep, the new particle velocity is 

determined using the particle momentum equation as given: 

𝑚𝑝 (
𝑑𝑈𝑝

𝑑𝑡
) = ∑𝐹 (4.6) 

where ∑𝐹 is the summation of the forces acting on the particle. The particles are 

discretely travel in a continuous fluid medium which the acceleration of the 

velocity by multiple sources of force, for instance, the difference in particle and 

fluid velocity, displacement of the fluid by the particle, etc. The Eq 4.6 can be 

expanded as: 

𝑚𝑝 (
𝑑𝑈𝑝

𝑑𝑡
) = 𝐹𝐷 + 𝐹𝑔 (4.7) 

In this study, only two forces are included in the model. 𝐹𝐷, and 𝐹𝑔 are the particle 

drag force and the force due to gravity, respectively. U is the fluid velocity. 

The drag force per unit particle mass is expressed as: 

𝐹𝐷 =
18𝜇

𝜌𝑝𝑑𝑝
2

𝐶𝐷𝑅𝑒𝑟

24
 (4.8) 

Where 𝜇 is the dynamic viscosity of the fluid, 𝜌𝑝 is the density of the particle, 

and 𝑑𝑝 is the particle diameter. The relative Reynolds number (𝑅𝑒𝑟) is defined 

as: 
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𝑅𝑒𝑟 =
𝜌𝑑𝑝|𝑈𝑝−𝑈|

𝜇
  (4.9) 

The Schiller Naumann drag model for the drag force between the particles and 

the fluid is described as 

𝐶𝐷 =
24

𝑅𝑒𝑟
(1 + 0.15𝑅𝑒𝑟

0.687) (4.10) 

The sphericity (Ψ) calculation is used to interpret the aerosol particle shape into 

the model which refers to the ratio of the surface area of the sphere to the surface 

area of the particle. It is defined as: 

Ψ =
𝜋

1
3(6𝑉𝑝)

2
3

𝐴𝑝
 (4.11) 

where 𝑉𝑝 is the volume of the aerosol particle, and 𝐴𝑝 is the surface area of the 

particle.  

Boundary conditions 

The top of the domain was considered as the trachea inlet which the air and 

aerosol were fed in. The inlet air velocity was given as sinusoidal function as:   

𝑣 =
𝑄

𝐴
sin (2𝜋𝑓𝑡) (4.12) 

where 𝑄 is the volumetric flow rate, 𝐴 is the cross-sectional area, 𝑓 is breathing 

frequency, and 𝑡 is current flow time. The aerosol particle velocity was set equal 

to the air. The normal average human flow rate of (30 L/min) and normal 

breathing frequency (15 breaths per minute) were chosen for this study. The 

amount of particle fed in the system was set to 10 microgram per cubic meter of 

air flow. The particle properties including particle size, particle density, and 

particle shape were the considered parameters.  

As air and particle flew along the tract, their momentum transfer to the trachea 

wall was governed by particle-wall interaction model which expressed by the 

value of restitution coefficient. In general, the wall of trachea is normally 

moistened and cover with thin-layer mucus, this study then assumed that every 

particle that interacted with the wall would be collected on that local site. Thus, 
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the tracking of the particle was terminated. To stop the motion of the collided 

particles, the coefficient of restitution in parallel and perpendicular direction were 

set to 0. 

The outlet was assumed as the average pleural pressure which was lower than the 

atmospheric pressure to represent the inhalation. The particles that reached this 

boundary, they escaped from the domain and eventually stopped being tracked. 

The total accumulated mass and total mass escaped from the domain was recorded 

for further analysis.  

The statistical analysis 

The effect of aerosol properties on the deposition of the aerosol particles were evaluated 

using three-level (3k) factorial experimental design method. The studied factors were 

the properties of the aerosol including aerosol diameter, aerosol density, and the aerosol 

shape which was represented by the sphericity of the aerosol. These factors were coded 

from, A, B, and C, respectively. Table 4.2 shows all the factors with their coded symbol, 

unit, and levels. The factor levels were shown in coded symbol, 1, 0, and -1, 

representing high level, medium level, and low level, respectively. The experimental 

design was varying to capture the interaction effects by interpreted with all the 

combinations of the factor levels which yielded the total number of 27 runs. 

The corresponded level of the diameter was chosen from their practical range of that of 

aerosol particles which was from 1 to 10 microns. The chosen density range was broad 

in order to represent the aerosol as well as the fine dust commonly found in the 

environment. The sphericity was assumed to be in range of perfect sphere (sphericity = 

1) to the value of 0.5.  The responses of this study were the deposition percentage of 

the aerosol and the amount of the aerosol that flew out the system to the deeper 

generation of the respiratory tree. The deposition percentage (DP) of the aerosol and 

the aerosol escaped percentage (EP) are defined as 

𝐷𝑃 =  
𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑤𝑎𝑙𝑙

𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑠𝑠 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
× 100 (4.14) 

𝐸𝑃 =  
𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑠𝑠 𝑜𝑓𝑎𝑒𝑟𝑜𝑠𝑜𝑙 𝑒𝑠𝑐𝑎𝑝𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑠𝑠 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
× 100 (4.15) 
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Table 4.2 Input parameters considered in this study 

Coded 

Factor 
Factor Unit 

Level 

 -1 0 1 

A Aerosol diameter 𝜇m 1 2.5 10 

B Aerosol density kg/m3 900 1,775 2,650 

C Aerosol sphericity - 0.50 0.75 1.00 

The model was implemented in commercial ANSYS CFX solver. The parallel 

computation was utilized to reduce the computational time. Computations were made 

with double-precision on a 64-bit machine for better resolution of the micro-scale 

simulation.  

 

Results and Discussions 

Mesh independency test 

The mesh independency test was conducted on the meshed trachea geometry 

(shown in Figure 4.1) to ensure the result accuracy. The mesh independence of 

the pressure was examined, and the results are plotted in Figure 4.2. The figure 

shows the pressure profile along the length of the trachea. As the total number of 

elements increased, the pressure profile converged onto a mesh-independent 

state. The 300,000 elements mesh was sufficient enough to provide the accurate 

results. To reduce the computation resources and time needed to complete the 

calculation, the final converged mesh selected for the study was 300,000 

elements. 
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Figure 4.2 Grid independence test 

 

 

Figure 4.3 Reynolds number of each generation (Q = 50 L/min) 
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Figure 4.4 Particle trajectory snapshot from 0 s to 0.5 s. 

Model Validation 

The validation was made to ensure the correctness of the model. The flow field 

was computed using the mathematical model as described in previous section. 

The results were compared with those of Shuai et al [66]. In order to compare the 

results, the flow rate was adjusted to match with their experiment. The Reynolds 

number for each trachea generation was determined. The results are shown in 

Figure 4.3. The plot showed that the mathematical model using in this study gave 

adequate prediction of the flow field. The prediction of the early generation was 

shown only 0.079 percent different.  

Preliminary results 

Figure 4.4 shows the comparison of the particle trajectory after in various flow 

time of Run 18 which all of the study factors was set at their medium level. From 

the beginning, there was no particle in the system. From 0.1 s to 0.5 s, the 
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trajectory clearly showed that the particles were moving faster in the middle of 

the flow domain. This was due to the particles were trapped to the wall according 

to the particle handling condition given at the wall boundary. At 0.4 s, the aerosol 

particles reached the outlets at the bottom of the fourth generation and started to 

escape out of the domain. The total mass of the aerosol that escaped the domain 

was recorded, which implied that the particles were able to penetrate further down 

to the latter generation of the respiratory tree. Table 4.3 shows all the run 

combinations with their total mass escape and deposition percentage results. The 

results showed that Run 13, 17 and 25 had the highest total mass escaped from 

the flow domain with the value of 2.1305E-11 kg which was 63.77 percent of the 

total aerosol inhaled. These three runs shared the same configuration except the 

aerosol sphericity which represents the shape of the aerosol. The sphericity was 

used to determine the actual diameter of the aerosol which latter used in drag 

model to evaluate the momentum exchange between the main flow and the 

particles themselves. It can imply from the results that the particle sphericity 

might not affect the total particle penetrated deep down the tree. Run 1, 5 and 10 

showed the lowest total mass escaped from the flow domain with the value of 

1.3355E-11 kg which was 39.98 percent of the total aerosol inhaled. The results 

were similar to the case with high total mass escaped, the different in sphericity 

did not affect the particle to escape the domain. The difference between the 

maximum cases and the minimum cases were the diameter and the density of the 

aerosol. The group of the highest total mass escaped cases had the low level of 

both diameter and density configuration, whereas, the lowest total mass escaped 

cases had the high level of both diameter and density.  

The deposition percentage for all cases were evaluated and represented in Table 

4.3. The results revealed the same group of runs giving similar trend results. Run 

1, 5 and 10 showed the highest deposition percentages of 40.65 percent. The 

deposition percentage only took account for the aerosol particle that collided to 

the wall which were not included the aerosol particle that suspended in the air. 

The fraction was calculated with respect to the total aerosol mass inhaled. These 

runs shared the same properties except the sphericity. In contrast, run 13, 17, and 
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25 showed the lowest deposition percentages of all cases with the value of 16.71 

percent. The differences between these cases were the diameter and the density 

of the aerosol.  

Figure 4.5 depicted the deposition percentage in each generation of the respiratory 

tree. The deposition percentage of the aerosol particle in the first four generation 

(G1-G4) was the highest in cases of 10 𝜇m diameter compared with 2.5 𝜇m and 

1 𝜇m. The larger particle size tended to deposit more in the early generations. The 

plot further confirmed that the smaller particle size tended to penetrate to the 

deeper generation (>G4). The results were similar with the reported from others 

[29]. Figure 4.6 depicted the deposition percentage of each generation while 

varying the aerosol density. The aerosol with high density tended to deposit more 

in the early generation. The deposition percentage was higher as it was getting 

deeper. This was because the deeper generation had more child branches resulting 

in higher contact area which gave higher collision probability for the aerosol. 

Figure 4.7 depicted the deposition percentage of each generation while varying 

the aerosol sphericity. The bar graph showed nearly identical. These might imply 

that the aerosol sphericity might not have an effect to the location of deposition. 

To interpret the result statistically, the results were then evaluated to determine 

the significant of the factors using the analysis of variance (ANOVA). 
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Table 4.3 The designed experiment with all possible combinations 

Run 

No. 

Factor Total aerosol escaped Deposition 

percentage (%) 
A B C (kg) (%) 

1 1 1 1 1.3378E-11 40.05 40.6616469 

2 1 0 1 1.6703E-11 50.01 30.5266467 

3 1 -1 -1 1.8067E-11 54.09 26.4330988 

4 1 -1 0 1.9205E-11 57.48 23.0161039 

5 1 1 0 1.2078E-11 36.16 44.5276798 

6 -1 1 1 2.1291E-11 63.75 16.769089 

7 1 0 0 1.5603E-11 46.71 33.8658638 

8 0 1 1 2.1085E-11 63.13 17.4159132 

9 -1 0 0 2.1296E-11 63.76 16.7572257 

10 1 1 -1 1.0333E-11 30.94 49.8258834 

11 0 0 -1 2.1090E-11 63.14 17.3627709 

12 0 0 1 2.1180E-11 63.40 16.6140923 

13 -1 -1 -1 2.1298E-11 63.75 16.7277197 

14 -1 1 -1 2.1264E-11 63.65 16.8279692 

15 -1 1 0 2.1276E-11 63.69 16.7920098 

16 0 -1 -1 2.1210E-11 63.49 16.9876462 

17 -1 -1 1 2.1305E-11 63.77 16.705316 

18 0 0 0 2.1147E-11 63.30 17.1758575 

19 1 -1 1 1.9534E-11 58.47 22.0232729 

20 -1 0 1 2.1292E-11 63.73 16.7478689 

21 1 0 -1 1.3739E-11 41.12 39.5052532 

22 -1 0 -1 2.1281E-11 63.70 16.3541136 

23 0 1 -1 2.0905E-11 62.57 17.9004729 

24 0 -1 1 2.1241E-11 63.58 16.8951286 

25 -1 -1 0 2.1303E-11 63.76 16.7136898 

26 0 -1 0 2.1229E-11 63.54 16.9333407 

27 0 1 0 2.1025E-11 62.93 17.5402149 
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Figure 4.5 The deposition percentages of each generation for different aerosol 

diameter 

 

 

 

Figure 4.6 The deposition percentages of each generation for different aerosol density 
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Figure 4.7 The deposition percentages of each generation for different aerosol 

sphericity 

 

Parametric study results 

Escaped aerosol percentage 

To analyze the significant levels of the factors affecting the escaped aerosol 

percentage, the study utilized the ANOVA. The analysis results are shown 

in Table 4.4. At given confidence interval of 95.00%, the p-value of the 

significant parameter was considered to be lower than 0.05, thus, the 

analysis confirmed that the aerosol diameter (A), aerosol density (B), 

aerosol sphericity (C), the interaction between aerosol diameter and aerosol 

density (AB), the interaction between aerosol diameter and aerosol 

sphericity (AC) and the quadratic effect of the aerosol diameter (A2) were 

the important parameters. The main effect plot of aerosol diameter (A) is 

shown in Figure 4.8. The aerosol diameter had negative effect on escaped 

aerosol percentage. The plot shows the maximum escaped aerosol 

percentage where the diameter level was in between low and medium level. 
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had negative effect on the escaped aerosol percentage. The highest escaped 

aerosol percentage was found at low level of aerosol density. Figure 4.10 

shows the main effect plot of aerosol sphericity. The plot showed slightly 

higher in escaped aerosol percentage when the aerosol sphericity was 

increased. The aerosol sphericity lower than one suggested that the particle 

is not a perfect sphere. The lower the particle sphericity, the higher the 

aerosol projected surface area, resulted in the lower escaped aerosol 

percentage. However, the aerosol sphericity had only slightly positive 

effect on the escaped aerosol percentage.  

Figure 4.11 and Figure 4.12 showed the interaction plot and the surface plot 

which included the interaction effect of aerosol diameter and aerosol 

density (AB). It was clearly shown that within the range of the study, the 

escaped aerosol percentage was low when both diameter and density of 

aerosol particles was high. Figure 4.13 and Figure 4.14 shows the 

interaction effect plot and the surface plot of the aerosol diameter and 

aerosol sphericity (AC). The surface plot shows that the lowest escaped 

aerosol percentage was found when the aerosol sphericity was low and the 

aerosol diameter was high. 

The high diameter, high projected surface area and high density are 

correlated with the force due to gravity. The particles are pulled down by 

the gravity force causing them to collide with the wall before it can reach 

the outlet of G4, resulting in low escaped aerosol percentage. The 

interaction plot revealed that the relationship between aerosol diameter, 

aerosol density and aerosol sphericity was depended on each other. At the 

low level of aerosol density, the escaped aerosol percentage showed 

negative relationship with the aerosol diameter. The higher the diameter, 

gave the lower the escaped aerosol percentage. However, for the case of 

high level of aerosol density, the relationship between diameter and the 

escaped aerosol percentage changed direction. The plot depicted the 

positive relationship where the diameter was below medium level, and 

negative relationship where the diameter was above medium level.  
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Table 4.4 Analysis of variance for response 1: The particle escaped percentage 

Source 
Sum of 

squares 
Df 

Mean 

square 
F-value p-value 

Model 2447.92 9 271.99 40.03 < 0.0001 

A-Diameter 1396.04 1 1396.04 205.44 < 0.0001 

B-Density 235.33 1 235.33 34.63 < 0.0001 

C-Sphericity 30.49 1 30.49 4.49 0.0492 

AB 327.51 1 327.51 48.20 < 0.0001 

AC 41.18 1 41.18 6.06 0.0248 

BC 2.32 1 2.32 0.3414 0.5667 

A² 414.28 1 414.28 60.96 < 0.0001 

B² 0.0206 1 0.0206 0.0030 0.9567 

C² 0.7470 1 0.7470 0.1099 0.7443 

Residual 115.52 17 6.80   

Cor Total 2563.44 26    

 

 

 

 

 

Figure 4.8 Main effect plot of aerosol diameter on the particle escaped percentage 
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Figure 4.9 Main effect plot of aerosol density on the particle escaped percentage 

 

 

Figure 4.10 Main effect plot of aerosol sphericity on the particle escaped percentage 
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Figure 4.11 The interaction plot between factor A and B 

 

 

Figure 4.12 The surface plot of particle escaped percentage between A and B 
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Figure 4.13 The interaction plot between factor A and C 

 

 

Figure 4.14 The surface plot of particle escaped percentage between A and C 
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Table 4.5 Analysis of variance for response 2: The deposition percentage 

Source 
Sum of 

squares 
Df 

Mean 

square 
F-value p-value 

Model 2496.91 9 277.43 40.39 < 0.0001 

A-Diameter 1422.05 1 1422.05 207.05 < 0.0001 

B-Density 240.72 1 240.72 35.05 < 0.0001 

C-Sphericity 30.85 1 30.85 4.49 0.0491 

AB 333.91 1 333.91 48.62 < 0.0001 

AC 43.57 1 43.57 6.34 0.0221 

BC 2.24 1 2.24 0.3259 0.5755 

A² 422.97 1 422.97 61.58 < 0.0001 

B² 0.0142 1 0.0142 0.0021 0.9642 

C² 0.5891 1 0.5891 0.0858 0.7732 

Residual 116.76 17 6.87   

Cor Total 2613.67 26    

 

Deposition percentage 

The analysis of variance (ANOVA) results for the effects of the factors on 

the deposition percentage are shown in Table 4.5. At the same given 

confidence interval of 95.00%, ANOVA table indicated the aerosol 

diameter (A), the aerosol density (B), the aerosol sphericity, the interaction 

of the aerosol diameter and density (AB), the interaction of the aerosol 

diameter and sphericity (AC), and the quadratic effect of aerosol diameter 

(A2) had significant effect on the deposition percentage. Figure 4.15 shows 

the main effect plot of the aerosol diameter (A). The increased of aerosol 

diameter resulted in the increasing of deposition percentage. 

Mathematically, the diameter was accountable in the drag force acting on 

the aerosol particle and the gravitational force. The higher the diameter, the 

drag force decreased (𝑑𝑝 is in reverse relationship with drag force as 

represents in Eq 4.8.) As the aerosol particles were assumed to have 

constant density, the increasing in aerosol diameter resulted in the increased 

in particle volume which directly proportional to gravitational force causing 

the particles to get pulled downward. The gravitational force played an 

important role on the particle movement as its combined with the force from 

the inhaled air. The particles accelerated and directly hit the wall at the Y-
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junction of the bifurcation yielding high deposition percentage of the 

aerosol particles. Figure 4.16 shows the main effect plot of the aerosol 

density. The higher the aerosol density, more particles were deposited on 

the wall. The higher aerosol density denoted that the particle had higher 

mass, which had higher gravitational force acting on the particle. The effect 

was similar to that of the aerosol diameter. The sphericity is related to the 

aerosol projected surface area. The decreasing of aerosol sphericity denoted 

the higher in projected surface area which the main effect plot is shown in 

Figure 4.17.  

The interaction effect of the aerosol diameter and density (AB) was also 

significant. The interaction plot is shown in Figure 4.18. At both medium 

level and high level of the aerosol density, the aerosol diameter had positive 

relationship with the deposition percentage. The effect showed the opposite 

relationship when the aerosol diameter was below its medium level. Figure 

4.19 shows the surface plot of the interaction of these two factors. It was 

clearly shown that the maximum deposition percentage was found when 

both aerosol diameter and aerosol density were high. 

The interaction effect of the aerosol diameter and sphericity (AC) was 

plotted in Figure 4.20. While the aerosol diameter was at its low level, the 

sphericity showed small positive effect on the deposition percentage. On 

the other hand, the aerosol sphericity showed strong negative effect on the 

deposition percentage.  
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Figure 4.15 Main effect plot of aerosol diameter on the deposition percentage 

 

Figure 4.16 Main effect plot of aerosol density on the deposition percentage 
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Figure 4.17 Main effect plot of aerosol sphericity on the deposition percentage 

 

 

Figure 4.18 The interaction plot between B and C 
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Figure 4.19 The surface plot of deposition percentage between A and B 

 

 

Figure 4.20 The interaction plot between B and C 
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Figure 4.21 The surface plot of deposition percentage between A and C 

 

Conclusion 

The three-dimension computational fluid dynamics model of the Weibel’s idealized 

trachea model from 0 to 4 generations was investigated. The particle transport theory 

was utilized to track the particle trajectory. The model was implemented and simulated 

in ANSYS CFX. The results from the model were compared and validated with 

experimental data from Shuai et al [66]. The model was extended to statistically 

investigate the effect aerosol properties on the escaped aerosol percentage and the 

aerosol deposition percentage. Three more aerosol properties were selected for the 

study including aerosol diameter, aerosol density, and aerosol sphericity. The  

3k factorial experimental design method was employed. The results could be concluded 

as: 
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aerosol diameter and aerosol sphericity (AC), and the quadratic effect of the 

aerosol diameter (A2) were identified as the important factors affecting the 

aerosol escaped percentage. 

• Aerosol diameter had negative effect on the escaped aerosol percentage. Small 

aerosol diameter penetrated deeper causing it to escape more than the particle 

with large diameter. 

• Aerosol density had negative effect on the escaped aerosol percentage. The 

high-density aerosol collided more to the wall, resulting in less particle escaped 

the domain.  

• Aerosol sphericity had slight positive effect on the escaped aerosol percentage. 

• The surface plot suggested that within the range of study the escaped particle 

percentage was lowest when both aerosol diameter and aerosol density were 

high while the aerosol sphericity was low. 

• Aerosol diameter (A), aerosol density (B), aerosol sphericity (C), the interaction 

between aerosol diameter and aerosol density (AB), the interaction between 

aerosol diameter and aerosol sphericity (AC), and the quadratic effect of the 

aerosol diameter (A2) had significant effect on the deposition percentage. 

• Both aerosol diameter (A) and aerosol density (B) had positive effect on the 

particle deposition percentage. 

• The maximum deposition percentage was found when both aerosol diameter 

and aerosol density were high while the aerosol sphericity was low. 

The understanding of the effect of aerosol properties was served as a guideline for the 

aerosol drug design industries. The identified factors could provide valuable guidance 

to the pharmacist to increase an efficiency of the aerosol drug design in targeted 

treatment specified to the patient as a part of precision medicine. However, the model 

was done based on the idealized model. The forces and interactions model were limited 

which could be improved in the future study for better representation of the flow 

phenomena. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER V 

CFD APPLICATION IN CIRCULATORY SYSTEM: 

Effect of transport parameters on atherosclerotic lesion growth: 

statistical experimental design analysis 

This chapter presents the application of computational fluid dynamics in circulatory 

system. The effect of transport parameters are studied which may cause the 

atherosclerotic lesion growth. Firstly, to give an overview of the disease, 

Atherosclerosis is categorized as cardiovascular disease. As the inflammation of the 

degenerated arteries starts, they are likely to restriction the blood flow to the other parts 

of the human body resulting in severe complications. This can happen in any arteries 

including in the brain, heart, and kidney, etc. The lesion from the inflammatory artery 

may develop then cause the accumulation and permeation of the macromolecules, 

including low-density lipoprotein (LDL) and other substances, into the arterial wall 

[67–69]. Over time, the wall becomes thicken and harden which make the arteries to 

become narrower. This restricts the oxygenated blood to flow to the other organs. The 

physical properties of the wall also change according to the inflammation [70]. The 

arteries may lose their flexibility which can potentially lead to the ruptures of the 

arteries. This blockage can be life threaten if the forming is located at the major organs, 

brain, or heart, resulting many serious symptoms including stroke, heart failure, etc 

[71].  

The stage of lesion development is complicated. Many researchers proposed that the 

area where the LDL was deposited in the artery was correspond to the local elevation 

of the LDL concentration [72,73]. On the early stage of development, the LDL was 

found to be highly accumulate in the intima region where it was abnormally enlarged. 

In addition, the wall shear stress was also noted to reveal the atherosclerosis lesion 

formation location [74]. The reduction of artery diameter showed higher wall shear 

stress value due to its increasing of flow velocity. Besides, the accumulation of LDL 

macromolecules was found behind the plaque where recirculation of the flow was found 

which appeared to be low in those location [75]. Previously, report from various studies 

suggested that the shape of endothelial cells near the wall were affected by the flow 
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field nearby that location which was represented by the value of wall shear stress. The 

hydraulic conductivity and the permeability of the endothelial cell layer were also 

responded to the wall shear stress [76–79]. 

The development of the computer simulation in this field has been rapidly advanced. In 

the early stage of development, the blood flow was considered as homogenous with 

single-layer porous wall model [20]. The multi-layer wall model including 

endothelium, intima, and media layers, was later introduced for better representation of 

the arterial wall [23,73,80]. 

However, recent development of the model has not yet considered the relationship 

between the wall shear stress and the flow properties. The objective of this study was 

to investigate the effect of the different fluid properties including blood density, blood 

viscosity, plasma density, plasma viscosity, and LDL concentration level in the blood 

on the intima-average LDL concentration level and the LDL coverage area. The 

axisymmetric geometry was used to investigate the results. Those study parameters 

were chosen from the practical ranges of normal human adult to find the highest risk 

factor. The 2k factorial statistical experimental design was used to find the influence of 

these parameters. 

The Mathematical Model 

The coronary artery geometry used in this study is illustrated in Figure 5.1. The multi 

layers geometry was introduced which consisted of three zones including lumen zone 

(1.84 mm), endothelium zone (0.001 mm), and intima zone (0.34 mm). The lumen zone 

was the zone where the blood was mainly flowing in. Blood was considered as 

incompressible Newtonian fluid. The zone adjacent to lumen zone was endothelium 

zone and intima zone. These zones were modeled as porous media with additional 

transport of blood plasma. It was noted that the thickness of endothelium zone and 

intima zone were much different in size. In this study, the assumption was made to the 

endothelium zone in order to reduce the computational cost. Given the thickness of 

endothelium layer as 1 micron. The thickness of endothelium layer was approximately 

2 order thinner than that of intima zone, and 3 order than that of lumen zone. It was 

assumed that the variation within the endothelium zone could be neglected. Thus, the 
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endothelium zone was assigned as thin layers of 1 micron thickness which had two 

pseudo interfaces, one on lumen side called lumen-endothelium interface, and on the 

other side, the endothelium-intima interface. These pseudo interfaces were acted as the 

data storage to store the scalar values within the endothelium zone.  

 

Figure 5.1 The detailed structure of the three-zone artery geometry  

(for illustration, not to scale) 

The blood flow in the lumen zone were governed by steady state Navier-Stroke 

equation. The mass flowing in the domain also needed to be conserved. The continuity 

equation and mass conservation are expressed as: 

 (𝑢𝑙 ⋅ 𝛻)𝑢𝑙 − 𝜇𝛥𝑢𝑙 +
1

𝜌
𝛻𝑝𝑙 = 0  (5.1) 

𝛻 ⋅ 𝜌𝑢𝑙 = 0 (5.2) 

where 𝑢𝑙, 𝜇 and 𝑝𝑙 are the blood velocity in the lumen zone, blood viscosity and luminal 

pressure, respectively. Because blood was considered as incompressible fluid, therefore 

blood density (𝜌) was taken as constant. 

In the arterial wall, the endothelium zone and the intima zone were treated differently 

compared with the lumen zone. The plasma flow was governed by Darcy’s law instead. 

These zones were assumed to be homogeneous porous media. 

𝑢𝑤 =
𝜅𝑝

𝜇𝑝
𝛻𝑝𝑤 (5.3) 

where 𝜅𝑝is the arterial wall permeability, 𝑝𝑤 is the wall-side pressure, and 𝜇𝑝 is the 

plasma viscosity. Table 5.1 shows the properties of blood and plasma using in this study 

which including viscosity and density. The properties were chosen as the studied factors 
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which acquired from the practical range of normal human adult. The LDL transport, 

which is the main cause of the plaque formation, is the main consideration of this study. 

It was governed by the convection-diffusion equation. 

𝑢𝑙 ⋅ 𝛻𝑐𝑙 − 𝐷𝑙𝛥𝑐𝑙 = 0 (5.4) 

where 𝑐𝑙 is the LDL concentration in the lumen zone and 𝐷𝑙 is the diffusion coefficient 

of the LDL. For the straightforward representation of the notation, subscript 𝑙 is denoted 

as the variable in the lumen zone and subscript 𝑤 is denoted as the variable in the arterial 

wall.  

The LDL transport in the arterial wall is slightly different compared with that of the 

lumen zone. The LDL consumption term (𝑟𝑤) was included to mimic the biochemical 

reactions. The flow transport also included reflection coefficient (𝜎𝑙𝑎𝑔) which is a 

measure of the degree to which molecules are retained or reflected by the membrane as 

expressed: 

 (1 − 𝜎𝑙𝑎𝑔)𝑢𝑤 ⋅ 𝛻𝑐𝑤 − 𝐷𝑤𝛥𝑐𝑤 + 𝑟𝑤𝑐𝑤 = 0 (5.5) 

The value of LDL reflection coefficient was proposed by Sun et al. [80] as 𝜎𝑙𝑎𝑔 = 

0.8514. Olgac et al. and Prosi et al. studied the diffusivity of LDL and proposed the 

consumption rate of LDL which were taken as 𝐷𝑙 = 5×10-12, 𝐷𝑤 = 8 ×10-13 m/s, and 

𝑟𝑤 =3×10-4 s-1 [20,81]. 

The membrane permselectivity was governed by three-pore model to determine the flux 

of solute that will penetrate the endothelium layer. The filtration velocity, Jv is defined 

by 

𝐽𝑣 = 
∆𝑃

𝑅𝑇𝑜𝑡𝑎𝑙
 (5.6) 

where, ∆𝑃 is the pressure difference between the endothelium on the lumen side and 

media-adventitia interface ∆𝑃 = 𝑝𝑙
𝑒𝑛𝑑𝑜 − 𝑝𝑎𝑑𝑣. The pressure at media-adventitial 

interface was set to be constant at 2333.33 Pa; and 𝑅Total is the total flow resistance, 

which is the summation of the resistance of endothelium cell and intima wall defines as 

𝑅Total=𝑅end+𝑅wall (5.7) 
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The flow pathways within the endothelium layer is composed of normal junction flow 

and leaky junction flow, which are parallel of each other. Thus, the resistance from 

these two pathways can be expressed as 

1

Rend
=

1

𝑅𝑛𝑗
+

1

𝑅𝑖𝑗
 (5.8) 

where, 𝑅𝑛𝑗 = 1/𝐿𝑝,𝑛𝑗 and 𝑅𝑙𝑗 = 1/𝐿𝑝,𝑙𝑗. Previous literatures suggested that the 𝐿𝑝,𝑛𝑗 

was set to be 8.7009 × 10-12 [m/(s Pa)] [82–84]. The auxiliary equations to calculate 

the resistances are shown in Eq. 5.9-5.12.  

𝐿𝑝,𝑙𝑗 =
𝐴𝑝

𝑆
𝐿𝑝,𝑠𝑙𝑗 (5.9) 

𝐿𝑝,𝑠𝑙𝑗 =
𝑤2

3𝜇𝑝𝑙𝑖𝑗
 (5.10) 

𝐴𝑝

𝑆
=

4𝑤

𝑅𝑐𝑒𝑙𝑙
𝜙 (5.11) 

𝜙 =
𝐿𝐶×𝜋𝑅𝑐𝑒𝑙𝑙

2

unit area
 (5.12) 

The hydraulic conductivity of the leaky junction pathway (𝐿𝑝,𝑙𝑗) is shown in Eq. 5.9. 

The single hydraulic conductivity of the leaky junction (𝐿𝑝,𝑠𝑙𝑗) is given in Eq. 5.10. The 

parameters, 𝑤 is the half-width of the leaky junction, 𝑙𝑖𝑗 is the length of the leaky 

junction, 𝜇𝑝 is the plasma viscosity, 𝑅𝑐𝑒𝑙𝑙 is the endothelial cell radius given the value 

of 15 um, and 𝜙 is the ratio of the area of leaky cells to the area of all cells. 𝜙 is 

correlated to the number of leaky cells (LC), the number of mitotic cells (MC), and the 

shape index (SI), which eventually derived from the wall shear stress: 

𝐿𝐶 = 0.307 + (0.805 × 𝑀𝐶)  (5.13) 

𝑀𝐶 = 0.003797𝑒14.75⋅𝑆𝐼 (5.14) 

𝑆𝐼 = 0.380𝑒−0.790𝑊𝑆𝑆 + 0.225𝑒−0.043𝑊𝑆𝑆 (5.15) 

𝑊𝑆𝑆 = |𝜇
𝑑𝒗

𝑑𝒏⃗⃗ 
| (5.16) 

where, 𝜇 is the fluid viscosity, 𝑣 is the fluid velocity, and 𝑛⃗  is the unit vector normal to 

the artery wall. The resistance from the wall was computed from  𝑅𝑤𝑎𝑙𝑙 =
𝜇𝑝𝑡𝑤

𝜅
 where, 
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𝑡𝑤 is wall thickness and 𝜅 is Darcy’s permeability of the wall. The total LDL flux, 𝐽𝑠, 

is described as 

𝐽𝑠 = 𝑃𝑎𝑝𝑝𝐶𝑙
𝑒𝑛𝑑𝑜 (5.17) 

where 𝐶𝑙
𝑒𝑛𝑑𝑜 is the local LDL concentration in the lumen side, 𝑃𝑎𝑝𝑝 is the total apparent 

permeability of the endothelium. The total apparent permeability is the summation of 

the permeability of each flow pathway which is defined as 

𝑃𝑎𝑝𝑝 = 𝑃𝑣 + 𝑃𝑎𝑝𝑝,𝑛𝑗 + 𝑃𝑎𝑝𝑝,𝑙𝑗 (5.18) 

where 𝑃𝑎𝑝𝑝,𝑙𝑗 and 𝑃𝑣 are apparent permeability of the leaky junction and permeability 

of the vesicular pathway; given by Olgac et al. [20] as 1.9×10-10 m/s and 1.92×10-11 

m/s, respectively. 𝑃𝑎𝑝𝑝,𝑛𝑗 is the endothelium permeability component of the normal 

junction. This study assumed that the normal junction pathway could be neglected as 

the size of LDL was larger than the passage of the solute [78,81], hence, the value of 

𝑃𝑎𝑝𝑝,𝑛𝑗 was neglected. 

The three-zone model was designed to individually solve the flow field in lumen zone 

and intima zone. The properties of blood and plasma were the study factors. To validate 

the model results, the data from previous literature was used to validate against. The 

same simplified axisymmetric artery geometry of Olgac et al [20] with 40 percent 

blockage is shown in Figure 5.2. 

 

Figure 5.2 The 40% blockage axisymmetric artery model used in this study  

(for illustration, not to scale) 

The simplified artery had radius with 𝑅 = 1.85 mm and the intima wall thickness  

𝑡 = 0.34 mm. The length of the artery was extended to ensure that the flow to be 

developed and no disturbance was affected by the outlet. The blood inflow at the inlet 

boundary was assumed as a parabolic profile and imposed as, 
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𝑢(𝑟) = 2𝑈0[1 − (
𝑟

𝑅
)2]  (5.19) 

with 𝑈0 = 0.24 m/s, taken as the average of the mean velocity of systolic and diastolic 

[85]. A constant pressure of 9,332 Pa was applied for the outlet. The intima interface 

with media was set with the constant 2,333 Pa. The filtration velocity (𝐽𝑣) was 

calculated by Eq. 5.6 was directly applied to the endothelium interface in the normal 

direction.  

LDL transport boundary conditions 

LDL concentration profile was uniformly fed in at the inlet boundary. A Naumann 

boundary condition of a zero-flux was set to the outlet and intima-media interface. 

Along the endothelium pseudo interfaces, the LDL flux, 𝐽𝑠 was described by 

convection-diffusion balance equation. Both interfaces are assumed that the mass 

entering the interface must be consistent with mass going out. Each layer had different 

value of diffusion coefficient (D). As reported by [23], the LDL flux is defined as: 

𝐽𝑠 = (1 − 𝜎𝑓)𝐽𝑣𝑐𝑖 − D
𝜕𝑐𝑖

𝜕𝑥
 (5.20) 

where 𝐷 = 𝐷𝑙 = 5.0×10-12 m/s is the diffusion coefficient of LDL in the lumen zone, 

and 𝐷 = 𝐷𝑤 = 8.0×10-13 m/s in the artery wall. 𝜕𝑥 = 0.5 𝜇m is the half distance 

between the two pseudo-interfaces which is half of the endothelium zone thickness. The 

solute flux in Eq. 5.17 was determined and applied to scalar flux in the normal direction 

of the pseudo-interfaces. 

The mathematical models were implemented in the commercial solver, ANSYS Fluent 

v18.2. The customized functions were added in to handle the inter-boundary of the 

pseudo interfaces. Double-precision solver was used for better floating-point accuracy 

of micro-scale calculation. The SIMPLE algorithm was used for pressure-velocity 

coupling of the Navier-Stokes equations. The second-order upwind scheme was used 

for the flow variables and species equations discretization. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 87 

Mesh independence test 

The artery geometry (shown in Figure 5.2) was divided into several grids of different 

mesh numbers. The mesh independency test was conducted to ensure the accuracy of 

the mesh. The test was done under steady-state flow of four meshes with different first-

layer element height in a range between 1×10-4 𝜇m to 5×10-7 𝜇m. The mesh 

independence of the wall shear stress in z-component was examined on the endothelium 

interface. The z-component of wall shear stress results are plotted in Figure 5.3.  

 

Figure 5.3. The plot of wall shear stress in z-direction along the normalized span  

of endothelium interface for varying near-wall cell height 

As the first-layer cell height was decreased. The wall shear stress plot converged onto 

a mesh-independent state. In the test conditions, the mesh with first-layer cell height of 

1×10-6 𝜇m was nearly identical to that of the small cell height 5×10-7 𝜇m. This result 

was in agreement with the mesh refinement study of Gabriel et al [26]. Thus, the prior 

was chosen for the rest of the study. The final converged mesh used in the study was 

300,000 elements to resolve the local flow phenomena. 
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The statistical experimental design 

The statistical analysis was applied to this study to measure the effect of the flow 

parameters. The high average intima LDL concentration and high LDL coverage area 

are unwanted outcomes which are known as the risk factors of the atherosclerotic lesion 

growth. The effect of these parameters was examined using 2k factorial experimental 

design method. It is a systematic approach to design the experiment for the system with 

one or more input parameters on the output responses with the minimal number of trials. 

The design is aimed to extract the maximum information from the study by interpreting 

the number of trials with all possible combinations of the factor level [86,87]. With this 

varying, the interaction effects which are caused by input parameters are also able to 

capture. 

Table 5.1 Input parameters considered in this study 

Coded 

Factor 
Factor Unit Low Level (-) High Level (+) 

A Blood Density kg/m3 1040 1060 

B Blood Viscosity Pa.s 0.0025 0.0045 

C Plasma Density kg/m3 1000 1035 

D Plasma Viscosity Pa.s 0.00096 0.00130 

E 
Inlet LDL Concentration 

Level 
g/ml 0.001 0.002 

 

Table 5.1 shows all study factors in this study including their codes, units, and values 

in each level. These considered study parameters were blood density, blood viscosity, 

plasma density, plasma viscosity, and inlet LDL concentration level which were 

represented in coded form, A, B, C, D, and E, respectively. These factor values were 

chosen from practical healthy human adult. In fact, these factors were preferably 

controllable by medical treatment or living manner. The positive sign (+) and negative 

sign (-) denoted the high level and low level of each factor. The study was replicated 

with different initial conditions of the pressure with the values of 9,000 and 12,000 Pa, 

respectively. These initial pressure values were equivalent to the average systolic and 

diastolic pressure. With the total of 5 study parameters, the total combination of the 

runs were 64 trials. All the trials are shown in Table 5.2 which also provides the results 
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of the study responses. The responses of this study were the intima average LDL 

concentration, and the LDL coverage area on the endothelium interface. The calculation 

of these two responses are expressed as 

𝐶avg,intima =
1

𝑉
∑ 𝐶𝑖|𝑉𝑖|

𝑛
𝑖=1  (5.21) 

where, 𝐶avg,intima is the volume-averaged LDL concentration in the intima zone 

(mg/ml), 𝐶𝑖 is the LDL cell concentration, 𝑉 is total volume of the intima domain and 

𝑉𝑖 is individual intima cell volume; and, 

LDL coverage Area = 2𝜋𝑟𝐴coverage (5.22) 

where, 𝐴coverage is the LDL deposition coverages area on the surface area of the 

endothelium and 𝑟 is the inner radius of the blood vessel. The F-statistic is computed to 

examine the significance of each individual factorial effect via p-value. [86]  

 

 

 

Figure 5.4 The velocity streamline of the flow in the vicinity of the lesion 
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Table 5.2 Designed experiment and its results 

Run 

No. 
Replicate A B C D E 

Intima Average LDL 

Concentration (mg/ml) 

LDL Coverage 

Area (m2) 

1 1 - - - - - 0.03523 1.749E-03 

2 1 - - - - + 0.07047 1.629E-03 

3 1 - - - + - 0.03535 1.749E-03 

4 1 - - - + + 0.07071 1.872E-03 

5 1 - - + - - 0.03524 1.749E-03 

6 1 - - + - + 0.07048 1.749E-03 

7 1 - - + + - 0.03540 1.749E-03 

8 1 - - + + + 0.07079 1.749E-03 

9 1 - + - - - 0.01706 7.605E-04 

10 1 - + - - + 0.03411 8.232E-04 

11 1 - + - + - 0.01724 8.107E-04 

12 1 - + - + + 0.03447 7.780E-04 

13 1 - + + - - 0.01706 8.232E-04 

14 1 - + + - + 0.03412 8.232E-04 

15 1 - + + + - 0.01724 8.107E-04 

16 1 - + + + + 0.03449 7.780E-04 

17 1 + - - - - 0.03545 1.800E-03 

18 1 + - - - + 0.07091 1.800E-03 

19 1 + - - + - 0.03557 1.759E-03 

20 1 + - - + + 0.07115 1.606E-03 

21 1 + - + - - 0.03546 1.651E-03 

22 1 + - + - + 0.07092 1.800E-03 

23 1 + - + + - 0.03556 1.606E-03 

24 1 + - + + + 0.07112 1.800E-03 

25 1 + + - - - 0.01717 8.081E-04 

26 1 + + - - + 0.03434 8.332E-04 

27 1 + + - + - 0.01734 8.107E-04 

28 1 + + - + + 0.03468 8.107E-04 
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Run 

No. 
Replicate A B C D E 

Intima Average LDL 

Concentration (mg/ml) 

LDL Coverage 

Area (m2) 

29 1 + + + - - 0.01717 8.332E-04 

30 1 + + + - + 0.03434 8.081E-04 

31 1 + + + + - 0.01736 7.705E-04 

32 1 + + + + + 0.03472 8.081E-04 

33 2 - - - - - 0.03731 1.872E-03 

34 2 - - - - + 0.07461 1.794E-03 

35 2 - - - + - 0.03743 1.805E-03 

36 2 - - - + + 0.07487 1.805E-03 

37 2 - - + - - 0.03729 1.794E-03 

38 2 - - + - + 0.07459 1.872E-03 

39 2 - - + + - 0.03748 1.805E-03 

40 2 - - + + + 0.07496 1.872E-03 

41 2 - + - - - 0.01709 8.107E-04 

42 2 - + - - + 0.03417 8.107E-04 

43 2 - + - + - 0.01727 7.780E-04 

44 2 - + - + + 0.03453 7.780E-04 

45 2 - + + - - 0.01711 8.107E-04 

46 2 - + + - + 0.03421 8.107E-04 

47 2 - + + + - 0.01726 7.780E-04 

48 2 - + + + + 0.03452 7.780E-04 

49 2 + - - - - 0.03741 1.709E-03 

50 2 + - - - + 0.07481 1.709E-03 

51 2 + - - + - 0.03740 1.709E-03 

52 2 + - - + + 0.07480 1.709E-03 

53 2 + - + - - 0.03738 1.709E-03 

54 2 + - + - + 0.07476 1.709E-03 

55 2 + - + + - 0.03738 1.664E-03 

56 2 + - + + + 0.07476 1.709E-03 

57 2 + + - - - 0.01721 7.705E-04 
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Run 

No. 
Replicate A B C D E 

Intima Average LDL 

Concentration (mg/ml) 

LDL Coverage 

Area (m2) 

58 2 + + - - + 0.03442 7.705E-04 

59 2 + + - + - 0.01739 7.881E-04 

60 2 + + - + + 0.03477 7.881E-04 

61 2 + + + - - 0.01720 7.705E-04 

62 2 + + + - + 0.03440 7.705E-04 

63 2 + + + + - 0.01737 8.207E-04 

64 2 + + + + + 0.03473 8.207E-04 

 

Results and Discussions 

Model validation 

The models were implemented and solved in the axisymmetric multi-zone artery 

model (Figure 5.1 and 5.2). The simulation result was validated against the result 

from Olgac et al. [20] 

The velocity vector plot in the vicinity of the lesion is shown in Figure 5.4. The 

observed results from the simulation revealed the path line magnitude and 

direction of the blood flow. It is clearly seen that the maximum velocity was 

found at the tip of the lesion where the diameter of the artery was reduced sharply. 

The recirculation zone region was also found right behind the stenosis. Four key 

variables including WSS, filtration velocity, LDL concentration profile, and LDL 

solute flux from the simulation model agreed well with that of the Olgac et al. 

work as presented in Figure 5.5, 5.6, 5.7, and 5.8, respectively. 

The wall shear stress plot in the vicinity of the lesion is shown in Figure 5.5. The 

result showed the highest wall shear stress value at the point of stenosis (𝑍𝑠𝑒𝑝
∗ = 

4.5). The peak indicated the highest velocity gradient which was presented at the 

location of the maximum reduction in artery diameter. The circulation zone 

region presented behind the stenosis. In fact, the separation point and 

reattachment point were able to reveal from the WSS plot. The peak location of 
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WSS was found to be in agreement with other studies [20,72,88,89]. The filtration 

velocity (Jv) plot along the endothelium interface is shown in Figure 5.6. The plot 

referred as the volume flux of the blood flow passing through the endothelium 

layer.  

 
Figure 5.5 Wall shear stress variation in the vicinity of the lesion along the 

normalized endothelial and location Z* = z/2R where z is the artery axial location 

from the model domain inlet and R is the inner radius of the lumen 

 

 

Figure 5.6 Filtration velocity through the endothelial layer versus the normalized 

endothelial axial location Z* 
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Figure 5.7 Normalized LDL concentration profile along the normalized 

 endothelial axial location 

 

 

Figure 5.8 Solute flux through the endothelial layer 
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Figure 5.9 LDL concentration contour in intima zone 

The plot showed the filtration velocity decreased acutely at the location of the 

stenosis. The increasing of intima layer (wall layer) thickness made the flow 

resistance of the wall to be higher which reflected in term of 𝑅wall and 𝑅Total. The 

maximum filtration velocity was increased and reached its maximum at the 

reattachment point. (𝑍𝑟𝑒𝑎𝑡𝑡𝑎𝑐ℎ
∗ = 7.5) 

The LDL concentration profile is shown in Figure 5.7. The LDL concentration 

reached to a local peak at the separation point and the maximum peak at the 

reattachment point. The maximum peak value was approximately two times 

higher than that of the local peak. The LDL concentration profile was 

corresponding with the solute flux profile as shown in Figure 5.8. The profile 

showed that maximum solute flux was found at the re-attachment point next to 

the stenosis site [90]. The contour plot of LDL concentration in Figure 5.9 

confirmed the location where solute flux was high. At the reattachment point, the 

LDL concentration was highest with the value about 0.23 times of the inlet 

concentration, while the average concentration elsewhere was about 0.05 times. 

Statistical analysis of intima average LDL concentration 

LDL build-up in the artery wall leads to its oxidative modification into highly 

atherogenic particle inducing the development of atherosclerotic lesions, namely, 

oxidized LDL (oxLDL) [91]. The average LDL concentrations in intima layer of 

each individual cases were measured from the results by the well-validated model 

as expressed earlier.  The results are shown in Table 5.2. The maximum intima 
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average LDL concentration was found from Run 40 with the value of 0.074936 

mg/ml. which was the case when the blood density and blood viscosity were set 

as low and plasma density, plasma viscosity, and LDL concentration level were 

set as high. The minimum intima average LDL concentration was found from 

Run 9 and Run 13 with the value of 0.01706 mg/ml. These two runs were shared 

the same properties except the different in level of plasma density, in which Run 

9 was set as low and Run 13 was set as high. The 25 factorial design was used to 

analyze the simulation outcomes. Figure 5.10 shows the half-normal plot which 

helps to distinguish the dominant factors that affect the intima average LDL 

concentration. The deviation of the factor in the plot from the normal line implies 

that the factors have statistical significance on the average LDL concentration. 

The plot clearly showed that blood viscosity (B) and inlet LDL concentration 

level (E) were deviated away. Other blood factors including blood density (A), 

plasma density (C), and plasma viscosity (D) were screened out by the plot. The 

interaction between blood viscosity and inlet LDL concentration (BE) was also 

marked as significant effect on intima average LDL concentration. 

 

Figure 5.10 The half-normal probability plot of blood factors on the intima average  

LDL concentration 
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Table 5.3 Analysis of variance for response 1: Intima average LDL 

concentration level 

Source 
Sum of 

Squares 
df 

Mean 

Square 
F Value p-value 

Model 6.33E-03 3 2.11E-03 6182.17 < 0.0001 

B - Blood Viscosity 3.21E-03 1 3.21E-03 9397.04 < 0.0001 

E - LDL Concentration Level 2.77E-03 1 2.77E-03 8105.36 < 0.0001 

BE 3.57E-04 1 3.57E-04 1044.11 < 0.0001 

Residual 2.05E-05 60 3.41E-07   

Lack of Fit 7.00E-07 28 2.50E-08 0.04 1.00E+00 

Pure Error 1.98E-05 32 6.18E-07   

Cor Total 6.35E-03 63    

The study utilized the analysis of variance (ANOVA) to determine the significant 

levels of those preliminary-screen factors in Figure 5.10. Table 5.3 provides the 

result of the analysis. At given confidence interval of 99.99%, the p-value of the 

significant parameters was lower than 0.0001, thus, the ANOVA table given the 

additional confirmation that the blood viscosity (B), inlet LDL concentration 

level (E), and their interaction (BE) had the significant effects on the intima 

average LDL concentration. Figure 5.11, 5.12, and 5.13 are plotted for further 

analysis on how these significant parameters impact the intima average LDL 

concentration. Figure 5.11 shows the main effect plot of the blood viscosity. The 

intima average LDL concentration decreased when blood viscosity increasing. 

Physically, the phenomena can be explained as that high blood viscosity makes it 

more difficult for the LDL particles to penetrate into the intima wall which 

happened to make the average LDL concentration in the intima zone to be low. 

Mathematically, the Eq. 5.16 explains this certain behavior. The term of wall 

shear stress: 𝑊𝑆𝑆 = |𝜇
𝑑𝒗

𝑑𝒏⃗⃗ 
| is linearly proportional to the fluid viscosity level. The 

higher the viscosity resulting in high wall shear stress. This also yielded the lower 

value of endothelial shape index (SI) as shown in Eq. 5.15. Therefore, through 

Eqs. 5.12-5.14, the hydraulic conductivity of the leaky junction pathway, 𝐿𝑝,𝑙𝑗 

(see Eq. 5.9) become lower. In another word, the higher wall shear stress value 
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reduced the penetration ability of the LDL particles that going through the 

endothelium layer onto the intima zone. Therefore, less LDL particles were 

accumulated in the intima zone. The modelling of the phenomenon was in a good 

agreement with the finding reported by Sakamoto et al [92]. 

The main effect plot of inlet LDL concentration is shown in Figure 5.12. The 

intima average LDL concentation was high corresponsed with the high inlet LDL 

concentration. The different of LDL concentration between the lumen-

endothelium interface and the endothelium-intima interface was the driving force 

for local mass transfer which denoted in term 𝐶𝑙
𝑒𝑛𝑑𝑜 of Eq. 5.17. This was well 

agreed with Wilson et al. [77], that the higher LDL concentration within the blood 

stream would give a higher risk of having coronary heart disease. 

Figure 5.13 shows the interaction effect between blood viscosity (B) and inlet 

LDL concentration level (E). The interaction effect implied that the impact of one 

factor could depend on the level of the another. The plot shows that those two 

lines neither cross nor parallel to each other which stated as ordinal interaction 

between these two factors. Within the interested range of study, the plot showed 

only a small mutual effect of these factors so that the predicted intima average 

LDL concentration was high when both blood viscosity and inlet LDL 

concentration level were high. Vice versa, the predicted intima average LDL 

concentration was low when the blood viscosity and inlet LDL concentration 

level were high. 
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Figure 5.11 The main effect plot of blood viscosity on average LDL concentration 

 

Figure 5.12 The main effect plot of inlet LDL concentration level on the intima 

average LDL concentration 

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

-1.5 -1 -0.5 0 0.5 1 1.5

In
ti

m
a

 a
v

er
a

g
e 

L
D

L
 c

o
n

ce
n

tr
a

ti
o

n
 (

g
/m

L
)

Blood viscosity (Coded B) Level

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

-1.5 -1 -0.5 0 0.5 1 1.5

In
ti

m
a

 a
v

er
a

g
e 

L
D

L
 c

o
n

ce
n

tr
a

ti
o

n
 (

g
/m

L
)

Inlet LDL concentration (Coded E) level



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 100 

 

 

Figure 5.13 The interaction plot between initial LDL concentration and blood viscosity 

 

 

Figure 5.14 Deposited LDL concentration in the intima region versus endothelial 

axial location 
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Statistical analysis of LDL coverage area  

The LDL coverage area is measure by the ratio of surface area where LDL 

particles were deposited into the intima zone to the total surface area of the 

endothelium-intima interface which is determined from the plot of the LDL 

concentration along the endothelium-intima interface. The inflection point of the 

slope was used to define the cut-off point for the selected area. The results in 

Table 5.2 showed that Run 4, 33, 38, and 40 had the highest LDL coverage area 

(1.872×10-2 m2). These four runs shared the same value of blood density and 

blood viscosity. The lowest LDL coverage area was found in Run 9 with the value 

of 7.604×10-3 m2, in which all blood factors were set as low except for the blood 

viscosity. Figure 5.15 shows the half-normal plot which clearly indicated that all 

of the effects were lied closely along the vertical axis. This simply screened out 

all of the non-significant factors except the blood viscosity (B). The blood 

viscosity was the only significant factor that affect the LDL coverage area on the 

endothelium-intima interface. 

 

 

Figure 5.15 The half-normal probability plot of flow parameters 
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Table 5.4 Analysis of variance for response 2: LDL coverage percentage 

Source 
Sum of 

Squares 
df 

Mean 

Square 
F Value p-value 

Model 4764.03 1 4764.03 4957.28 < 0.0001 

B - Blood Viscosity 4764.03 1 4764.03 4957.28 < 0.0001 

Residual 59.58 62 0.9610   

Lack of Fit 33.81 30 1.13 1.40 0.1760 

Pure Error 25.77 32 0.8054   

Cor Total 4823.62 63    

 

 

 

Figure 5.16 The effect plot of blood viscosity on the LDL coverage percentage. 
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Table 5.4 shows the analysis of variance (ANOVA). It further confirmed that the 

factor B (blood viscosity) had significant effect on the LDL coverage area with 

the p-value less than 0.0001. The main effect plot of blood viscosity on the LDL 

coverage area is shown in Figure 5.16. The blood viscosity was inverse 

proportions to the LDL coverage area. In short, the higher of the blood viscosity 

gave the lower of the LDL covering the intima surface. The low level of viscosity, 

2.5 ×10-3 Pa-s, resulted in the LDL coverage area of 1.751×10-2 m2. In 

comparison, the high level of viscosity, 4.5×10-3 Pa-s, resulted in the LDL 

coverage area of 7.914×10-3 m2. Physically, the increase of blood viscosity 

caused the higher flow resistance through the endothelium layer (𝑅𝑒𝑛𝑑). This will 

lower the filtration velocity comparing with the other cases with lower blood 

viscosity. From the statistical analysis, the results suggested that the high blood 

viscosity level could reduce the LDL coverage area on the endothelium-lumen 

interface. Run 9 and Run 13 gave the lowest average LDL concentration in the 

intima zone. Both cases had high level of blood viscosity and low blood LDL 

concentration. Run 9 also had the lowest LDL coverage area. Low intima average 

LDL concentration and low LDL coverage area are preferable conditions for this 

study. The interpretation of this statistical data serves as a guideline for additional 

analysis in this study field. According to the model, it also suggests that 

decreasing the LDL concentration and increasing the blood viscosity can 

potentially reduce the risk of having atherosclerotic plaque. These blood 

parameters are thus likely to be controlled by medical treatment or changing 

living pattern. 

Conclusion 

Three-zone artery model was proposed to investigate blood flow and LDL 

transportation in a coronary artery using computational fluid dynamics technique. The 

three-zone artery model which split the domain into lumen zone, endothelium zone, and 

intima zone was implemented and simulated in ANSYS Fluent. Based on  

Olgac et al’s axisymmetric artery geometry [20], the model results was validated and 

compared to ensure the model validity. The model was further extended to statistically 

study the effect of blood flow factors on the intima average LDL concentration and 
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LDL coverage area. Five typical blood factors included in this study were blood density, 

blood viscosity, plasma density, plasma viscosity, and LDL concentration level. To 

identify the significant of the parameters that led to the atherosclerotic lesion growth, 

2k factorial experimental design method was appointed and the outcomes of the study 

could be concluded as: 

• Blood viscosity and LDL concentration level were identified as influential 

blood factors affecting the atherosclerotic lesion growth. 

• Blood viscosity had negative effect on the intima average LDL concentration as 

it was decreased the flow to penetrate into arterial wall. 

• In opposite, the luminal LDL concentration level had a positive effect on the 

intima average LDL concentration. With the higher of the luminal LDL 

concentration, the higher LDL concentration within the intima was observed. 

• The interaction effect between these two blood factors showed a small mutual 

effect within the study range. 

• The LDL coverage area on the endothelium interface was strongly depended on 

blood viscosity. The LDL coverage area were decreased with the increasing of 

blood viscosity. The viscosity then played an important role in the flow 

resistance due to the shear force. 

In summary, the statistical study based on numerical simulation of the three-zone artery 

computational fluid dynamics model was developed to serve as a guideline for the 

investigation of atherosclerotic lesion growth. The two identified influential factors 

could provide beneficial advices for medical treatment to lower the risk of having 

atherosclerotic lesion. Nonetheless, the simulation was done based on a simplified 

artery geometry with might be the limitation of the study. A further improvement of the 

future study is to implement the model into the real patient-specific artery geometry. In 

addition, more detail on the species transport must be included for quantitively 

prediction. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER VI 

CFD APPLICATION IN CIRCULATORY SYSTEM: 

Biochemical interaction in the early stage formation of 

atherosclerotic lesion in arterial wall 

Blood flow within the cardiovascular system is driven by regular contractions and 

relaxations of the heart which generate periodic blood flow manner. The modeling of 

cardiovascular system is denoted as long-term processes which the time-scale of the 

processes is significantly longer than those of the normal flow in other systems [93]. 

To process the result with different size of respective time-scales, the explicit resolution 

of all parameters may become computational expensive [94,95]. Thus, to remove the 

time-scale associated with the periodic blood flow, the computational results are instead 

represented with their period-average equivalent. 

For the modeling of atherosclerotic lesion formation, the transient flow structure further 

away from the boundaries may cause the period-average results to deviate from their 

steady-equivalent [96,97]. These flow structures are mainly identified to be influenced 

by the flow oscillation and geometric irregularities such as curves and bifurcation of 

the blood vessel [98,99]. The change in flow structure will also recognize as physiologic 

influence on the endothelial cells which is referred as flow disturbances [100]. 

The morphologic changes in endothelial cells are associated with the local flow 

disturbances such as near-wall flow field. It is reported that the endothelial cells are 

elongated primarily unidirectional to the flow direction. The endothelial cell forms a 

tight barrier to the particulate species such as lipoprotein (LDL). However, the shape 

of the endothelial cells becomes polygonal and their arrangements are less organized 

when the flow is under disturbances. This leads to the behavioral changes in the 

permeability of the local endothelial layer [101,102].  

In this chapter, the improvement of the three-zone model from previous chapter has 

been studied. The three-dimensional patient-specific artery geometry is used instead of 

idealized axisymmetric geometry. In addition, species transport equations and 

biochemical interaction are also included in the model for better understanding of the 
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flow phenomena. The shear-rate depended viscosity model, Carreau’s model, is utilized 

to represent the viscosity of blood. The species concentration of foam cell inside the 

intima layer is examined and proposed as a sign of the early stage development of the 

plaque. The objective of this study is to develop the mathematical model of 

atherosclerotic lesion growth with biochemical interaction and to study the compromise 

locations where the accumulation of the plaque occurs which makes significant buildup 

of the excessive cholesterol. 

The mathematical model 

 

Figure 6.1 The 3-D illustration of the computation domain  

representing flow boundary 

The simulation was carried out using 3D computational fluid dynamics model. The 

coronary artery geometry was derived from the computed tomography of stenosed 

patient as shown on Figure 6.1. The bifurcations were renowned for the inducing of the 

localized flow structures that generated flow disturbances [98]. The model physically 

had one velocity inlet and three pressure outlets with mild stenosis right after the 

bifurcation. The flow region, lumen zone, was bounded by the wall layer. The three-

zone artery model was included, to extend the wall layer into three considered zones: 

lumen zone, endothelium zone, and intima zone. First, blood which was the primary 
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fluid flowing inside the lumen zone was consisted of two species: low-density 

lipoproteins (LDL) and monocytes. The blood was assumed to be incompressible fluid, 

which the density was defined as a constant value. The second zone, the endothelium 

zone, was a thin layer acts as a membrane controlling the blood volume flux and 

biochemical species from entering the intima layer. As the endothelial cell thickness 

was thin compared with other layers, the variations of the flow and species within 

endothelium zone were neglected. The endothelium zone was given a thickness of 1 

micron which then split into 2 psedo-interfaces, the lumen-endothelium interface and 

the endothelium-intima interface. These interfaces controlled the specie fluxes using 

custom user-defined functions. Once these species permeated themselves through this 

layer, they degraded and formed other species: oxidized low-density lipoproteins 

(oxLDL) and macrophages, respectively, in the intima zone as shown in the diagram of 

Figure 6.2.  

 

Figure 6.2 The flow diagram representing the luminal wall layers and its 

transportation of the species 

The hemodynamics within lumen zone was governed by continuity and unsteady state 

Navier-Stroke equations (Eq. 6.1-6.2). Blood was assumed to have constant density of 

𝜌 = 1,050 kg/m3 and a strain-rate dependent viscosity (𝜇) was expressed by Carreau’s 

model (Eq. 6.3).  

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌𝑢⃗ ) = 0 (6.1) 
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 𝜌 (
𝜕𝑢𝑙

𝜕𝑡
+ (𝑢𝑙 ⋅ 𝛻)𝑢𝑙) − 𝜇𝛥2𝑢𝑙 + 𝛻𝑝𝑙 = 0 (6.2) 

 𝜇(𝛾̇) = 𝜇∞ + (𝜇𝑜 − 𝜇∞)[1 + (𝜆𝛾̇)2](𝑛−1)/2 (6.3) 

where 𝑢𝑙 is blood velocity in the lumen zone, and 𝑝𝑙 is luminal pressure. 𝛾̇ is the strain 

rate obtained locally from the local flow domain. The parameters in Carreau’s model 

were defined as 𝜆 = 3.313 s, and n = 0.3568. The zero and infinite strain-rate limit 

viscosities were defined 𝜇0 = 0.056 kg/m-s and 𝜇∞ = 0.00345 kg/m-s, respectively. 

The coupling of the flow dynamics between lumen and intima zone were regulated by 

Three-pore model which was originated from Olgac et al [20]. Three-pore model 

expressed the total volume flux (𝐽𝑣) as a combination of its three pathways including 

vesicular pathway (𝐽𝑣,𝑣), normal endothelial junction pathway (𝐽𝑣,𝑛𝑗), and leaky 

junction pathway (𝐽𝑣,𝑙𝑗). 

 𝐽𝑣 = 𝐽𝑣,𝑣 + 𝐽𝑣,𝑛𝑗 + 𝐽𝑣,𝑙𝑗  (6.4) 

The volume flux primarily flew through normal junction pathway and leaky junction 

pathway. Therefore,  𝐽𝑣,𝑣= 0.  Others are expressed as: 

 𝐽𝑣,𝑛𝑗 = 𝐿𝑝,𝑛𝑗∆𝑝 (6.5) 

 𝐽𝑣,𝑙𝑗 = 𝐿𝑝,𝑙𝑗∆𝑝 (6.6) 

where, ∆𝑝 is endothelial pressure drop. The hydraulic conductivity for the normal 

junction, 𝐿𝑝,𝑛𝑗 was reported as 1.16 ×10-9 m/(smmHg) [84]. The hydraulic 

conductivity for the leaky junction (𝐿𝑝,𝑙𝑗) is defined as: 

 𝐿𝑝,𝑙𝑗 =
𝐴𝑝

𝑆
𝐿𝑝,𝑠𝑙𝑗  (6.7) 

where  
𝐴𝑝

𝑆
= 4𝑤𝑙/𝑅𝑐𝑒𝑙𝑙𝜙𝑙𝑗. 𝑅𝑐𝑒𝑙𝑙 is the endothelial cell radius, 𝑤𝑙 is the half-width of a 

leaky junction which was 20 nm as reported by Weinbaum et al. [103]. 𝜙𝑙𝑗 is ratio of 

the leaky cell to the area of all the cells. It is defined as: 

 𝜙 =
𝐿𝐶×𝜋𝑅𝑐𝑒𝑙𝑙

2

unit area
  (6.8) 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 109 

where the unit area was considered to be 0.64 mm2 [20]. The ratio is depended on shape 

of the cell which correlated to the shear stress acting on the cell. The shape index is 

defined as:  

𝑆𝐼 = 0.380𝑒−0.790𝑊𝑆𝑆 + 0.225𝑒−0.043𝑊𝑆𝑆 (6.9) 

The number of leaky cells (𝐿𝐶) is the correlation between number of mitotic cells (𝑀𝐶) 

and shape index are defined as: 

 𝐿𝐶 = 0.307 + 0.805(𝑀𝐶) (6.10) 

 𝑀𝐶 = 0.003797𝑒14.75⋅𝑆𝐼 (6.11) 

The hydraulic conductivity of a single leaky junction is given by: 

 𝐿𝑝,𝑠𝑙𝑗 =
𝑤2

3𝜇𝑝𝑙𝑙𝑗
 (6.12) 

where 𝑤 is the half-width of the leaky junction, 𝑙𝑙𝑗 is the length of the leaky junction, 

and 𝜇𝑝 is plasma viscosity. The specie transport of LDL is modeled by convection-

diffusion equation with additional reaction term: 

 
𝑑𝐶𝐿𝐷𝐿

𝑑𝑡
= 𝐷𝐿𝐷𝐿𝛥𝐶𝐿𝐷𝐿 − 𝑢𝑤 ⋅ 𝛻𝐶𝐿𝐷𝐿 − 𝑘𝐿𝐷𝐿𝐶𝐿𝐷𝐿 (6.13) 

where 𝐶𝐿𝐷𝐿 is the concentration of LDL (mol/m3) and 𝐷𝐿𝐷𝐿 is the diffusion coefficient 

of the LDL. 𝑘𝐿𝐷𝐿 is the degradation rate of LDL. The flow velocity (𝑢𝑤) in this region 

is governed by Darcy's law which is calculated from  

 𝑢𝑤 =
𝜅𝑝

𝜇𝑝
𝛻𝑝𝑤 (6.14) 

where 𝑝𝑤 and 𝜅𝑝 are pressure inside the intima layer and permeability of the intima 

layer, respectively. The viscosity (𝜇𝑝) and density (𝜌𝑝) of the plasma medium in this 

layer were set as 0.0035 Pa.s and 1000 kg/m3. The degradation of the LDL particles 

was represented with 𝑘𝐿𝐷𝐿as the reaction rate constant. The LDL penetration flux 

(𝐽𝑠,𝐿𝐷𝐿) was controlled by the equation given as: 

 𝐽𝑠,𝐿𝐷𝐿 = 𝑃𝑎𝑝𝑝𝐶𝐿𝐷𝐿
𝑒𝑛𝑑𝑜 (6.15) 
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where 𝐶𝐿𝐷𝐿
𝑒𝑛𝑑𝑜is the local concentration of the LDL in the endothelium layer and the total 

apparent permeability (𝑃𝑎𝑝𝑝) is determined by the combination of permeability of 

endothelium according to its pathway: vesicular pathway (𝑃𝑣), normal junction pathway 

(𝑃𝑎𝑝𝑝,𝑛𝑗) and leaky junction pathway (𝑃𝑎𝑝𝑝,𝑙𝑗). 

 𝑃𝑎𝑝𝑝 = 𝑃𝑣 + 𝑃𝑎𝑝𝑝,𝑛𝑗 + 𝑃𝑎𝑝𝑝,𝑙𝑗 (6.16) 

According to the size of the LDL particle, the normal junction permeability can be 

neglected due to its size comparing with the size of the physical passageway. The values 

of 𝑃𝑣 and 𝑃𝑎𝑝𝑝,𝑙𝑗 were 1.9 ×10-10 m/s and 1.92 × 10-11 m/s, respectively, as reported by 

Olgac et al [88]. Later, the degraded LDL, or oxidized LDL, was formed inside the 

intima zone. It is an unpleasant specie which consequently causing the monocyte to 

migrate in. In this model, oxidized LDL acts as an intermediate species for controlling 

monocyte penetration flux and determining the growth of latter problematic species, 

foam cell. The specie transport equations for monocytes and macrophages are defined 

as:  

 
𝑑𝐶𝑚

𝑑𝑡
= 𝐷𝑚𝛥𝐶𝑚 (6.17) 

 
𝑑𝐶𝑀

𝑑𝑡
= 𝐷𝑚𝛥𝐶𝑀 − 𝑘𝑚𝐿𝑜𝑥𝐶𝑀 (6.18) 

where 𝐶𝑚 and 𝐶𝑀 is the concentration of monocytes and macrophages, respectively. 

𝐷𝑚 is diffusive coefficients of monocytes/macrophages. 𝑘𝑚 and 𝐿𝑜𝑥 are apoptosis rate 

constant from macrophages to foam cell and the quantity of LDL degrading inside the 

intima zone, respectively. Monocytes were continuously fed in at the inlet of the lumen 

zone which governed by diffusion equation in Eq. 6.16. The penetration flux of 

monocytes into intima zone was modeled as described by Bulelzai & Dubbeldam [104] 

in Eq 6.19. The monocyte flux (𝐽𝑠,𝑚) is depended on the shear rate of the flow along the 

endothelium.  

 𝐽𝑠,𝑚 =
𝑚𝑟

1+(𝑊𝑆𝑆/𝑊𝑆𝑆0)
𝐶𝑜𝑥𝐿𝐷𝐿𝐶𝑚,𝑙 (6.19) 

The monocyte was regulated by the concentration of the intermediate species, oxidized 

LDL (𝐶𝑜𝑥𝐿𝐷𝐿). The flux was zero when the oxidized LDL was completely consumed 
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by the reaction. The concentration of monocyte in the lumen zone (𝐶𝑚,𝑙) was also the 

driving force of the flux. The constant 𝑚𝑟 which controlled the rate of monocyte flux 

entering the intima zone was set to 5.5 × 10-4 m3 mol-1 day-1 as fitted according to the 

experiment which explained in Cilla et al [72]. Once the monocyte was inside the intima 

zone, it was assumed that all the monocytes would transform into macrophages. 

The formation of foam cell (𝐶𝐹) is governed by 

 
𝑑𝐶𝐹

𝑑𝑡
= 𝑘𝑚𝐿𝑜𝑥𝐶𝑚 (6.20) 

where, 𝐶𝐹 is the concentration of foam cell and 𝑘𝑚 is kinetic constant for foam cell 

formation. Foam cell was considered as initial indication of plaque formation. For this 

study, the location where foam cell forms, is the significant interest for further medical 

prognosis of the disease. 

 

Computational implementation 

The mathematical models were implemented into the finite-volume solver ANSYS 

Fluent v19.2 with various customization of in-house functions to evaluate the 

volumetric flow through the endothelium interface, and boundary conditions. 

Computations were made with double-precision solver. The three-dimensional patient-

specific stenosed coronary artery geometry was discretized with a hybrid mesh. The 

inflated polyhedral computational grid was constructed in the lumen zone and the 

tetrahedral element for the endothelium zone and the intima zone. The mesh 

reconstruction was done using ANSYS Fluent Mesher v19.2. The mesh independence 

of the flow field was conducted, a converged mesh of 5.29 × 106 elements was 

employed for the further study. 

The SIMPLE algorithm was used to solve the pressure-velocity coupling of the Navier-

Stokes equations. Second-order scheme was used to discretized flow variables for 

spatial and time continuum. 
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Figure 6.3 The pulsatile flow waveform of the coronary artery 

 

The pulsatile waveform velocity profile was applied at the inlet as shown in Figure 6.3. 

A constant pressure boundary condition was set to each outlet with value matching with 

the period-averaged mass flow rate from experimental data. The media-adventitia layer 

(outer side of the wall) was assumed to have a constant pressure at 2,333 Pa. 

The endothelium layer was handled with the special treatment using user-defined 

functions. The shear stress was prior determined at the wall of the luminal side. 

 𝜏 = −𝜇
𝜕𝑣

𝜕𝑥
 (6.21) 

The velocity gradient (
𝜕𝑣

𝜕𝑥
) was obtained from the data stored in the adjacent cell of the 

endothelium interface. The distance (𝜕𝑥) was the first layer cell height which was tested 

to be independent from its size at 1 micrometer. The chosen cell height was also 

reported from previous studies that the appropriate size must be smaller than the size of 

endothelium cell in order to capture the intermediate behavior of the flow. 

The filtration velocity (𝐽𝑣) and the solute flux (𝐽𝑠) were then calculated using the 

previously obtained wall shear stress (WSS). The values of calculated filtration velocity 

and solute flux were stored within the modified cell of endothelium layer as a user-

defined memory (UDM). The values were set as Dirichlet boundary conditions using 

custom fixed-value cell zone condition in ANSYS Fluent solver.  
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The boundary condition at the pseudo-interface is defined as: 

 𝐽𝑠 = (1 − 𝜎𝑓)𝐽𝑣𝐶 − 𝐷𝑒
𝜕𝐶

𝜕𝑥
 (6.22) 

Where 𝐽𝑠 is an arbitrary flux value, 𝜎𝑓 is osmotic reflection coefficient which was set 

as 𝜎𝑓 = 0.8514. 𝐷𝑒 is the diffusion coefficient of the arbitrary specie and 𝐶 is local 

concentration of that specie. The inter-layer boundary condition was assumed to have 

constant solute flux from the lumen zone to the intima zone, therefore, the inter-layer 

boundary condition can be written as; 

 [(1 − 𝜎𝑓)𝐽𝑣𝐶 − 𝐷𝑒
𝜕𝐶

𝜕𝑥
]− = [(1 − 𝜎𝑓)𝐽𝑣𝐶 − 𝐷𝑒

𝜕𝐶

𝜕𝑥
]+ (6.23) 

The simulation was started from the steady-state of the constant inflow. The steady-

state solution was used as the initial conditions for the pulsatile flow. The steady-state 

equivalent velocity was also investigated for contrastive study which caused by the 

variation of the flow pulsation.  

The turbulent theory Reynolds decomposition technique was introduced to compare the 

calculation results with their steady-equivalent. The flow indices and specie indices 

were employed with period-averaging to extract meaningful data from their 

fluctuations. 

𝜙(𝑥, 𝑦, 𝑧, 𝑡) = 𝜙(𝑥, 𝑦, 𝑧, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + 𝜙′(𝑥, 𝑦, 𝑧, 𝑡)  (6.24) 

𝜙(𝑥, 𝑦, 𝑧, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
1

𝑇
∫ 𝜙(𝑥, 𝑦, 𝑧, 𝑡)
𝑇

𝑑𝑡 (6.25) 

where 𝜙 denotes the flow and specie indices, 𝜙̅ denotes the steady component of scalar 

𝜙, and 𝜙′ is the fluctuation of the scalar 𝜙. T is the integration length of the time 𝑡.  

By applying Eq. 6.23 and 6.24 to the specie concentration 𝐶𝑖, it can be decomposed into 

its period-average and transient components, for instance: 

𝐶𝑖(𝑥, 𝑦, 𝑧, 𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝐶𝑖(𝑥, 𝑦, 𝑧, 𝑡) − 𝐶′
𝑖(𝑥, 𝑦, 𝑧, 𝑡) (6.26) 

Similarly, the technique was also applied to the solute flux and volume flux of the LDL 

and monocyte transport. 
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Results and discussion 

The pulsatile flow within the coronary artery was computed up to 60th period of 

oscillation. The model was successfully implemented to the commercial CFD solver, 

Ansys Fluent. The three-pore model was previously validated against Olgac el al. which 

already reported in previous chapter. The model was further validated against the 

experimental results from the Biofluid Mechanics Lab, Charité University of Medicine, 

Berlin, Germany. The period-averaged mass flow ratio for all three outlets were 

compared. For the outlet 1, outlet 2, and outlet 3, the average mass flow ratios were 

0.4595, 0.5019, and 0.0385, respectively, which the corresponded pressure value for 

each outlet were 6,985, 9,335, and 9,213 Pa.  

 

Figure 6.4 The instantaneous flow velocity streamline at a certain time 

 

Figure 6.4 shows the instantaneous flow velocity streamline from the model. Refer to 

the streamlines, blood flow within the coronary artery was transported along the artery 

toward the bifurcation. The geometry wall was smooth which showed only minor 

changes of the vessel diameter. Before it reached the coronary bifurcation, the flow 

velocity increased as the diameter of the vessel decreased. Then, the flow encountered 

the topologic change in its transport spaces at the bifurcation. The flow adapted to the 

changes in direction and the variations of the cross-sectional area. Further, the sudden 
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expansion of the vessel right after the stenosis promoted the flow stream to separate 

from the main flow stream. The separated flow was moving at relatively lower velocity 

comparing to that of the main flow. Afterward, the flow then reattached to the main 

flow. The formation of the recirculation zone was found right after the flow was 

disturbed by the decreasing of the cross-sectional area similarly to the two-dimensional 

cases from previous chapter.  

 

(a) (b) 

Figure 6.5 (a) Wall shear stress and (b) volume flux (Jv) contours 

Figure 6.5 (a) shows the wall shear stress contour from the simulation result. At the 

recirculation region, the flow velocity was low resulting in low value of wall shear 

stress. From Eq. 6.9, the shape index of the endothelial cell is depended on the wall 

shear stress. The total volume flux (𝐽𝑣) was determined which highly depended on the 

local wall shear stress value expressed in Eqs. 6.7-6.11. The volume flux of the blood 

which governed the flow through the endothelium interface is showed in contour in 

Figure 6.5 (b). It was clearly shown that the volume flux was in reverse relationship 

with the local wall shear stress. The volume flux was high where the recirculation 

region was formed. For further analysis of the study, data processing within the space 
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was made on the circumference of the circle in the area of interest (Figure 6.6) which 

was behind the stenosis where the volume flux showed the highest value. 

 

 

Figure 6.6 Area of interest where LDL concentration and volume flux were 

significantly higher than that of the other regions. 

 

 

 

Figure 6.7 Period-average volume flux along the length-normalized distance on the 

endothelium interface 
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Figure 6.8 Period-average LDL flux (Js,LDL) along the length-normalized distance on 

the endothelium interface 

 

Figure 6.9 Period-average monocyte flux (Js,m) along the length-normalized distance 

on the endothelium interface 

The Reynolds decomposition technique was applied to the volume flux, LDL flux, and 

monocyte flux results using Eq 6.24 and 6.25 to represent their period-average 

solutions. Figure 6.7 shows the period-average volume flux of blood (𝐽𝑣̅) which 

permeated into the intima zone in the normal direction of the arterial wall. The peak of 

the plot revealed the location with the highest volume flux. It was corresponded with 

the high value of the contour plot in Figure 6.5 (b). For the blood-borne particulate, 

LDL and monocytes, the local flux profiles are shown in Figure 6.8 and Figure 6.9. The 
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plots showed similar profile for both species which was caused by the change of the 

total apparent permeability of the endothelial cell as shown in Eq 6.16. Both LDL flux 

and monocyte flux were expressed by the local shear stress. It was denoted from the 

plot that the peak location had a significant higher concentration value than that of the 

area around it. 

  

Figure 6.10 Period-average LDL concentration along the length-normalized distance 

on the endothelium interface 

The flow pulsatility was investigated to compare the results with their steady-

equivalent. The plot in Figure 6.10 depicts the LDL concentration for each flow period 

with each successive period. Each line represented the period-average LDL 

concentration of each period starting the first flow period at the bottom line. The 

concentration profiles for the LDL specie initially evolved in large changes, then 

gradually slowed down as they approached their respective steady-periodic states. 

Then, the result remains relatively unchanged with their successive period. It is also 

noted that by the end of the 60th flow period, the LDL concentration profiles were 

sufficiently converged to their quasi-steady state. This was corresponded with the 

results obtained from Gabriel et al [26]. Figure 6.11 shows the period-average LDL 

concentration and oxidized LDL concentration contour. The lowest concentration of 

LDL was found at the location where the LDL flux was the highest (see Figure 6.8 and 

Figure 6.10). However, the oxidized LDL concentration was high which expressed by 

the LDL specie conservation equation in Eq. 6.13. The LDL degrading term on the 
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right-hand side of the equation, (−𝑘𝐿𝐷𝐿𝐶𝐿𝐷𝐿), induced the reduction of LDL and 

promoted the formation of oxidized LDL. Mathematically, the LDL concentration 

(𝐶𝐿𝐷𝐿) was a main driving force for the degradation of the specie. The location of these 

two incidents were correlated with each other as shown in the contours (Figure 6.11). 

The period-average concentration contours of macrophages and foam cell are shown in 

Figure 6.12. The assumption was made that all the monocytes that were permeated into 

the intima zone were fully differentiate themselves into macrophages. The contour 

represented the elevated macrophages concentration was occurred in the same way as 

other species. At the recirculation zone behind the stenosis showed the highest 

macrophages concentration. The unwanted specie, foam cell, was found where there 

were the present of both macrophages and oxidized LDL. The foam cell concentration 

contour is shown in Figure 6.12.  

 

 
Figure 6.11 Concentration contour of LDL on the lumen-endothelium interface and 

Oxidized LDL on the endothelium-intima interface after 60th flow period 
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Figure 6.12 Concentration contour of macrophages and foam cell on the endothelium-

intima interface after 60th flow period 

 

  

Figure 6.13 Period-average foam cell concentration along the length-normalized 

distance on the endothelium interface 
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Foam cells were formed according to the model given in Eq. 6.20. The foam cell 

formally were fat-laden macrophages which filled with LDL [105]. The transport 

equation of foam cell only involved the source term which did not have neither 

convection nor diffusion terms. Numerically, in order for the foam cell to form, the 

oxidized LDL and macrophages must be presented at the same site. The results showed 

promising prediction of location where the foam cell might form. Figure 6.12 showed 

significant build-up of the foam cell at the site where the flow structure was disturbed 

by the recirculation. The period-average concentration profile of foam cell is shown in 

Figure 6.13. The bottom line represented the period-average foam cell concentration of 

the first flow period. It was nearly flat at the early period then the profiles gradually 

increased proportionally. This suggested that the foam cell will continuously grow with 

the persistent permeation of incoming LDL and monocytes. 

Conclusion 

The improvement of three-zone artery model was proposed to investigate the 

atherosclerosis plaque formation in its initial stage (also known as fatty streak 

formation). The model was successfully developed and demonstrated that the model 

could be successfully implemented to the patient-specific coronary artery. The three-

zone artery model including lumen zone, endothelium zone, and intima zone was well 

represented platform for future numerical investigation of the plaque formation which 

including the following features: 

• The transportations of the LDL and monocytes from lumen into artery wall 

through the endothelium layer of the artery was controlled with three-pore 

model originated from Olgac et al [20].  

• The shear-rate depended viscosity model, Carreau’s model, was utilized to 

represent blood viscosity. 

• Pulsatile periodic inflow waveform with period-average model for steady-

equivalent was used to study the long time-scale investigation. 

• The arterial wall was considered as porous zone which regulated by Darcy’s 

law. 
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• LDL, oxidized LDL, monocyte, macrophages, and foam cell were the species 

included in the model for initial stage of plaque development  

• The LDL concentration was elevated as the accumulation progress over time. 

Foam cells which was the critical cause of this phenomena were also 

significantly buildup as it was the deposition of the excessive cholesterol which 

was formed according to the oxidized LDL, monocyte, and macrophage. 

The modeling of the biochemical interactions that included the transfer of the LDL, 

oxidized LDL, monocytes, macrophages, and foam cells provided the insight of where 

and how the foam cells were aggregated due to blood flow disturbances. Despite this, 

there are still many segments of the mathematical model that can be improved. The 

arterial wall needs to be fully coupled with the fluid flow structure in order to make 

arterial wall flexible. The variation in arterial wall thickness also needs to be included 

as its plays important roles in the permeability of the endothelial. This will result in a 

comprehensive integrated model of atherosclerotic plaque formation. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER VII 

CONCLUSION 

In the present research study, the computational fluid dynamics of fluid transport and 

deposition of particle under unsteady flow in human fluid system was investigated. The 

study utilized the CFD techniques to simulate and visualize the behavior of the fluid 

flow in both human respiratory system and human recirculating system. This chapter 

summarized the novel findings of the study in all parts and also included the 

recommendations for future studies. The studies of the human respiratory system were 

divided into 2 parts which represented in Chapter III and Chapter IV: 

Part I: Computational fluid dynamics simulation of full breathing cycle for 

aerosol deposition in trachea: Effect of breathing frequency. 

Part II: The statistical study of the effect of aerosol properties on the deposition 

in idealized trachea. 

Part I: The effect of breathing frequency on aerosol deposition 

In this part, the computational fluid dynamics model of patient-specific trachea derived 

from computed tomography scan was developed. The model was based on Euler-Euler 

approach and included the electrostatic model for better representation of the 

segregation and agglomeration of the inhaled aerosol particles. The study was 

conducted in three different breathing frequencies, 10, 15 and 20 BPM, respectively. 

The simulation was done in complete breathing cycle including inhalation phase and 

exhalation phase. The result suggested that the agglomeration behavior of the aerosol 

was affected by the breathing frequency. While the flow patterns of each breathing 

frequency were similar, the high frequency with shorter flow time had the maximum 

deposition of particle at the upper part of the trachea. In opposite, the low frequency 

with longer flow time, the particle had time to flow further to the deeper location of the 

trachea. To observe the deposition region of the aerosol, the WSS, OFVI, granular 

temperature, and skin friction were introduced to indicate the deposition trend. 
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Part II: The effect of aerosol properties on the aerosol escaped percentage and the 

aerosol deposition percentage. 

The statistical study of aerosol properties was investigated using the results from the 

Euler-Lagrangien CFD model. The particle trajectories were tracked from the 

beginning of G0 of respiratory tree until they collided to the wall or left the considered 

domain at the G4. The trachea model was reconstructed from idealized Weibel model. 

The effect of aerosol properties (aerosol diameter, aerosol density, and aerosol shape) 

on the escaped aerosol percentage and the aerosol deposition percentage were 

statistically studied using 3k factorial experimental design method. The analysis of 

variances suggested that aerosol diameter, aerosol density, aerosol sphericity, the 

interaction between aerosol diameter and aerosol density, the interaction between 

aerosol diameter and aerosol sphericity, and the quadratic effect of the aerosol diameter 

were identified as the factors affecting the escaped aerosol percentage and deposition 

percentage. The high aerosol escaped percentages implied that the particles were able 

to penetrate deeper to the generation after G4. The aerosol diameter and aerosol density 

had negative effect on the escaped aerosol percentage while the aerosol sphericity had 

positive effect. Within the range of study, the escaped particle percentage was lowest 

when both aerosol diameter and aerosol density were high and low sphericity which 

correlated with the force due to gravity resulting in low escaped aerosol percentage. For 

the deposition percentage, both aerosol diameter and aerosol density had positive effect 

on the particle deposition percentage while the aerosol sphericity had negative effect.  

The cardiovascular system study was presented in Chapter V and Chapter VI. The blood 

transport with biochemical species was modeled. The studies of this section were 

divided into 2 parts: 

Part III: Effect of transport parameters on atherosclerotic lesion growth: 

statistical experimental design analysis. 

Part IV: Biochemical interaction the early stage formation of atherosclerotic 

lesion in arterial wall. 
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Part III: Effect of transport parameters on atherosclerotic lesion growth 

The effect of transport parameters on the atherosclerotic lesion growth was investigated 

in axisymmetric coronary artery model. The computational fluid dynamics model was 

developed, and the three-zone artery model was proposed to represent the flow in 

arterial wall. The three-zone model was split into 3 represented zones, the lumen zone, 

the endothelium zone, and the intima zone. The model was successfully implemented 

in ANSYS Fluent. To ensure the validity of the model, it was compared and validated 

with Olgac el al [20]. The model was then used to simulate the results for the statistical 

analysis of the transport parameters. Five typical blood factors included in this study 

were blood density, blood viscosity, plasma density, plasma viscosity, and LDL 

concentration level. The 2k factorial experimental design method was utilized. Blood 

viscosity and LDL concentration level were identified as influential blood factors 

affecting the atherosclerotic lesion growth. The LDL coverage area on the endothelium 

interface was strongly depended on blood viscosity.  

Part IV: The early stage formation of atherosclerotic lesion in arterial wall 

The three-zone artery model was improved to take into account for the biochemical 

interaction of the initial stage of atherosclerotic lesion formation. The three-

dimensional patient-specific coronary artery was successfully implemented. The 

modeling of the biochemical interactions that included the transfer of the LDL, oxidized 

LDL, monocytes, macrophages, and foam cells were included in the model. The 

transport of the species was governed by three-pore model. The Carreau’s model was 

utilized to represent blood viscosity which depended in the localized shear-rate. The 

period-average model was introduced in the study to represent the steady-equivalent 

result of the long time-scale study. The outcome of the model was able to predict the 

elevation of LDL concentration in the arterial wall as the accumulation progress over 

time. Foam cells were significantly buildup which was formed according to the 

oxidized LDL, monocyte, and macrophage. The simulation was giving the insight of 

where the form cells were aggregated due to the flow disturbances in coronary artery 

of mild stenosed patient. 
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Research outcome and novel contribution 

• The following indices, WSS, OFVI, granular temperature, skin friction 

coefficient can be implemented into the mathematical model to use as a 

preliminary prediction of the aerosol deposition location. 

• The understanding of the effect of aerosol properties is served as a guideline for 

the aerosol drug design industries. The identified factors can provide valuable 

guidance to the pharmacist to increase an efficiency of the aerosol drug design 

in targeted treatment specified to the patient as a part of precision medicine. 

• The three-zone model was proposed to represent the species transport in arterial 

wall which will serve as a platform for the investigation of atherosclerotic lesion 

growth. 

• The identified influential factors can provide beneficial advices for medical 

treatment to lower the risk of having atherosclerotic lesion. 

Recommendations for future studies 

• The study was mostly investigated using idealized model in Part I and Part III. 

For better representation of the flow behavior, the three-dimensional patient-

specific model is suggested. 

• The additional forces and interaction models can be added to the model in Part 

II to represent real world phenomena. 

• The additional species transport must be included for quantitively prediction of 

the model in Part III and Part IV. 

• The arterial wall needs to be fully coupled with the fluid flow structure in order 

to make arterial wall flexible.  

• The variation in arterial wall thickness also needs to be included to represent the 

permeability of the endothelial cell. 
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