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 Nattakit Vichit : A scalable shapelet discovery for time series classification. Advisor: 

Assoc. Prof. CHOTIRAT RATANAMAHATANA, Ph.D. 
  

As time series data become more complex and users expect more sophisticated 
information, numerous algorithms have been proposed to solve these challenges. Among 
those algorithms to classify time series data, shapelet – a discriminative subsequence of time 
series data – is considered a practical approach due to its accurate and insightful classification. 
However, previously proposed shapelet algorithms still suffer from exceedingly high 
computational complexity, as a result, limiting its scalability to larger datasets. Therefore, in 
this work propose a novel algorithm that speeds up shapelet discovery process. The algorithm 
so called “Dual Increment Shapelets (DIS)” is a combination of two-layered incremental neural 
network and filtering process based on subsequence characteristics. Empirical experiments on 
forty datasets evidently demonstrate that the proposed work could achieve large speedup 
while maintaining its accuracy. Unlike the previous algorithm that mainly emphasizes speedup 
of the search algorithm, DIS essentially reduces the number of shapelet candidates based on 
subsequence characteristics. As a result, The DIS algorithm could achieve more than three 
orders of magnitude speedup, comparing with the baseline algorithms, while preserving the 
accuracy of the state-of-the-art algorithm.   
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Chapter 1 
Introduction 

A time series is a sequence of data point, which represents data in a time interval. Apart from 

classical time series data such as stock market data, other types of data have recently been 

shown to work effectively and efficiently for various data mining tasks once transformed into time 

series data, including shape classification, movement tracking, medical diagnosis (ECG/EKG, EEG, 

etc.), motif discovery, anomaly detection, classification, clustering, etc.  

In working with time series data, many challenges that affect the performance of the time series 

mining tasks include occlusion, distortion of warping, uniform scaling, uncertainty, and wandering 

baselines (Keogh et al., 2009). Therefore, the algorithms must be designed to overcome the 

complexity of a time series with such variances.  

A large amount of studies has been conducted to improve time series classification tasks. A well-

known approach is based on distance, such as Euclidean Distance (ED) and Dynamic Time 

Warping (DTW) combined with 1-NN (Keogh & Ratanamahatana, 2005). However, these algorithms 

have been shown to be sensitive to missing data that may lead to misclassification. To solve this 

problem, many researchers opted to classify time series data by discovering and using local 

features rather than the whole time series sequence, e.g., interval-based classifiers, dictionary-

based classifiers, and shapelet-based classifiers.  

Above all three aforementioned algorithms, a shapelet-based classifiers have been recently 

shown to provide the most accurate and interpretable results with the speediest testing. Due to 

its flexibility, shapelet-based classifiers are applicable for both local features and whole time 

series. This flexible quality allows extensive improvement of the classification accuracy. 

Comparing with lazy algorithm, such as DWT based 1-NN classifier, eager algorithms like shapelet-

based classifiers could save more time to classify the target classes. Moreover, shapelet-based 

classifiers provide more interpretable results, which facilitate the domain experts in the fields to 

effectively interpret the results. For example, the shapelets that are generated by the shapelet-

based classifiers could evidently provide prominent features of ‘Urtica Dioica’ and ‘Verbena 

Urticifolia’ (Rakthanmanon & Keogh, 2013). Shapelet algorithm will select the most discriminative 

feature such as in Figure 1; important feature are located at in the tweek of each class. As a 

result, shapelets will locate around those tweeks. Based on these shapelet-based classifier 
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results, the botanists could identify the types of the skull by having only a quick glance of the 

shapelets.  

 

Figure  1 Difference of  position of important features between Uritca Dioica class and 
Verbena Urticifolia class as shown in bold lines. 
 

Another application of shapelet-based classifiers are classification of video clips of actions; In 

Figure 2, a hand’s centroid position in each frame is tracked and transformed into a time series. 

The main difference of the first half of the action between two classes are the position of the 

hand to pick up or not to pick up the gun. Figure 3 compares time series sequences of a 150-

frame video clip between the actions of a person grasping a gun from a holster, pointing it to a 

target, then putting it back to the holster versus another person resting his hand on the side, only 

pointing his finger to a target, then putting his hand back to the resting position. As seen in the 

figure, the −100 130th th time interval clearly shows the difference between the person holding a 

gun and the one without. Even though the two time series sequences demonstrate the 

discrepancies between the two actions in the −50 90th th time interval (different heights of the 

hand pointing a finger vs. pointing a gun), the shapelet-based classifiers see them as irrelevant 

invariances and successfully differentiate the two actions using only the essential intervals. It can 

be observed that the overly captured invariances could mislead the results. Thus, shapelet-based 

classifiers are considered more appropriate and effective. 
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Figure  2 A comparison between time series sequences that created from motion of the actions 
in the video of a person holding and the pointing a gun (Gun time series) and a person pointing 
a finger (No gun time series). 
 

 

Figure  3 A comparison between time series sequences of the actions of a person holding and 
then pointing a gun (Gun time series) and a person pointing a finger (No gun time series) and 
shapelets, which represent gun time series and no gun time series. 

 
In spite of its benefits, shapelet-based classifiers still suffer from a major drawback; they are too 

slow that they become infeasible with large datasets. Even in state-of-the-art approach, the 

algorithm still requires to generate a large number of shapelet candidates. A group of shapelet 

candidates could be as large as 2 4( )O n m when n is the number of time series in the dataset, and 

m is the length of each time series. For instance, if a dataset contains only 70 instances, where 

each instance is 500 data points long, the shapelet candidates could accumulate to more than 
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1410  candidates, which become infeasible for the classifier to give prediction results within 

reasonable amount of time unless adequate number of candidates are pruned out.  

To resolve the issues of infeasibility and practicality of the existing shapelet-based classifiers, I 

have designed a new algorithm, which optimizes the shapelet candidate selection process, while 

preserving the accuracy of the results and no-false-dismissal property. More specifically, 

proposed algorithm can effectively prune out shapelet candidates using a so-called “Dual 

Incremental Shapelets (DIS)” that is a combination of two-layered incremental neural network 

and filtering process based on subsequence characteristics. 

1.1 Objective 
The objective of this thesis is to design the a new shapelet algorithm that is faster in terms of the 

running time but also comparable in terms of accuracy when compared to the best-known 

shapelet baselines. 

1.2 Scope 
The datasets employed in this thesis will be the 40 datasets taken from UCR 2015 repository 

(Chen et al., 2015). The proposed algorithm will measure the performance by comparing the 

algorithm to the 3 baselines: fast shapelet, shapelet transform, and learning shapelet. 

1.3 Expected benefit of this thesis 
This work aims to create a faster shapelet algorithm which maintains the comparable level of 

accuracy to the 3 baselines. The proposed shapelet algorithm is expected to find the shapelet in 

the datasets in a feasible time frame. This ability is expected to improve the weaknesses of the 3 

mentioned baselines.    

The rest of the document is organized as follows. Chapter 2 gives fundamental background on 

shapelets and reviews on its related work. Chapter 3 presents the research methodology and the 

algorithm details. Chapter 4 presents the experiment results. Chapter 5 presents the conclusion 

of this thesis. 
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Chapter 2 
Literature review 

2.1 TerminologyEquation Cha pter (Next) S ection 2 
Time Series: Time series (T) is a sequence of data points, which represent data in a time order. 

Every data point in a time series sequence is a real value. The notation of a time series sequence 

is defined as follows: 

 = 1 2 }    { ,  ,  ,  lT t t t   (2.1) 

where l is the length of the time series. 

Time Series Subsequence: Subsequences can be selected from the time series. The length of 

subsequences (m) can vary from 3 to the length l. The starting position of selection (p) can vary 

from 0 to l-m+1. The notation of a subsequences is defined as follows: 

 + + −= 1 1 ,  , }  { ,p p p mS t t t   (2.2) 

Distance between two time series: In this work, the distances between two time series are T = 

0 1{ , , ..., }mt t t and R = 0 1{ , , ..., }mr r r  where T and R are equal in length. The distance is calculated by 

Euclidean distance as presented below: 

 
=

= − 2

1

( , ) ( )
i

i i

m

Dist T R t r   (2.3) 

Distance from the time series to the subsequence: SubsequenceDist(T, S) is a distance 

between time series T = 0 1{ , , ..., }lt t t and subsequence S = 0 1{ , , ..., }ms s s , where subsequence T 

has length l, and subsequence S has length m. One by one, algorithm will calculate the length of 

each subsequence in order to locate the minimum distance, which will be later marked as 

SubsequenceDist. The notation of SubsequenceDist is defined as follows: 

 = *( , ) ( ( , ))SubsequenceDist T S min Dist s s   (2.4) 

Entropy: Given that there are two classes, namely Class A and Class B, in the dataset D, a 

proportion of classes will be referred as p(A) and p(B), respectively. The entropy (I) will be 

obtained using the following formula: 

 =− +  ( ( ) log ( ))  ( )( ) log ( )I A pD p A p Bp B   (2.5) 
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Information gain: To examine the information gain (Gain(D)), which is the difference between the 

entropy before and after splitting dataset D, the dataset D will be split into two groups. Then, the 

entropy of the two groups will be calculated. After that, the difference between two entropy 

values will be calculated. The more information gain at the split point is, the better split point 

quality it will be. The notation of an information gain is defined as follows: 

 = +( )  ( ) – ( ( 1) ( 1) ( 2) ( 2))Gain D I D f D I D f D I D   (2.6) 

where f is a proportion of the number of data which is split to each side.  

Optimal split distance: Optimal split distance is the value of information gain at the best split 

point in which the information gain reaches the highest value. The notation of an optimal split 

distance is defined as follows: 

 ( , ) ( , )iGain S d Gain S d   (2.7) 

for all possible id . 

Shapelet: Shapelet is a subsequence which obtains the minimum distance among all time series 

sequences in a dataset, as indicated by the result of subsequenceDist. In other words, shapelet is 

the subsequence that best discriminates classes. The notation of a shapelet is defined as follows: 

 ( , ) ( ', )Gain S d Gain S d   (2.8) 

where S’ is any subsequence that can be generated by a time series in a dataset. 

2.2 Original shapelet 
Shapelet was first introduced by Keogh et al. (Ye & Keogh, 2009), who suggested that shapelet 

could be obtained by scanning every subsequence to figure out the best subsequence among 

the time series. To do so, (Ye & Keogh, 2009) suggested the information gain, which is capable of 

separating classes at a certain split point (See Figure 4), should be used as a criterion. As a result, 

the subsequence with the best quality could be retrieved. As shown in Figure 4, there is a set of 

two different data classes (as represented by the circles and squares). The split point on the line 

effectively classifies the set of mixed data into two classes: the left group containing only circles, 

and another containing mostly squares with only one circle. Thus, it can be concluded that the 

group of data on the left side is better than the one on the right.  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7 

 

Figure  4 Quality of each side when data have been split at the split point (Rakthanmanon & 

Keogh, 2013) 

The lengths of shapelet can be varied from 3 to the entire length of the time series sequence. 

With this variety, the number of shapelet candidates in the dataset can be massive.  The number 

of shapelet candidates can be calculated using 2 4( )O n m  formula, where n is the number of time 

series in the dataset, and m is the length of a time series. It can be observed that the original 

shapelet algorithm introduced by (Ye & Keogh, 2009) runs very slowly because the quality of 

each subsequence is calculated one by one. The pseudo code of (Ye & Keogh, 2009) is presented  

in Table 1. 

Table  1 A pseudo code of original shapelet algorithm  (Ye & Keogh, 2009) 

 

First, all shapelet candidates of every length are generated (Line 1) as shown in Figure 5. Then, 

the subsequence with a better quality is identified and marked as a temporary shapelet (Lines 2 

and 3). Then, the algorithm loops through every shapelet candidate to see whether there is 

another subsequence with better quality to the temporary shapelet. The quality of each 

shapelet candidate is estimated by the information gain (Line 5). If the better one is detected, it 

will replace the current temporary shapelet and become a new temporary shapelet (Lines 6-8). 

When it comes to the last comparison, the last temporary shapelet standing will be identified as 

a shapelet.  
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Figure  5 An example of subsequence generation process in the original shapelet algorithm. 
 

To sum up, the algorithm starts by comparing the quality of one subsequence against another to 

get a better subsequence. After the better one is obtained, it is used as a baseline to compare 

with the next one. By repeating this process, the algorithm will eventually obtain the 

subsequence with the best quality.  

2.3 Fast Shapelet (FS) 
Fast Shapelet was introduced in 2012 by (Rakthanmanon & Keogh, 2013), which mainly improved 

the speed of algorithm in finding the best shapelet candidates. To do so, they suggested that the 

algorithm must preprocess the time series in order to roughly eliminate the low quality shapelet 

candidates and select the prospective shapelet candidates. The preprocessing consisted of 

Symbolic Aggregate Approximation (SAX) (Lin, Keogh, Wei, & Lonardi, 2007) combined with 

Random Projection (Bingham & Mannila, 2001). The pseudo code of (Rakthanmanon & Keogh, 

2013) is presented in Table 2. 
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Table  2 A pseudo code of fast shapelet algorithm  (Rakthanmanon & Keogh, 2013) 

 

The process of Fast Shapelet algorithm consists of 4 steps. First, the dimensions of the time 

series are reduced through SAX representation. This reduces the length of the time series and 

keeps the prospective shapelet candidates appended to the list (Line 3). Second, the shapelet 

candidates from Line 3 are randomly projected among the groups, using their similar shapes as a 

criterion (Line 6). Simultaneously, the score of each group is calculated using class discrimination 

power (Line 7). This process is repeatedly conducted until the last shapelet candidates in the list 

are projected into their groups. Third, the top k groups sorted by the class discrimination power 

are obtained (Line 9). Every shapelet candidate in the top k groups is remapped to the original 

time series (Line 10). Fourth, the quality of all remapped shapelet candidates from Line 10 is 

examined using the same process as the original shapelet algorithm.  Finally, the best shapelet 

candidate among the remapped ones will be identified as the shapelet.  

2.4 Shapelet Transform (ST) 
Shapelet Transform was introduced by (Hills, Lines, Baranauskas, Mapp, & Bagnall, 2014) who 

noted the problem of using information gain as a criterion for measuring shapelet quality. 

According to (Hills et al., 2014), the original shapelet algorithm was time-consuming because it 
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examines the quality of shapelet candidates by recursively calculating the quality of shapelet 

candidates in every split point. Even though the algorithm processes only one single quality 

measurement, it is time consuming due to the repetition. Therefore, (Hills et al., 2014) rejected 

the use of information gain and opted to other quality measurements. Shapelet Transform, as 

introduced by (Hills et al., 2014), distinguishes classifiers from shapelet discovery process by 

transforming the time series into distance features and then using any classifier to classify the 

distance feature. By using this strategy, the decision tree classifiers can be replaced by any 

superior classifiers, for example, SVM and rotation forest. Elimination of decision tree leads to the 

absence of the information gain, which is used as shapelet quality measurement; therefore, the 

new practical quality measurement must be created.  

(Hills et al., 2014) suggested F-stat, mood’s-median, or Kruskal-Wallis as quality measurements. 

With F-stat quality measurement combined with SVM classifier, shapelet candidate discovery 

achieves about an order of magnitude speedup. 

Table  3 A pseudo code of shapelet selection section in  
shapelet transform algorithm  (Hills et al., 2014) 

 

The process of Shapelet selection algorithm that presented in Table 3 can be describe shortly by 

these steps. First, all shapelet candidates are generated and measured for their quality. Then, 

they are sorted by their quality, and the similar shapelet candidates are removed. Finally, k 

shapelets are selected. The number of k are defined by 
2

n  , where n is the length of the time 

series.  
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After the k shapelets are identified, they are transformed to the distance features using the 

following algorithm presenting in Table4. 

Table  4 A pseudo code of shapelet transform section in  
shapelet transform algorithm  (Hills et al., 2014) 

 

First, the k shapelets are compared against all time series in the dataset (Line 4). After that, the 

distance features obtained from the previous process are classified by any classifier: SVM, 

Rotation forest, or Naïve Bayes.  

Referring to Algorithm 3, the similar shapelet candidates are clustered. The representative of each 

group is nominated so the number of the shapelet candidates is reduced by using the algorithm 

presented in Table 5. 

In conclusion, involving every similar shapelet candidate in the computation is considered 

redundant and a waste of time. As observed from the dataset, the shapelet candidates which 

have similar quality tend to cluster together. Thus, finding shapelet candidates should be done in 

cluster based on their similarity, rather than using the one-by-one process. 

2.5 Self-Organizing Incremental Neural Network (SOINN) 
Self-Organizing Incremental Neural Network was introduced by (Okada & Hasegawa, 2008). The 

outstanding feature of this algorithm is an ability to cluster all time series in the dataset in one 

pass, and to self-adjust the number of clusters by the distance of the data.  So, this algorithm 

achieves satisfied speed, although it clusters a large dataset. In addition, it can remove the 

predefined cluster number parameter. The overview process of SOINN is presented in Figure 6. 
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Table  5 A pseudo code of cluster shapelet section in  
shapelet transform algorithm  (Hills et al., 2014) 

 

 

Figure  6 A process flow of Self-Organizing incremental neural network algorithm (Okada & 

Hasegawa, 2008). 
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First, the process starts with an empty cluster in a neural network. Next, the data in the dataset is 

passed one-by-one into a neural network. As the data is being fed in, the neural network finds 

the nearest preexisting cluster in the neural network. In case that the distance of the newly fed 

data is below the threshold, it will be merged with the preexisting group and the weight of the 

neural network is automatically self-adjusted.  Vice versa, the neural network will automatically 

create a new group if the distance of the newly fed data is higher than the threshold. Eventually, 

the cluster(s) can be extracted from the neural network after all data is processed.  

2.6 Piecewise Linear Representation (PLR) 
When consider the subsequences in the dataset, it can observe the number of shapelet 

candidates. However, not every shapelet candidate is useful. Therefore, some processes must be 

created in order to filter the useless shapelet candidates out of the dataset. Hence, dimension 

reduction was applied upon the idea that some points of the time series can be removed. 

Despite its shortened length, the time series still preserves its main structure as well as achieves 

faster classification.  

(Zhu, Wu, & Li, 2007) created the bottom-up Piecewise Linear Representation (PLR) by selecting 

the points in the time series that preserve the reconstruction error. First, the algorithm spots the 

starting and ending points and marks them as the first two points. Second, other points which are 

not yet spotted are counted in the evaluation as they are prescreened. As shown in figure 7, 

those candidates are used to create new time series candidates, which are later used to measure 

against the original time series. This process is repeatedly performed until the errors are below 

the threshold.  

 

Figure  7 A time series constructed from the selected points  (Zhu et al., 2007). 

2.7 Local Farthest Deviation Points (LFDP) 
LFDP was introduced by (Ji et al., 2016). This algorithm solves the errors found in PLR which are 

the result of the extreme points. This algorithm tends to deal with the time series that contain 
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extreme points in a special way. Despite its similarity to PLR, LFDP counts the extreme points into 

its special measurement.  

 

Figure  8 The time series where its dimensions are reduced by LFDP(Ji et al., 2016). 

As seen in Figure 8, the time series are concluded into 3 points, as spotted at the indices 1, 10, 

and 15. The resulting time series sequence is obtained by connecting these 3 points. The full 

details of this algorithm will be described in chapter 3. 

2.8 Fast Shapelet Selection (FSS)  
Employing the points from LFDP, Fast Shapelet Selection (FSS) generates shapelet candidates 

[11]. From the pool of the reference points from LFDP, FSS marks the starting and ending points 

of the selected shapelet candidates. The intuition of shapelet candidate generating process is 

presented in Figure 9.  

 

Figure  9 Examples of shapelet candidates generated by key points. Candidate S1 is generated 

from key point 3 (KP3) to key point 4 (KP4), and candidate (S2) is generated from key point 5 

(KP5) to key point 7 (KP7). 
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The left dashed line (S1) is selected using the key point 3 (KP3) and 4 (KP4) as starting and ending 

points, respectively. The right dashed line (S2) is selected using key point 5 (KP5) as a starting 

point and key point 7 (KP7) as the ending one. This way, algorithm can prune the useless 

shapelet candidates out of the calculation.  

2.9 Learning Shapelet (LS) 
Learning shapelet (Grabocka, Schilling, Wistuba, & Schmidt-Thieme, 2014) is a shapelet selection 

algorithm which selecting the shapelet by learning the candidate score which is ability to 

separate class. Instead of calculating candidate quality one by one, this algorithm iteratively 

adjusts the weight of each candidate by a tiny fraction. Overview of this algorithm step can be 

described in these 3 steps. First algorithm initializes all the weight to all shapelet candidate. 

Second, most contributed subsequences are learned by adjust the weight parameter using 

gradient descent algorithm. Finally, best contribute subsequence will be selected as a shapelet. 
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Chapter 3 
Research Methodology  

3.1 Proposed method: Dual Increment Shapelet (DIS) 
From literature review, the main reason why shapelet algorithms are time consuming is the 

enormous number of shapelet candidates, that shapelet algorithms generating. Thus, trying to 

prune out some useless shapelet candidates will improve the running time of the algorithm. This 

strategy will be used in the proposed algorithm, and the results are very promising. 

Proposed algorithm is divided into 3 steps as follows: 

3.1.1 Shapelet candidate selection 
Not all shapelet candidates have the same quality. A Candidate with large variation is considered 

having higher quality than a candidate with small variation (e.g., straight line). The proposed 

method adopt a Local Farthest Deviation Points (LFDP) algorithm (Ji et al., 2016) to select only 

candidates with high variation. The pseudo code of LFDP algorithm are present in Table 6. For 

each time series sequence, LFDP algorithm first marks the start and end of the set of the 

selected points and then set the distance to infinity (lines 2-4). LFDP algorithm continues 

selecting a point until its distance to the original time series falls below the threshold (lines 5-8). 

The selected points are all appended together to the list of important points (line 9). The 

example of important points are shown in Figure 10. These reference points are used to mark the 

starting and ending points of a shapelet candidate, as shown in Figures 11 - 15. As a result, the 

algorithm could filter out a large number of shapelet candidates, while maintaining shapelet 

candidate’s quality. 

 

Figure  10 Important points in a gun-point time series sequence generated from LFDP algorithm. 
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Figure  11 A subsequence created by connecting the first key point with the second key point. 
 

 

Figure  12  A subsequence created by connecting the second key point with the third key point 

 

Figure  13 A subsequence created by connecting the  first, second, and third key points. 
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Figure  14 A subsequence created by connecting the second, third, and fourth key points. 
 

 

Figure  15 Example of subsequences generated from every key point 
 

Table  6 A pseudo code of LFDP algorithm 

 
3.1.2 Incremental Neural Network 

An Incremental Neural Network is a preferable choice of clustering algorithm as it is a one-pass 

algorithm, which is suitable for large datasets. Moreover, it has an ability to self-adjust the 
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number of groups by candidate’s variation. The algorithm adopts this idea from the work in (Ji et 

al., 2018). However, instead of one single layer, I have modified the algorithm to become a two-

layered network, i.e., Candidates Averaging layer, and Class Heterogeneity layer.   

3.1.2.1 Candidates Averaging Layer 
A large number of candidates are similar in shape and size. Similar candidates would result in 

similar shapelet quality. If clustering similar shapelets together, the algorithm would be able to 

estimate the quality of shapelets groupwise rather than individually. The algorithm uses the 

length and shapelet average within the same group to calculate shapelet quality. 

The first layer will average candidates of the same length from the same original time series 

sequence whose distance between the candidates was below the threshold. As shown in Table 

7, the inputs are candidates that are grouped by their length. For all candidates with the same 

length (line 4), the algorithm inserts them one by one into an incremental neural network (line 

5). After inserting all data with the same length, the algorithm then averages all of the candidates 

in each node and appends it to the list of filtered candidates (line 6). The algorithm continues 

until all lengthwise candidate groups are completed (line 2). The outputs are the averaged 

filtered candidate, based on their lengths. 

 
Table  7 A pseudo code of candidate average layer in dual increment shapelet algorithm 

 

3.1.2.2 Class Purity Layer  
The measurement criteria for the best shapelet rely on the power of class discrimination 

(Bostrom & Bagnall, 2017). To measure shapelet quality, this work adopts the idea from 

(Rakthanmanon & Keogh, 2013) and (Bostrom & Bagnall, 2017) in measuring the quality of the 

group using class heterogeneity of a shapelets group. During the shapelet grouping process, the 

algorithm inserts the class metadata into the groups to help in group heterogeneity calculation. 

The algorithm used this approximated group quality to filter out some low-quality candidate 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

20 

groups instead of selecting each candidate one by one. Regardless of the length, this second 

layer could effectively group similar shapelets together. For example, in Figure 16, shapelet 

candidates that are being close to a horizontal line are clustered in cluster 1, but shapelet 

candidates that are shorter and have greater slopes are clustered in cluster 4. 

Table  8 A pseudo code of class purity layer in dual increment shapelet algorithm 

 

 

Figure  16 A cluster of similar shape shapelet candidate 

3.1.3 Dual Increment Shapelet 
With those strategies above, it could actually reduce the number of candidates to be evaluated 

by a few orders of magnitude. The remaining groups have good candidate potentials. All of the 

remaining candidates are then used to find the distance to all time series in the dataset. The 

underlying algorithm is very similar to the shapelet transform. Lastly, the results of the transform 

step are classified by SVM algorithm with a propose to find the best shapelet candidates. With L1 

regularization, weights are consolidated with some candidates that contribute the best accuracy. 

As a result, an acceptable number of shapelets is acquired. A pseudo code of Dual Increment 

shapelet presented in Table 9. 
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Table  9 A pseudo code dual increment shapelet algorithm 

 

The dual increment shapelets algorithm starts by first selecting important points obtained from 

LFDP algorithm. Then, those selected points are used to generate shapelet candidates (lines 1-2). 

The generated candidates were transferred to the first layer of the incremental neural network to 

average candidates that share the same length (line 3). After that, these candidates were 

transfered to the second layer of the incremental neural network which hosted a group of similar 

shapelet candidates (line 4). The quality of every group in class heterogeneity layer is measured 

by the class heterogeneity measurement (lines 6-7). The selected groups above the threshold are 

kept in the selected candidate list (line 8). Then, the candidates are transformed to a distance 

matrix; before they are classified by SVM with L1 regularization to the best shapelets (line 9).  

 

 

Figure  17 Euclidean distance measurement between the time series sequence and the first 
candidate 
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Figure  18 The top left cell of the distance matrix shows the resulting distance obtained from 
the operation in Figure 17. 

 

Figure  19 Euclidean distance measurement between the time series sequence and the first 
shapelet candidate slided to the right by 1 data point. 

 

Figure  20 The marked cell shows the resulting distance obtained from the operation in Figure 19 
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Figure  21 Euclidean distance measurement between the time series sequence and the first 
shapelet candidate slided to the right by 2 data point. 

 

Figure  22 The marked cell shows the resulting distance obtained from the operation in Figure 21 
 

 

Figure  23 Euclidean distance measurement between the time series sequence and the second 
candidate 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

24 

 

Figure  24 The marked cell shows the resulting distance obtained from the operation in Figure 23 
 

 

Figure  25  Euclidean distance measurement between the time series sequence and the second 
shapelet candidate slided to the right by 1 data point. 
 

 

Figure  26 The marked cell shows the resulting distance obtained from the operation in Figure 25 
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Figure  27 Euclidean distance measurement between the time series sequence and the second 
shapelet candidate slided to the right by 2 data point. 

 

Figure  28 The marked cell shows the resulting distance obtained from the operation in Figure 27 
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Chapter 4 
Experiment and Results 

4.1 Experiment setup 
All experiments were run on AMD 6 Core CPU. 

All experiments were written in JAVA using WEKA framework (Hall et al., 2009). 

The DIS algorithm are designed and written by myself but the baseline codes are took from 

(Bagnall, Lines, Bostrom, Large, & Keogh, 2017) to recreate the results. 

4.2 Baselines 
The baselines are chosen from 3 different method of finding shapelet: Shapelet Transform (ST), 

Learning Shapelets (LS), and Fast Shapelets (FS). Shapelet Transform represents the brute force 

method of finding shapelet. Learning Shapelet represents shapelet discovery using gradient 

descent. Fast Shapelet represents approximated but faster shapelet discovery algorithm. 

4.3 Datasets 
The data in UCR repository (Chen et al., 2015) are selected to be used in this thesis. The 

approximate number of shapelet candidates was obtained by using the formula 
2 4( )O n m  to 

calculate shapelet candidate size. This formula was also employed to measure the training 

feasibility of the algorithms. However, due to the exceedingly large time complexity, some 

baseline algorithms are unable to complete the classification in some large datasets within 24-

hour period. Specifically, only 40 datasets from the total of 76 datasets could be run by Shapelet 

Transform algorithm. Therefore, even though the proposed DIS algorithm could be successfully 

trained within the time limit, for fair comparison, only these 40 datasets are chosen for the 

experiments
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4.4 Running time comparison to the baselines 
To evaluate the performance, every algorithm is repeated 5 times, and the average running time 

is reported. Table 10 reports the average running time for all shapelet-based classifiers.  

 Table  10 Average running time in millisecond for shapelet-based classifiers 
Datasets FS LS ST DIS 

Adiac 101177 99454633 10692757 14834 

ArrowHead 10815 228300 4841654 1596 

Beef 75734 1915378 3123344 9364 

BeetleFly 22934 179908 5866064 9474 

BirdChicken 17178 159999 6281603 8060 

Car 119352 3926827 50858285 52557 

CBF 3301 49966 213188 516 

ChlorineConcentration 191170 1820407 52458469 12248 

Coffee 6244 76629 302256 1013 

DiatomSizeReduction 6882 309793 93089 831 

DistalPhalanxOutlineAgeGroup 10385 410264 15641115 2609 

DistalPhalanxOutlineCorrect 23501 287386 10530021 3377 

DistalPhalanxTW 13456 1933645 5874907 2045 

ECGFiveDays 2267 15433 159845 224 

FaceAll 190672 37933408 78029678 26308 

FaceFour 24148 500485 7792586 1994 

FacesUCR 54225 12490998 19879931 5122 

GunPoint 2578 45133 895632 679 

ItalyPowerDemand 1166 4777 2730 295 

Lightning7 87039 4702008 54935741 19362 

MedicalImages 46871 7818573 28067449 6739 

MiddlePhalanxOutlineAgeGroup 10184 412895 8862617 1526 

MiddlePhalanxTW 14331 1917648 14721367 3744 
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MoteStrain 1738 6538 10036 175 

OliveOil 47847 1623811 3082948 8836 

PhalangesOutlinesCorrect 88116 968687 99125785 16083 

Plane 14181 1658518 10914489 2583 

ProximalPhalanxOutlineAgeGroup 9819 410964 8685065 1355 

ProximalPhalanxOutlineCorrect 18283 269331 7089362 2377 

ProximalPhalanxTW 10817 1938259 9705892 1767 

ShapeletSim 31187 210767 542623 7698 

SonyAIBORobotSurface1 1504 4862 8410 220 

SonyAIBORobotSurface2 1561 6323 12257 281 

SwedishLeaf 104532 36721071 86573650 16996 

Symbols 24673 1648839 15207771 4569 

SyntheticControl 10487 934441 2413403 3405 

ToeSegmentation1 11377 109016 8114483 3792 

ToeSegmentation2 14778 197764 17057920 6911 

Trace 45370 1624364 87329377 15214 

TwoLeadECG 1468 7206 4381 175 

 
Table 10 shows that the proposed DIS algorithm evidently and significantly outperforms all other 

algorithms in terms of the running time. Especially in multiclass problems, DIS has an extra ability 

to prune more candidates than the binary class problems, being as many as 6,400 times faster in 

some datasets. These results indicate that the characteristics of the datasets (length, number of 

instances, number of classes, etc.) could be influential factors affecting the speed of DIS. In other 

words, the characteristics of the dataset directly affect the pruning power of the shapelet 

candidates, e.g., ItalyPowerDemand vs. FaceAll.  

The types of algorithms also influence the running time. The results from Table 11 revealed that 

DIS outperformed all the baselines since it is a one-pass candidate filtering algorithm. To be more 

specific, comparing to DIS, Shapelet Transform is the slowest one (2,460.567 times slower), 

followed by Learning Shapelet (525.664 times slower), and Fast Shapelet (6.180 times slower), 
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respectively, as shown in Table 11. It can be explained that Brute Force algorithm like Shapelet 

Transform requires very large running time to run. The Gradient descent algorithm underlying the 

Learning Shapelet is faster than the Brute Force algorithm, and the dimensionality reduced 

algorithm could greatly help reduce the running time, making Fast Shapelet the fastest one 

among all the baselines. 

Table  11 A comparison of the results of average speedup of DIS and the baselines 
Fast Shapelet Learning 

Shapelet 

Shapelet 

Transform 

6.180 525.664 2460.567 

 

4.5 Accuracy comparison to the baselines  
In terms of accuracy, the proposed DIS and the baselines were compared in order to compare 

the accuracy of DIS against all of the baselines. It should be noted that the Shapelet Transform 

employed in this session was parameterized using the same parameters reported in (Bagnall et 

al., 2017). The results are provided in Table 12. 

Table  12 Classification accuracies for shapelet-based classifiers 
Dataset FS LS ST DIS 

Adiac 0.550 0.519 0.130 0.729 

ArrowHead 0.577 0.823 0.720 0.777 

Beef 0.567 0.800 0.567 0.767 

BeetleFly 0.650 0.750 0.800 0.800 

BirdChicken 0.900 0.800 0.750 0.900 

Car 0.733 0.800 0.633 0.883 

CBF 0.919 0.990 0.956 0.941 

ChlorineConcentration 0.591 0.591 0.616 0.648 

Coffee 0.964 1.000 1.000 0.964 

DiatomSizeReduction 0.879 0.967 0.765 0.941 

DistalPhalanxOutlineAgeGroup 0.640 0.719 0.691 0.698 

DistalPhalanxOutlineCorrect 0.728 0.786 0.670 0.775 
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DistalPhalanxTW 0.655 0.626 0.647 0.647 

ECGFiveDays 0.995 1.000 1.000 1.000 

FaceAll 0.620 0.775 0.653 0.778 

FaceFour 0.920 0.966 0.750 0.943 

FacesUCR 0.738 0.944 0.671 0.878 

GunPoint 0.940 1.000 0.953 0.993 

ItalyPowerDemand 0.906 0.963 0.943 0.958 

Lightning7 0.630 0.808 0.425 0.740 

MedicalImages 0.605 0.686 0.471 0.689 

MiddlePhalanxOutlineAgeGroup 0.539 0.584 0.532 0.584 

MiddlePhalanxTW 0.461 0.506 0.526 0.494 

MoteStrain 0.798 0.858 0.839 0.874 

OliveOil 0.633 0.700 0.767 0.867 

PhalangesOutlinesCorrect 0.724 0.748 0.685 0.833 

Plane 0.990 1.000 0.924 1.000 

ProximalPhalanxOutlineAgeGroup 0.776 0.815 0.737 0.834 

ProximalPhalanxOutlineCorrect 0.838 0.849 0.715 0.887 

ProximalPhalanxTW 0.727 0.810 0.654 0.790 

ShapeletSim 1.000 0.978 1.000 0.972 

SonyAIBORobotSurface1 0.686 0.827 0.947 0.429 

SonyAIBORobotSurface2 0.790 0.890 0.876 0.824 

SwedishLeaf 0.789 0.917 0.755 0.928 

Symbols 0.937 0.930 0.823 0.930 

SyntheticControl 0.937 0.997 0.957 0.990 

ToeSegmentation1 0.943 0.930 0.934 0.956 

ToeSegmentation2 0.692 0.923 0.892 0.800 

Trace 1.000 1.000 0.980 1.000 
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TwoLeadECG 0.946 0.997 0.970 0.991 

As the tradeoff for speed, DIS accuracies are expected to be lower. However, DIS does surprisingly 

well, being a winner among all baselines in as many as 18 datasets. The Gradient descent 

algorithm in Learning Shapelet could yield good results as expected, but the Fast Shapelet is the 

least accurate despite its fastest speed, due to the dimensionality reduced data.   

Table 13 reports the performance of the proposed DIS algorithm in terms of accuracy, comparing 

to the three baselines. DIS generally outperforms Fast Shapelet and Shapelet Transform but is 

slightly less accurate than the Learning Shapelet. One possible explanation involves their 

underlying behavior of the algorithms. The Gradient descent algorithm could effectively search 

for the qualified shapelets. The DIS might prune some qualified shapelet candidates out, leading 

to the possible deviated result. 

Table  13 A comparison of the results of accuracy of DIS and each baseline algorithm 

Result Fast Shapelet Learning 

Shapelet 

Shapelet 

Transform 

Win 33 15 30 

Lose 4 20 7 

Tie 3 5 3 
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Chapter 5 
Conclusions and Future work 

In this work, a novel algorithm so-called “Dual Increment Shapelets (DIS)” is introduced. This 

thesis evaluates its performance in terms of speed and accuracy against the three baselines: Fast 

Shapelet, Learning Shapelet, and Shapelet Transform. The results reveal that DIS is the fastest 

algorithm comparing with all the baselines. With the significantly improved speed, the accuracy 

of DIS has only been slightly sacrificed. The key to its success is good candidate filtering ability, 

which is a result of LFDP candidate generation method combined with two-layered Incremental 

Neural Network. With these capacities, DIS offers a promising algorithm to handle large datasets 

while maintaining satisfactorily high accuracy. However, as a future work, The algorithm’s 

performance could be improved to pin-point qualified shapelets, as a result, speeding up the 

training time.     
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