
B A C K G R O U N D  A N D  R EL A TED  W O R K

T h is  c h a p te r  is d iv id ed  in to  3 p a r ts . T h e  firs t p a r t  describes th e  b ack g ro u n d . T h e  

secon d  p a r ts  d escrib es o th e r  w ork re la te d  to  n am e  serv ices a n d  th e  th ird  sum m arizes 

th e  fea tu re s  of variouse  n am e services.

2.1 B ackground

2.1.1 T C P /I P  P rotoco l Suite

T h e  T C P / I P  p ro to co l su ite  [17-19], a n  op en  p ro to co l s ta n d a rd s , allow s c o m p u te rs  of all 

s ite s , from  m an y  d ifferen t co m p u te r  vendors, ru n n in g  on d ifferen t o p e ra tin g  sy stem s, to  

co m m u n ica te  w ith  each  o th e r . I t  is tru ly  an  o p en  sy stem  w hich form s th e  basis  for w h a t 

is ca lled  In te rn e t . T h e  T C P / I P  p ro toco l su ite  is th e  co m b in a tio n  of differen t p ro toco ls  

a t  va rio us layers. N orm ally , it is considered  to  b e  a  four-layer sy s tem  as show n in T able  

2 . 1.

T ab le  2.1: T h e  four layers of th e  T C P / I P  p ro to co l su ite

T e ln e t, F T P , e-m ail, etc .
T C P , U D P  
IP, IC M P , IG M P  
D evice d riv e r a n d  in te rface  ca rd

A p p lica tio n
T ra n sp o rt
N etw ork

Link
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2 . 1 . 2  In ternet v s  in ternets

T h e  In te rn e t is th e  co llection  of over one m illion  h o sts  a ro u n d  th e  w orld th a t  can  com ­

m u n ica te  w ith  each  o th e r  using  T C P /I P .  A n in te rn e t is an y  ne tw o rk  m ad e  up  of m u ltip le  

ne tw o rk s using  a  com m on p ro toco l su ite . It is no t necessarily  co n n ec ted  to  th e  In te rn e t, 

no r does it necessarily  use T C P / I P  [20].

2.1.3 N am es and O bjects

T h e  In te rn e t P ro to c o l d o cu m en t [21] defines nam es a n d  ad d resses  as follows: ‘‘A nam e 

in d ica te s  w h a t we seek .” an d  “A n ad d ress  in d ica te s  w h ere  it is” . T h ere fo re  h o sts  a re  as­

signed  th e  id en tic a l nam es b ecau se  th e y  a re  easier to  rem em b er an d  ty p e  correctly . E very  

n e tw o rk  in te rface  a tta c h e d  to  a T C P / I P  ne tw o rk  is id en tified  by a u n iq u e  3 2 -b it ad d ress  

(IP v4  ad d ress) an d  n o rm ally  is w rit te n  as  4 -decim al n u m b ers  ca lled  d o tted -d ec im a l no­

ta tio n . T h e  In te rn e t N etw ork  In fo rm atio n  C e n te r  ( In te rN IC ) is a c e n tra l a u th o rity  for 

a llo ca tin g  th e se  ad d resses  for ne tw o rk s co n n ec ted  to  th e  w orld  w ide In te rn e t. T h e re  arc  

3 ty p es  of IP  add ress:

1. U n icast is d e s tin e d  for a  single ho st.

2. B ro ad cas t is d e s tin e d  for all h o s ts  on a  given netw ork .

3. M u ltic a s t is d e s tin e d  for a  se t of h o sts  th a t  be lon g  to  a  m u ltic a s t g roup . 

C u rren tly , version  6 o f th e  In te rn e t p ro to co l ( IP v 6  ad d ress)  [22-24] also  s u p p o rts  to

m ap  n am es to  add resses.
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2.1 .4  Services and N am e Services

W h en  a user req u ests  a serv ice - a  d is tin c t p a r t  of a  c o m p u te r  sy s tem  th a t  m anages 

co llection  o f re la ted  resources, a  n am e is re fe rred  to  o p e ra te  on  a  n am ed  o b je c t or 

resource . In  a  d is tr ib u te d  system , n am es a rc  n eed ed  to  refer to  en titie s  such  as users, 

c o m p u te rs , an d  serv ices them selves. A n am e  serv ice  s to re s  a  co llection  of one o r m ore 

n am in g  co n tex ts  - se ts  of b in d in g s  b e tw een  te x tu a l n am es an d  a t t r ib u te s  for o b je c ts  such 

as users, co m p u te rs , serv ices, a n d  rem o te  o b je c ts  [25].

2.2 R elated  W ork

2.2.1 G rapevine

In th e  early  8 0 ’s, a m u ltic o m p u te r  sy s tem  on  th e  X erox  research  in te rn e t ca lled  G rap ev in e  

[2] w as developed  to  prov ide m essage delivery , reso u rce  lo ca tio n , a u th e n tic a tio n , a n d  ac ­

cess co n tro l services. A re g is tra tio n  d a ta b a s e  is used  to  m ap  nam es to  in fo rm atio n  ab o u t 

users, m ach ine  serv ices, d is tr ib u tio n  h o sts , an d  access co n tro l lists. T h e  n am in g  s tru c ­

tu re  is a  tw o-level h ierarchy . T h e  tw o-level n am in g  h ie ra rch y  w orked well for delivering  

c o m p u te r  m ail w ith in  th e  X erox C o o p e ra tio n  R esearch  a n d  D ev elo pm en t com m unity .

2.2 .2  C learinghouse

III 1983, C learingh ou se , an  ex ten sio n  of G rap ev in e , w as dev elo ped  [3]. C lea rin g h o u se  is a  

d ecen tra lized  agen t for lo ca tin g  n am e d  o b jec ts . T h e  o b je c ts  in  C learin g h o u se  a re  of m any  

ty p e s  in c lu d in g  w o rk s ta tio n s , file servers, p r in t servers, an d  h u m a n  users. T h e  n am in g
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s tru c tu re  is th ree -lev e l h ie ra rch y  for m ap p in g  n am es to  o b je c ts  across o rgan iza tion s.

2.2 .3  D om ain  N am e S ystem  (D N S )

T h e  In te rn e t is a  w orld-w ide c o m p u te r  netw ork . I t  is a n e tw o rk  th a t  in te rco n n ec ts  

m illions of co m p u tin g  dev ices th ro u g h o u t th e  w orld. M ost of co m p u tin g  devices such as 

P C s, U n ix -b ased  w o rk s ta tio n s  an d  servers, w hich a re  ca lled  h o sts , need  id en tifica tio n . 

In th e  In te rn e t, th e se  h o s ts  are  iden tified  via IP  ad d resses  as show n in F ig u re  2.1.

F ig u re  2.1: In te rn e t a n d  IP  add resses.

D o m ain  N am e S ystem  (D N S) was designed  in 1981 an d  specified ill [4 b . DNS is a 

d is tr ib u te d  d a ta b a s e  based  on th e  T C P / I P  p ro toco l. T h e  D N S m ap s h u m an -read ab le  

host nam es to  n u m erica l IP -ad d resses . T h e  d a ta b a s e  s tru c tu re  is s tr ic tly  h ierarch ica l. 

A n am e  such  as  sc .ch u la .ac .th  has a  s tru c tu re  as show n in F ig u re  2.2.

F ig u re  2.2: T h e  o rg an iza tio n  of DNS



8

T h e  d o m a in  n am es  arc  re s tr ic te d  to  a  su b se t of A S C II know n as th e  “L D H ” ru les 

for “le t te r  - d ig it - h y p h en ” [26]. E ach  do m ain  n am e is a  p a th  in an  in v erted  tree , called 

th e  d o m ain  n am e  space. T h e  tre e  h as  a  single ro o t a t  th e  to p  called  “th e  ro o t” . E very  

no d e  h as  a  lab e l of up  to  63 c h a rac te rs , excep t th e  ro o t, an d  m u st have a u n iq u e  do m ain  

n am e. A d o m a in  n am e th a t  end s w ith  a  p e rio d  is ca lled  a n  ab so lu te  d o m ain  n am e o r a  

fully qualified  d o m ain  n am e (F Q D N ) for exam ple: sc .ch u la .ac .th .

T h e  in fo rm a tio n  a b o u t th e  d o m a in  n am e space  is s to re d  in  th e  n am e  servers. T h ere  

a rc  2 im p o r ta n t p rocesses re la te d  to  DNS:

1. T h e  reso lver: T yp ically , reso lvers a re  lib ra ry  ro u tin e s  called  by p ro g ram s th a t  need 

to  look up  nam es.

2. T h e  n am e  reso lu tio n  o r sim p ly  reso lu tio n : A reso lver p e rfo rm s n am e  reso lu tio n  or 

asks a n am e  server to  do for it by q u e ry in g  n am e serv ers  to  d e te rm in e  a m ap p in g  

from  a  n am e  to  an  add ress. Q u eries  can  be  e ith e r  recursive  o r no il-recursive. T h e  

re su lt from  recu rsive  queries is th e  d irec t ad d ress  of th e  requ ired  d e s tin a tio n , w hilst 

th e  n o n -recu rsive  queries re tu rn  th e  IP  ad d ress  of th e  n e x t ho p  of th e  re la te d  link.

A generic  reso lu tio n  exam p le  is show n in F ig u re  2.3 w ith  a  b rie f  ex p la n a tio n

1. N am e se rv er A receives a  q u e ry  from  th e  resolver.

2. A queries B.

3. B refers A to  o th e r  n am e servers, in c lu d in g  c .

4. A queries c.
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5. c refers A to  o th e r  n am e servers, in c lu d in g  D.

6. A qu eries  D.

7. D answ ers.

8. A r e tu rn s  answ er to  resolver.

B

>

F ig u re  2.3: T h e  re so lu tio n  process

A s th e  g ro w th  of u sing  a p p lica tio n s  th ro u g h  In te rn e t is in c reasing  rap id ly , th e  d em an d  

of using  a  no n -A S C II c h a ra c te r  do m ain  n am e  is requ ired . T h erfo re . effo rts  to  ad d  non- 

A S C II c h a ra c te r  nam es, de riv in g  from  lan g u ag es  or c h a ra c te r  se ts  b ased  on o th e r  sim ple 

A S C II a n d  E ng lish -like  n am es, have been  a rosen . C o nsequ en tly , th e  In te rn a tio n a liz e d  

D o m ain  N am es W o rk in g  G ro u p  (ID N -W G ) w as in itia te d .

T h e  ID N -W G  h a d  developed  a  te ch n iq u e  ca lled  th e  A S C II-C o m p a tib le  E nco d in g  

(A C E ) to  s u p p o r t  th e  req u ired  no n-A S C II c h a ra c te r  d o m ain  n am e. T h e  A C E  preserves 

th e  L D H  co n v en tio n s  in  th e  D N S itself. H ow ever, th e  A C E  sy s tem s, req u ires  m uch 

of th e  m a tc h in g  m echan ism . H offm an p ro p o sed  N am ep rcp  [28] to  allow  users  to  en te r  

in te rn a tio n a liz e d  d o m a in  nam es (ID N s). N am ep rep  is a  S tr in g p re p  profile used by th e
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ID N A  p ro to co l [27] for p rep a rin g  d o m ain  nam e. T h en , it is im p lem en ted  to  process 

d o m ain  n am e labels, no t d o m ain  nam es. F u rth e rm o re , p u n y co d e  [29] co n v erts  dom ain  

n am e lab els  w hich  arc  n o n -A S C II c h a ra c te rs  in to  A S C II c h a rac te rs .

2.2.4 G lobal N am e Service (G N S)

A g lobal n am e serv ice(G N S ) w as developed  by L am pson  a n d  co lleagues a t  th e  D E C  Sys­

tem s R esearch  C en te r  [7]. G N S prov ides facilities for reso urce  lo ca tio n , m ail add ressing  

a n d  a u th e n tic a t io n  a n d  w as designed  on  th e  basis o f G rap ev in e  [2] an d  X erox  C learing ­

house [3] in c lu d in g  th e se  req u irem en ts  such as large  size, long life, h igh availab ility , fault 

iso la tio n , an d  to le ran ce  of m is tru s t.

G N S prov id es a n am e  serv ice  for use  in  an  in te rn e tw o rk  w hich s u p p o rts  a  nam ing  

d a ta b a s e  th a t  m ay  ex ten d  to  include th e  nam es o f m illions of co m p u te rs  an d  even tu ally  

e-m ail ad d re ss in g  for billions of users.

T h e  n am e  serv ice  is d iv id ed  in to  2 levels: c lien t level an d  a d m in is tra tio n  level. At 

th e  client level, c lient sees a s tru c tu re  as  a tre e  of d irec to rie s  (see F ig u re  2.4)

A N S I

F ig u re  2.4: T h e  G N S d ire c to ry  tre e

In G N S, n am es  have  2 p a r ts : < d ire c to ry  n am e, value n a m e > . T h e  f irs t p a r t  identifies
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a  d irec to ry ; th e  second  refers to  a  value tre e  or som e p o rtio n  of a  value tree . T h e  

n am e space  is h ie ra rch ica l. T h ere  a re  o p e ra tio n s  for read in g  an d  u p d a tin g  nam es an d  

th e ir  values. F u rth e rm o re , G N S prov ides th e  facilities for a u th e n tic a t io n  an d  p ro tec tio n  

or a u th o riz a tio n . T h e  a u th e n tic a tio n  is based  on th e  use of en c ry p tio n  to  p rov ide  a 

se t of secure  ch an n e l b e tw een  2 p rin c ip a ls  using  th e  key to  e s tab lish  com m un ica tion . 

E ach  d ire c to ry  h as  an  a u th e n tic a tio n  fu n c tio n  to  m ap  b etw een  keys an d  p rinc ipa ls. 

P rin c ip a ls  a re  th e  e n tity  w hich are  iden tified  by a  full n am e o r a  re la tiv e  n am e sim ila r to  

U nix  file sy stem . For a u th o riz a tio n , G N S prov ides th e  access co n tro l fu n c tio n  w hich is 

defined  by a  se t o f tr ip le s  (p rin c ip a l p a t te rn , p a th  p a t te rn , r igh ts) such  as (A N S I/D E C /* , 

L a m p so n /* , { read }). A t th is  level, th e  d a ta b a s e  w hich  is d is tr ib u te d  an d  rep lica ted  is 

invisible. A t th e  a d m in is tra tio n  level, n am in g  d a ta b a s e  w hich is a tre e  of d irec to rie s  

ho ld ing  n am e  a n d  values can be p a r ti tio n e d  arid s to red  in a n u m b er of servers an d  

rep lica ted  it  for re liab ility . T h e  copies of till1 d a ta b a se s  a re  v isible. T ab le  2.2 sum m arize  

som e fea tu res  of G N S.

T ab le  2.2: F ea tu re s  of G N S
F ea tu re G lobal N am e Service
N am e space H ierarch ical
C re a tio n  D a te 1986
S u p p o rts S m all to  la rge  ne tw o rk
L arge N u m b er of O b je c ts N o t scalab le : in case of m erg ing  an d  

m oving  d ire c to ry  tre e  for large  ne tw o rk
R esource  L o ca tio n T ra n sp a re n t to  user
S ecu rity A u th e n tic a tio n : sec re t key to  p rov id e  a  secure  chan nel 

A u th o riza tio n : access co n tro l fu n c tio n
H igh ava ilab ility A se t of d ire c to ry  copies s to re d  in  servers

G N S successfu lly  ad d resses  th e  need  for sc a lab ility  a n d  reco n fig u rab ility  w ith  th e
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ex cep tio n  of th e  so lu tio n  a d o p te d  for m erg ing  a n d  m oving  d ire c to ry  tre e s  [25,30]. For 

exam p le , tw o p rev iou sly  s e p a ra te d  G N S serv ices m ay  be  in te g ra te d  w ith  th e  in tro d u c tio n  

of a  new  ro o t above  th e  tw o ex is tin g  ro o ts . W ell-know n d ire c to ry  tab le s  a rc  used  to  

s to re  th e  p rev iou s d ire c to ry  id en tifie rs  an d  rem ap  to  th e  c u rre n t rea l ro o t d ire c to ry  of 

th e  n am in g  d a ta b a se . W h en ev er th e  rea l ro o t o f th e  n am in g  d a ta b a se  changes, th e  new 

lo ca tio n  of th e  rea l ro o t will be  in fo rm ed  to  all G N S servers. In a  large-scale netw ork , 

re co n fig u ra tio n s  m ay  o ccu r a t  an y  level, an d  th is  m akes th e  ta b le  grow  rap id ly , conflicting  

w ith  th e  sca lab ility  goal.

2.2 .5  N etw ork  Inform ation  Service P lu s (N IS + )

T h e  N etw ork  In fo rm a tio n  S erv ice P lu s (N IS + )  [8] w as developed  by  th e  SunSoft, eng i­

neerin g  te am . I t s to re s  in fo rm atio n  a b o u t w o rk s ta tio n  add resses, secu rity  in fo rm atio n , 

m ail in fo rm a tio n . E th e rn e t in terfaces, an d  ne tw o rk  serv ices in  ce n tra l lo ca tio n s  w here 

all w o rk s ta tio n s  on a  ne tw o rk  can  access it.

T h e  N IS +  n am e  sp ace  is h ie ra rch ica l like D N S. T h e  N IS +  n am e space  can  be  d iv ided  

in to  m u ltip le  d o m ain s , each  of w hich  can  be  a d m in is te re d  au to n o m o u sly  a n d  con sists  of 

3 s tru c tu ra l  co m p o n en ts : d irec to ries , tab le s , a n d  g rou ps. T h ese  co m p o n en ts  a re  called  

N IS +  o b jec ts . A d o m a in  of N IS +  is a  co llection  of o b jec ts . A D N S d o m ain , on  th e  o th e r  

h an d , s to res  n am es  an d  IP  ad d resses  of all th e  w o rk s ta tio n s  in each do m ain . F ig u re  2.5 

show s th e  s tru c tu re  o f  N IS + .

To s to re  a n d  access to  th e  in fo rm atio n  c o n ta in ed  in an  N IS +  n am e  space, N IS +  uses 

a  c lien t-se rv er m odel an d  en h an ces  re liab ility  by su p p o rtin g  each  d o m ain  w ith  m as te r
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directory
objects

T e s t  C o m

gro up
ob jec ts

tab le

F ig u re  2.5: T h e  s tru c tu re  of N IS +

serv er a n d  rep licas for back in g  u p  w hich is s im ila r to  D N S. E ven th o u g h  each d o m ain  is 

s u p p o rte d  by  a  se t of servers, a single se t of servers can  su p p o rt m ore  th a n  one do m ain . 

In  a d d itio n , N IS +  s to res  in fo rm a tio n  in  ta b le s  in s te a d  o f th e  zone files used  in  DNS. 

T h ese  ta b le s  a re  n o t A S C II files, b u t a rc  ta b le s  in th e  N IS +  d a ta b a s e  w hich are  view ed 

a n d  e d ite d  using  N IS +  co m m an d s. N IS +  c lien ts  c an  o b ta in  th e ir  n e tw o rk  in fo rm atio n  

from  one o r m ore  of th e se  sources: N IS +  tab le s , NIS m aps, th e  D N S h o s ts  tab le , and  

local p a th  ( /e tc )  files using  N am e S erv ice Sw itch  (N SS).

F u rth e rm o re , N IS +  prov ides secu rity  using  a u th e n tic a tio n  an d  a u th o riz a tio n  to  p ro ­

te c t  th e  in fo rm atio n  in  th e  n am e space  an d  th e  s tru c tu re  of th e  n am e space  itse lf  from  

an  u n a u th o r iz e d  access. T h e  secu rity  is an  in teg ra l p a r t  of th e  N 1S +  n am e space. F ig u re  

2.6 d escrib es N IS +  secu rity  p rocess.

1. C lien t sends server a  req u est for access to  th e  n am e  space.

2. S erver a u th e n tic a te s  c lie n t’s req u es t by ex am in in g  p r in c ip a l’s c reden tia ls .

3. S erver exam ines o b je c t’s de fin itio n  to  d e te rm in e  access r ig h ts  g ra n te d  to  p rin c ip a l.

4. S erver d e te rm in es  th e  class of p rin c ipa l: O w ner, G ro u p , W orld , or N obody.
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0
F ig u re  2.6: S u m m ary  of N IS +  S ecu rity  P ro cess

5. S erver d e te rm in es  access r ig h ts  g ra n te d  to  p r in c ip a l's  class: R ead , M odify, C rea te , 

o r D estroy.

6. If th e  access rig h ts  g ra n te d  to  p r in c ip a l's  class m a tch  th e  ty p e s  o f o p e ra tio n s , th e  

o p e ra tio n  is perfo rm ed .

N 1S+ uses c red en tia l to  a u th e n tic a te  th e  id e n tity  of p rin c ip a l a n d  uses a u th o riz a tio n  

to  specify  access righ ts . A p rin c ip a l is an  en tity  th a t  su b m its  a req u est for N IS +  service 

from  an  N IS +  clien t. T h e re  are  tw o ty p e s  of p rin c ip a l, a clien t u ser w hich  is a  general user 

a n d  a  c lien t w o rk s ta tio n  w hich a  u ser logs in  as a  su p e ru se r. P rin c ip a ls  have 2 ty p es  

of c red en tia l: L O C A L  an d  D E S  (D a ta  E n c ry p tio n  S ta n d a rd )  [31,32]. To d e te rm in e  

th e  ty p e  of c red en tia l p rin c ip a ls , N IS +  prov ides secu rity  levels. C u rre n tly  th e re  are  3 

secu rity  levels: 0, 1, an d  2 w hich  are  p rov id e  by th e  N IS +  server. N orm ally , level 0 

is p ro v id ed  for te s t in g  an d  se tu p  th e  in itia l N IS +  n am e  space. Level 1 is p rov id ed  for 

te s t in g  a n d  d eb u g g in g  a n d  level 2 is th e  m o st secure  level a n d  used  in gen era l. A clien t

u se r can  have b o th  L O C A L  a n d  D E S, b u t a  c lien t w o rk s ta tio n  can  on ly  have a  D ES
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credential. For secure environment, NIS+ uses DES authentication. DES authentication 
uses DES and public key cryptography - Diffie-Hellman scheme [33]. Table 2.3 describes 
the characteristics of NIS+. NIS+ focuses on making network administration more

Table 2.3: NIS+ characteristics
Feature Network Information Service Plus (NIS+)
Supports Small to large network
Large Number of Objects Scalability
Domain Store Collection of information such as workstations, 

users, and network services
Data Storage Table (NIST database)
Data Update Propagation
Security Authentication: DES + Diffie-Hellman 

Authorization: Access rights(read, modify, create 
and destroy) depend on authorization classes: Owner, 
Group, World, and Nobody.

High availability Master server arid backup servers called replicas
Connect to Internet Use Name Service Switch
Target users In organization

manageable over a variety of network information and uses under Solaris 2.x which is 
proprietary, whereas DNS focuses on making communication simpler using workstation 
names instead of addresses and supports a variety of hosts running on various operating 
systems. Additionally, DNS is a key infrastructure for Internet that nobody has a 
monopoly on access to or use of it. Therefore the more Internet community is being 
growth, the more DNS is being important.

2.2 .6  N ovell D irectory  Service (N D S )

Novell Directory Service (NDS) [9-11] was introduced in 1993 as a method of managing 
Netware networks. NDS is originally designed to manage distributed Netware networks.
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It now supports management of basic network resources including applications, services, 
and other information concerning the network.

NDS is a full-function directory service based on the 1988 X.500 standard and pro­
vides a single, logical tree-structured view of all resources on the network. Table 2.4 
provides a comparison of NDS terminology to tile terms used in x.500 [11,34],

Table 2.4: A comparison of NDS terminology to the terms of used in x.500
Functionality NDS Term Analogous x.500 Term
Directory entries Attributes Attributes
Definition of 
directory contents

Schema Schema
Logical
representation of 
directory

Directory tree Directory Information Tree 
(DIT)

Data Storage Directory database Directory Information Base 
(DIB)

Subdivision of 
directory

Partition Naming Context
Data Update Synchronization Replication
Server agent NDS server Directory Service Agent 

(DSA)
Client agent Client Directory User Agent 

(DUA) '
Query resolution Tree-walking 

and referral
Chanining and Referral

Although NDS is based on x.500 in design and operations, the protocols used are 
primarily proprietary. Portions of the NDS database are distributed on volume storage 
devices at strategic locations on the network. These elements are called partitions. NDS 
partitions are copied or replicated across the network as necessary to enhance reliability. 
In addition, NDS uses shared secret authentication methods as well as the Public Key 
Infrastructure(PKI) [35] certificates for establishing the user identity. Both private and
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public key technologies are used for NDS authentication. NDS uses RSA public-key 
technology [36] to provide for a single login and encrypted authentication. With this 
process, users can access applications through a single sign-on (i.c. One-password access 
to any authorized resources on the network). Users can sign on to a multiserver network 
and view the entire network as a single information system.

NDS stores information in a multiple file structure instead of the zone files used in 
DNS. Table 2.5 describes the characteristics of NDS.

Table 2.5: NDS characteristics
Novell Directory Service (NDS)

Name space Hierarchical with a collection of network resources 
and services

Support Small to large network
Large number of objects Scalibility
Data Storage Directory database (NDS file structure)
Data update Synchronization
Security Authentication:- RSA: public key 

Authorization:- Access rights use a combination of 
settings: trustee assignment, security equivalence, 
inheritance and inherited rights filter (IRF)

High availability Partitions and replicas
Target users In organization

NDS purpose supports to easily manage distributed Netware networks and resources. 
The core protocols using in NDS are proprietary, whereas DNS uses worldwide for the 
Internet which is truly an open system.

2 .2 .7  H andle S ystem

A Handle System [12,13] developed by CNRI (http://www.cnri.reston.va.us) is a general- 
purpose global name service that allows secured name resolution and administration

http://www.cnri.reston.va.us
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over the Internet. The Handle System includes an open protocol, a name space, and a 
reference implementation of the protocol. The protocol enables a distributed computer 
system to store names or handles, of digital resources and resolve those handles into 
information necessary to locate, access, and make use of resources. It has been designed 
to serve as naming system for very large number of entities and to allow administration 
at the name level while DNS names arc managed by the network administrator(s) at the 
zone level. In Handle System, name or handle consists of 2 parts: naming authority and 
unique local name. The naming authority and local name are seperated by the ASCII 
character “/ ” as shown below ะ

<Handle> นะ= <Handle Naming Authority> “/ ” <Handle Local Name>
The naming authority is globally unique within the Handle System. Moreover, it 

is hierarchical. Unlike DNS. the naming authorities are constructed left to right, con­
catenating the labels from the root of the tree to the node that represents the naming 
authority and each label is seperated by For example, a naming authority for the 
National Digital Library Program (“ndlp’’) at the Library of Congress (“loc”) is defined 
as “loc.ndlp” . The handle name space can be considered as a superset of many local 
name spaces, with each existing local name space can join a global handle name space 
by obtaining its own unique naming authority.

The Handle System defines a hierarchical service model which is categorized into 
2 types: handle resolution service and handle administration service. Clients use the 
handle resolution service to resolve handles into their values. To manage the handles, 
including adding and deleting handles, or updating their values, the handle administra­
tion service deals with client requests. It also deals with authority administration via
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naming authority handles. The top level of Handle System is a single global service, 
or the Global Handle Registry and the lower level consists of all other handle services, 
which are known as local handle services. The Global Handle Registry provides a handle 
service for resolution and used to manage any handle name spaces. The local handle 
service layer provides resolution and administration service for the local names.

The Handle System provides authentication depending on client’ร request. Ill the 
normal situation, the handle resolution service docs not require client authentication. 
On the other hand, if there is any confidential data assigned by an administrator, the 
authentication will be performed. Handle clients use cither a secret key or a public key 
cryptography for authentication. Table 2.6 describes the features of Handle System. 
In addition, the Handle System allows the name to persist over changes of locations,

Table 2.6: Handle System Features
Feature Handle System
Name space Hierarchical
Creation Date 1998
Supports Internet
Large Number of Objects Scalability
Domain Store Digital objects or resources
Data Update Use handle administration service
Security Authentication: secret kcy/public key cryptography
High availability Group of handle servers into one or more handle sites

ownerships, and other state conditions. For example, when a name resource moves from 
one location to another, the handle updates its value in the Handle System to reflect 
the new location. The disadvantage [37] of this system is the effective use requires users 
install the special browser software.



20

2.2 .8  C O R B A  N am ing Service

In addition to object-based middleware, the CORBA naming service is a generic service 
for the CORBA architecture [14-16]. It allows names to be bound to remote objects. 
A name binding is always defined relative to a naming context [38]. The names are 
structured in a hierarchical fashion. In the CORBA naming service, different names can 
be bound to an object in the same or different contexts at the same time.

2.2 .9  O ther N am in g S ystem s

The Intentional Naming System or INS [39] was proposed in 1999. The INS attempt to 
use a naming system to achieve various transparencies. INS has a great capability of 
transparently locating various objects.

The Interface-based Naming System or IFNS [40,41] is designed to support the two 
stated requirements: locating and adaptation. The IFNS is capable of locating objects 
transparently in a ubiquitous Internet. The objects called functional objects can be 
multiple named. For example, a functional object such as physical location, can have 
different names. However, each functional object should have at least one interface 
name.

The Federated Naming Service (FNS) [42] is a system for uniting various name 
services under a single interface for basic naming operations. It is produced by รนท 
Microsystems and was included in the Solaris Operating Environment versions 2.5 to
9. FNS is an extended implementation of X/Open’s 1994 XFN (X/Open Federated 
Naming) specification. The purpose of XFN and FNS is to enable applications to use
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widely heterogeneous naming services (such as NIS, NIS+, DNS, etc.) via a single 
interface, in order to avoid duplication of programming effort, Neither XFN nor FNS 
was popular or widely used. Nevertheless, FNS was last included ill Solaris 9.

2.3 Features o f Various N am e Services

Name service is a fundamental service that provides a mechanism to maintain status 
and accesses information about network resources. Regarding to the growth of com­
puter technology, the interconnection of networks and other issues related to names are 
needed to be considered. Most researches and products have been designed with the 
basic requirements such as a long life time, high availability, fault tolerance including 
scalability. The issues that influence the structure and semantics of a name space must 
be taken into account [43].

Table 2.7: Features of current name services.
N am e Service H um an-

readable
nam e

H ierarchical 
nam e space

Sharing
unique
nam e

C haracter
S upport

Anonymity

Grapevine Yes Yes No ASCII No
Clearinghouse Yes Yes No ASCII No

DNS Yes Yes Yes° {a-z, A-Z, 
0-9,-}"

No
GNS Yes Yes No ASCII No
NIS+ Yes Yes No ASCII No
NDS Yes Yes No ASCII No

Handle System Yes Yes No Unicode No
CORBA Naming 

Service
Yes Yes No Unicode No

“DNS allows a domain name mapping to multiple addresses for load balancing.
6anv character (octet value) can be in any DNS label, but other applications (e.g. 

e-mail. W W W ,  etc) only handle {a-z, A-Z, 0-9, and hyphen (-)}, and no encoding label 
such as UTF-8 is in DNS.
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The characteristics of each name service are summarized in Table 2.7. According to 
Table 2.7, it shows that human-readable name, hierarchical name space, and anonymity 
are the basic features that contain in every name service. In addition, most of them 
cannot share a single name to refer various objects. Though, DNS supports sharing 
unique name, this feature is intended only to help load balancing. The evaluation of 
name service is developed for decades. Grapevine, Clearinghouse, DNS. GNS, NIS+, and 
NDS were originally supported only ASCII-based characters, even if some name services 
have an extension for dealing with non-English languages. For example, there are a 
number of DNS extensions for using non-ASCII characters domain names. The iDNS, 
proposed by J.K.Tan et al. [44,45], employs an iDNS-compatible server to transform 
multilingual string names compliant with RFC1035 [5]. Moreover, Internationalized 
domain names in Applications (IDNA) [27] is defined for handling internationalized 
domain name. For preparing domain names, Namcprep [28] is used, and the ACE 
labels [27] and Punycode [29] represent non-ASCII based label.

Therefore, this thesis aims to justify a system that eliminates drawbacks and over­
comes some difficulties brought by a strictly hierarchical naming system.
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