CHAPTER Il
LINEAR AND ALGEBRAIC INDEPENDENCE

From here, our main concern is the function field Fg((a:"1)) denoted by F. The
infinite valuation | over Fg(&), the field of rational functions over Fg, is defined as
follows: for f(x)rg (x) £ Fg(a;)\{0}, set

|0| =0, 1f(x) qdegf(a:)—degg(:l:)
9()

Then F is the completion of Fg(&), with respect to this valuation. The extension of the
valuation to F is also denoted by |- The continued fractions considered here are RCF.

31 Linear independence

First we start with a definition.

Definition 3.1. Let £ be an extension field of k and ai, «.,...,an £ E.
Thena\,a2,... ,an are linearly independent over  iffor all ai,.,..1,0nEn,

acki +a2a2+ ... +anan=03ai=a2=.. —an=0.

Recently, Hancl, [11], has given an interesting criterion for linear independence of
real continued fractions as follows:

Theorem 3.2. Let€> L e a real number, N £ N and {an,j}*=o (j =1,2,...,N) beN
sequences of positive integers such that

€
Anj+1 > Qnj <1 + alog n) (31)
¥ 1
et > ¥ (1+3) 32)

hold for every sufficiently large positive integer  and | £ {1,2, ...,1V —1}. Then the
continued fractions, Oij := [an; a\j ,] (1=12,.,N ) and the number Lare linearly
independent over Q



25

We have known that rationality can be characterized by considering (Ruban) con-
tinued fractions, that is, finite continued fractions represent rationals and conversely.
Moreover, it is well-known that (infinite) periodic (Ruban) continued fractions represent
quadratic irrationals and conversely. There are quadratic irrationals linearly dependent
as well as quadratic irrationals which are linearly independent over ¥q(x) as seen the
following examples.

Examples 1) Let / = [x|,g = [2xX] G Fs((x-1)). Then f — 2x + 2y/x2+ 1 and
g=2\/x2+ land so X+ / = gige, f,g, Lare linearly dependent over Fs(x).

) Let  — [x2x]v = [%,2xZ G Fs((x-1)). Then = vxot+landv = vxs+t 1l
If ,v,1 are linearly dependent, then there are o .8,c GF:[x] not all zero such that
AtBytfiTl = cyxrTl Thus a2+ 2EBUXZTT +B2(x2+ ) = c2(x4 + ) and
soaB =0 Ifs =0 thena = cyma+ L1isirrational which is a contradiction. Hence

B /0 and so A = 0 vyieldin
I x2+I:$C}/
X4+ 1= [h

which is a contradiction since X2+ 1 and X4+ 1 are relatively prime and both are not
perfect squares. Hence v, 1are linearly independent over F. (x).

The criterion for linear independence using partial quotients of RCF is not easy to
find for such elements. Here, we propose such a criterion for linear independence. We
observe that, this criterion cannot be used for the above examples.

Extending the result of Hancl [11], in this section we establish a sufficient condition
for linear independence of continued fractions in F. This criterion is based on a suitable
growth condition of the partial quotients involved.

Theorem 3.3. Let N GN and {anj}*Lo (j = 1,2,...,|V) be N sequences of non-
constant polynomials overFg. Assume that there exists an increasing sequence ofpositive

integers o= o < 1< <, Dwith the following properties:

|&Tifcjtl ~la *j b *! (3-3)
A j+i| ™ [@njlen ™A i A rikaa ) £ NO), (3-4)
a*+11—lk*y A (35)

@+, A®,| dn (< < Tiket ;k GNo), (3-6)
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where k, k,cn,dn are positive real numbers subject to the conditions that

cm>c> 0 (k< < rik+l ;k GNo),
1)
i"J(cni+I selCniti- [ E7H) = 0 :3J_g(dnj+l o-=dni+1-10 ni+1).

Then dj := [doj, dij,..] ( = 1,2,...,1V) and L are linearly independent over FQ().

proof. We start with the case N = 1 Here & := [do,i,di,i,...] is an infinite continued
fraction and so .. is irrational, i.e., G and 1are linearly independent over F?(z). Hence-
forth, take n > 2. Assume that 1, & «-,..., dn are linearly dependent over F. [&] Then
there exist a1, A, 1., AIV, Ajv.. GF¢[a not all zero such that

AV, =y Ajdj. (3.7)
3=1
Write each continued fraction dj (j = 1,2,..., Al) &
a,=Ai+r,] (3.8)

where cnj/p nj = [doj,dij,...,a,j] iSthe t convergence of ¢j and rnj is its remain-
der. Note that

SR POC, ¥ #0. (39)
Dnjl  an+1jpnj

Substituting (3.8) into (3.7), we obtain

An+l = Aj(ypl+Rnj).

3=1 n.j
Multiplying both sides of the last equation by IljLi pn ji we obtain
\% N N
M fAn+l y2Aj n 117Dnj—11Dnjy" AjRnj (3.10)
Vv 3=, '3=1 =1 3=

in F9[x], which we next show to be nonzero. By (3.3) and (3.4), forj G{L,2,...,n —1},
k GNo, we have

Dnk,j+ — lank,j+ lank-1,j+ 1 "1-alj+]
k

= 3:1 \ank-iJ+i saman jb_i+ij+11 ---\ani-i,j+i ‘'m0 0+1,j+11
k

k—1
- 1K Ianijl3|'_|0(C73+|Cni-|-2||'Cn;+i-|) arii+l jan;+2j «ooaniti-X,
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We conclude that, forj G{1,2,...,n —1},k GNo,
k-1
\Dnkj+I\ > (cni+ICni+2  cnitl-! £ i+1) |-Drifjl . (3-12)

Since n 7 oK +Cni.. 1" "cn.+i-ie"i+l) = °! there exists No G N such that for all j G
{s,2....n =1} ,and all k > No, e have

\Dnk,j+I\ > \Dnkj\- (3-12)

Let 1 be the least positive integer such that »1 A 0. Forj Gy + L1+ 2,...,53 ,k GNo,
by (3.4) and (3.11),

R™K | ank+1,jDnkj Dnks Dnk,j-1  Dnk,l+l
RAK ank+r ankl — T Dnkj-aDnkj2 Dkl
k-l 20-/)
A <|:I-|]_ JI(cnjtleni+2 ihcnisi-1eni+i
=)
k-1 20-/)
>0~ J:JO(cn;+Icni+2|||cni+i-leni+i)
|

Since ni=o(C"i+iQu. . 1" en-is- IEN 1) = 00, there exists All > Ao such that for all
i G{i+11+2,...,A},andall k > ni, we have

" k,]. S
yg 1L
l.e.
Rk, IM > \RnhjAJL () G Lis 2,000V (3.13)
Then from (3.10) and (3.13), for all k > N,
iv
Mnl = ¢ AiRnkti = (DA €93 Rk
t=1 vi=1 y 0 =1
AT

3J \Dnk j\A-iRnk,\ A 0. (3.15)
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Now we prove that IMnJ < 1 for k sufficiently large. Prom (3.14), we obtain

Wank\= N \Dnk,MIRNKA = -J- (using (39))
|4|nf:2\an,j\ - Wyico 0w o1y (qron
4+ 1 Kfewq l11-DnRCI] Cnk+ilo-nk+1,1\\D nk=,
1@_ {ank:NO,nk'l,N “T-apyv)n"-1
1 K il friifc+ 1 1@7ifc,] ' ®2,1
14_ dlink,NO'nk_i,N wamsriti,n ) {Pink—I,NQnk=2,N +++ ~nrc-i+1jiv)
ank+1l,1ank,! samasiiti, ank,lank-1,1 - aank-1+2,1

4 + 1 K il
(fmi-l,NCLni-Z,N ———an0+].“/v)’\—1
0"nm\,lan\—=11--ano+2,l

< Ol_\}/zl.[ﬁ-tTO[{d ni+tdni+ 2--dnitt-ioni+1)  (by (3.5) and (3.6))

K| AA .
< 1 TTidnic: 2 M0dni+1-i9 ni+l
¢ Kl !

Since NS0 ( i+id M2 --dni+s-1 i+1) = 00, there exists N 2> w1 such that, for all
k> IV, winki < 1 From this and (3.14), we obtain 0 < winki < 1for k > n 2 which is
not tenable because m nk ¢ Fg[:r)\{0}. [

The criterion of Hancl follows, in the case of F, by choosing cn = <~ = 1+e/( log ),
where £ is a positive real number > . and 6= . + ./n.

Corollary 3.4, Let £> 1be a real number, N 6 N, {ag}40 ( = 1,2,...,1V) be n

sequences of non-constant polynomials over Fg such that
Onj+] —f@njl 1. by ¥ J (3.16)
i+ > - AL+ (3-17)

hold for every sufficiently large positive integer and j = 1,2,..., N — L Then aj .=
[an, 1j,...] (j=1,2,...,N) and L are linearly independent over FQ(X).

An immediate consequence of our main result is the following particularly pleasing
result which holds for both the real number and the formal series cases.
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Corollary 35. Letai = [po,01,02,...], «2 = [&,bi, 62,...] be two continued fractions
whose partial quotients are subject to the conditions

¢loal 5\ 1" g |®ntl].

Then o102 and 1 are linearly independent,

3.2 Algebraic independence

In this section we start with a definition.

Definition 3.6. Let E be an extension field of K and Oi,02,...,an EE. Then Oi,..., an
are algebraically independent over K if for all h(yi,y2,..1,yn) € K[yiy2,..., yn]

h(ai,a2,..., an)= o =>h= o,

In the real case, Laohakosol [14] gave a criterion for algebraic independence for two
continued fractions.

Theorem 3.7. Let A = [0, 0i, o2,...] and B = [s0, h, s2,*19 be continued fractions

with positive integral partial quotients. Let r > 1 (ij) be an increasing sequence of

positive integers and let f ( ) be an integer-valued function on the non negative integers
with f () = asj —=o . If

r~lan>b > 1'% ( =1,2,3,...),
then A and B are algebraically independent over Q.
Later Adams [1] extended this result as follows:

Theorem 3.8. Let 0i,...,aJV be N real numbers. Assume that we are given integers
Pnj:Qnj (n = 1,2,...;0 < j < N) with qnj = o ( — o ), and that , for all
j=2,...,N,

Pn,j—1
dn,j—1

pnaj
QY gie=esr

=0, (3.18)

lim

i1 —
n—o0 J

n,j
Further assume that for each j = 1,2,...,7V and all positive integers D there is an

No = No{D) such that, for all > No,

0 < loij eajronjx 1/(9n,1Qn,2 " "1qn.)) (3.19)

Then as,... ,o |V are algebraically independent.
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A p-adic analogue of an independence criterion of Adams was established by Lao-
hakosol [16] as follows:

Theorem 3.9. Letai,..., aw beN numbersianp\{O}. LetAnj,B nj ( :1,21...;j =
1,2,..., N) be rational integers with

Mnj = Max{\Anj\, \BnJ} -»00 ( -* 00).

Forj = 2,... sN, assume that

-0 - hnj-ilsadl

U i anjreaj. O (3.20)

Further assume that for each j = 1,2, ...,AT and all positive integers D, there is an
No = No(D) such that, for all > No,

0<€ | Ayjjlanjip < (Mnrirel (3.2)
Then a\,..., @Vare algebraically independent,
Theorem 3.10. Leta\,...,alV be N numbers in pTjp\ {0} with RCFs
Qj = [ooj>aijiazji 1] (j = 1Je1¢)N).

Suppose there are constants I,r > : and a function g(i) for i — 1,2,... with g{i) —
00 (j—y 00), and an increasing sequence of positive integers 1+ < 2 < ... such that for
all = 0,1,... and j = 2,3,...,N we have

o> (V2\an-kapy k (k= 1,2,... A0 (3.22)
J—Hp " cjnnd I (3.23)
ij\p > (3.24)

Then C,..., Ojv dCe algehraically independent.
Theorem 3.11. Let «i,... )V o8 NMnumbers in php\ {0} with SCFs
of  [0Q), o) dj, 4;Cj, )] (7 Drealsy

Suppose there are constants [, > 1 and a function g(i) for i = 1,2,... with g(i) —»
00 (I—»00) and an increasing sequence of positive integers 1< 2av vsuch that, for
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alln=0,1,, andj —2,3,...,N we have

C ,! > on—fe,l (* = )1 (325)
¢ J—=L—rcnji (3.26)
emj > 411,10 (3.27)

Then @ X , ,aA are algebraically independent,
The following lemma can be easily proved by using Lemma 2.8 (iii).

Lemma 3.12. Let ( = [a0,a.\...,an,..}, and £ = [00, 3\,..., Pn,..] be continued
fractions in F. If\an\> rn\Gn\for all  E N, then |AT(C)| > ril2 |A|(01 for a®
n £ N

Our main result is;

Theorem 3.13. Let ( = [a0,@X,..., aN,..], and £ = [Aho1,. 11,3 ,...] be continued
fractions in F. Assume
(i)o \>ru\ ( EN) wherern E Muwith

P qrn)arnsi

( )for any nonnegative integers A, B, there is an increasing sequence of positive integers
(nj) such that
W |Aqj+1 B = 00
Iy L rjA---An
Then ( and £ are algebraically independent over Fg(X).

proof. Assume the result false, then there would exist a nonzero polynomial
-EE 5 uwsergXBT]

such that p (E,£) = 0. We may assume that p ( , ) is one with minimum total degree
mi + m. among such polynomials.
Consider, for fixed |

pp.=p fCni0 <7x(0\ v

V. (CniOY (CniOV
\DJXyD jf))= A

07 OW ij\m <)J \Dn(0j -
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Now putting 4 := !(,0 = c- Cn(CYAI(C) and 2i= 2 .0 = C- ca{¢)iDn{C).
Then we get

pn=pP(¢c-sit-s2) =§>ij (C- (E-fcy= 1+ 20.+0(<52), (328
where = max(|&li|, /% )

1=-E & and w2=-EM ire*-1
y i

If '=00r . =0 then ( and £ would satisfy

Aw iz Bz or Ajwij& Ti-l= o,
y y
whose total degree is lower than - . + ...- Then !, .. are not zero.
By Lemma 3.12, we have

OO < ) L)
Consequently, 0(H2
as  — 00. Then there exists Nq g N such that for all » > no,
1-1, ("2 1;2
By (3.28), for all > no, we get
CORM. UN

By this and Lemma 2.8 (iii), for all - > no, We have
1 1 <\ )= | 2)
ot een ™LA «lIAI™2 = MYC)mi A (O"™*2 - Py’ Ly w%H W 1
e,
_ A+l
|ai---a,,|mA-"Ailma“2 “ WL
which is a contradiction.

Corollary 3.14. Letc¢ = [db«.,...,0n,..] and £= [30,b:,..., 3 ,..] be continued

fractions in F. Letr be a real number such thatr 2 l, (j) bean increasing sequence of
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positive integers and let f ( ) be an integer-valued function with f ( j) —)OO (j = 00).

If
r~1o > I > an-2(n L) ( =123,..),

then £ and ¢ are algebraically independent over Fg(X).

A general Liouville type algebraic criterion:

Theorem 3.15. Leta),a 2 oLN GF- Assume that we are given polynomials Cn,j,Dn,j
(=1,23,..;1<j <nN)with \Dnj\ =00 ( =} 00). Assume that, for all j =
2,.., IV,

: ' Cnjd Cn,j -
gy ei-2 71 =0 329)
Further assume that for each j = 1,2,..., IV and all positive integers M there is an
No — iVO(M) such that, for all > No,
0< B A RE=A. . (3.30)

3 \DniDn2---Dnj\M
Then a\,... ,aN are algebraically independent over Fg(ae)

proof. \We proceed by induction on n.
For v = 1, suppose that Olis algebraic over Fq(x). If a1 is algebraic of degree 1,
then a\ GF. (@), say A js. By (3.30), there isan nq — Nq(2) such that, for all > no,

A Cn 1
< ~
0 Dn| [AJF

so that, for all > no,

1 ADn,i - BCn|
BONi < BDni S pall2"

Now we have |[-Dn,i| < |f?| which is a contradiction since \Dn\ —>00 ( —}00). Ifai is

algebraic of degree m> 1, then, by Mahler [21], there is a constant K > 0 such that for

all GN,
Cn,1

ai >
"1 B
By (3.30), there is an Mo = No{m + 1) such that, for all > no,

Cnl
Vo1 SO <yppggar O (00)
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which is a contradiction. We conclude that .. is thus transcendental, and we are done
in this case.

Now consider n > .. Assume that it is true for N — 1 Suppose that the result
were false for N, then there would exist a nonzero polynomial / (Ti,T,... ,Tjv) with
integral coefficients of minimal total degree such that / (ai, «.)-1-,Oat) = 0. Expanding
the polynomial / about Ox,..., Oat, we get

f(TuTZ L, TN)=J2 V)(TL- «ir ---(TN- «nY \
where ( .., VAD), and

h M {Ll+v+.  +VNNNAT2dT? o odTH /(ai’a2’" "’aN
Clearly, fi(o o) = [ (25«2, an) = 0. FOr %= 1,2,...,N, SetHi = hw 2™ 0,

Let ttn (Ti, ..., TV) 1= ~-I(Tu,..., Tjv). We observe that Tjv occurs in /. Then ffjv v
0 and ifac= jy(QN, o2, *e., O))- We claim that ifyv 0. Suppose not. If Thv occurs in
Ajv(r.,..., Tjv), then (0i, ., *.., Oat) is a root of a nonzero polynomial of smaller degree
than /, which is a contradiction. Thus Tjv does not occur in ffjv(2.,..., TIv). It means
01,02,... ,0jv- x are algebraically dependent, contradicting the induction hypothesis,
and the clalm is verified,
Now putting

6j{ )u -i-aj (j=1.2,, N).

By (3.30) and  sufficiently large, we get s ()1~ 0. Consider
/ Cn1 Cn2 as N

EVW T ()

= . (« )+ h(y)'lll-£|i,(v)'|'OhM (L)) oo ()™

R 1) H)HO(IMY)N)],
for  sufficiently large. Since

If’/\f\|/|(-|) T SN{ ) t (|JW(n)|)

< et ¢ " Al(( )) H,- 1”§’Nl{ )) o (1M )|)}
o (=00,
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we have 1) A
‘ On-i()
max HlSN() ) O(M«)DI<TA V]
and so

/ j\J’“fl,j\“i, 9/”4'|N,1v = |A(™)Av| 0

for sufficiently large. Let ., .,...,1 denote the degrees of / in Ti,l.,... T,
respectively. Then, for  sufficiently large,

< tALA2 AM (o

’ ’ = \On( )Hn\: |'HJV| 1
D7---Kn VAlA,Zl a,alf ,N

Choose M = max {mi, m.,..., miv} + L By (3.30), there exists Ni = N\(M) such that
forall > Ni,

<hnign- &% < o el
Al A N oA 1---A M
l.e.
\Hnl> vy| - W‘]V-»OO (=),
which is a contradiction. Hence ai, ..., ajv are algebraically independent. I

We apply Theorem 3.15 to construct a class of algebraically independent of Liouville
type.
Theorem 3.16. Forj = 1,2,1., 1V, 1 aj = [d0}, 1,...] «€ continued fractions in

F AIA| = [Ojaiji seoanj]- £ 1i(i), [ e flie integer-valued function with
fi(i),/z(o =D o (i -+, ) Assume that there is an increasing sequence of positive

integers (Ni) such that for alli= 1,2,...1
K+ > TAMNKE 1 (= 1,2,...N), (3.31)
Aj-il > Gl (=223 Nz i) 33)

TImn ai, ... ,aiv are algebraically independent over Fg(x).

Proof. FOreachj = 2 3,..., TVwe have

g-1—Aij-ilAij1 AisjAi] A 1
aJ~AIJ/A Ij AI+1J-1AI}-1 - 2«2 (I_»CD'
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Now let; G{2,3,... n} and M g N. To verify (3.30) of Theorem 3.15 we use

Dnui
Dnivj or ganisl,j

Since fi(i) — 00 (i -> 00), 3No = IVo(M) GN such that, for alli > no, fi{i) > jmu > L
From this and (3.31), (3.32), we have

\D 1,10 NU2 weme=sf\M < DRI M < WDl P) < [a,.ti]f.

Hence for i > no, we get

Dn, 3
“ij  baij | Pnionifieeennijl  HD¥lond2  Dndjl

By Theorem 3.15 we have «.,..., ajv are algebraically independent over Fq(x). I
Moreover we obtain the following theorem.
Corollary 3.17. vetetj = &), Qi ... amj,.. ]G F andCnjip nj ( = 1,2,3,... ;1<

j < N) be the continued fractions and their convergent, respectively. Suppose there are
constants I, r > Land afunction g(i),i GN, with g(i) -> 00 (i —>00) and an increasing

sequence of positive integers 1+ < < ... such that, for allj = 1,... ,N, we have
® M aniil k=12, Ti 1), (3.33)
lanj-i| > ranjt ¢ GN), (3.34)
K i+i,j|>K,is(). (3-35)

Then a\, €2,..., &)V are algebraically independent over FQ(&).

proof. By Lemma 2.8 (iv) and (3.34) we have
gl = anj inj_r-eaij—H > 1 jdji—j eeeaijl —r 0nj

Choose /- (.) = rni. Then we have (3.31) of Theorem 3.16. By (3.33),we have
\Dnith = ’\[an (fe-1),1 < TT(I/'Tll <1

From this and (3.35), we get

<K+1J
Choose fi(i) = g{i)r/(r —1). Then we have (3.32) of Theorem 3.16. [
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As an application, we shall prove

Corollary 3.18. Let be a strictly increasing sequence of positive integers such
that IMSUP~ oo ku+ilku = oo. Let lgoyon, V£ F obe such that N < jv-il <
. < osetoff = cejk G = 1,25, V). Then Q' QAT are algebraically

independent over Fg(x).

Proof. Let 1<j < n andm > 0. Set pnj —gjn. Then

f&ll a5 O

yi )

Since limsup~ oo kv+irkv = 00, there is 3o = Jo(M) such that, for all 1 > 4o,
Isi- 1 9, r<i9f”+ /)| (j = 1.2,

Then, for all 1 > 30, we obtain

gkni+l ~ \gi---9n\kn‘M '
By (3.36) we conclude that, for all 1 > Jo,

Chn,.j 1 - 1
Dn,.; 9kn|+l = \gl I -Ile"IM [Dnt,l S Dnhle

0< a; —

By (3.36) we have, for all j = 2,...,n,

I/ I gKnl+l
aj-1~Cnij-l/Dnij- toa ->0 G'too
0tf — Cnij/D nij )

By Theorem 3.15, ai, ..., oj\ are algebraically independent over Fg(x). [
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