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Abstract

In the near future of VLSI technoloq(y,, the dominant wire delay. continues to be a major
setback to utilize high frequency clock in synchronous circuit design. Asynchronous circuit
design offers a vital solution to this problem. This paper proposes a mathematical model of
delay approximation for the synthesis of asynchronous combinational circuits hased on
Scalable Delay Insensitive (SDI) model. Using boolean algebra analysis, we proved that the
hazard-free_acknowledgement network can be implemented by using only OR gate to
?uaran_te_e all the timing reliability. To estimate the hardware, we compare with Quasi-Delay
nsensitive (QDI) circtiit, Let ~ and m be the number of primary input and internal wires. In
the worst case. Of our approach, a wire set selected that guarantees the timing reliability
contains 1+g wires. This cost is in between, the Fundamental Mode (FM) circuit, 21 wires, and
Input-Outpdt Mode (IOMode) circuit, 2i+2g wires, From our expeérimental results, our
synthesized circuits operate faster than QDI circuits with the same timing reliability.

1. Introduction

Asy(nchronous circuits have been proven an efficient implementation on the scale-down
VLSI technology.. When the device size is scaled down, wire-delay increases so that it
becomes the dominant term in the layout design. The dominant wire-delay causes many
functional restrictions on synchronous design such as global synchronization and clock timin
control. In asynchronous e5|?n that completely avoids these problems, we achieve ease 0
modular composition, timing fault tolerance on’circuit layout, potentially fast operation with
ave_ra_(\;_e-case delay, and low_power consumption, However, asynchrofous circuits are, by
definition, sensitive to all signal changes, whether they are_intentional (i.e. part of the
specification) or not (haz_ards)?. Therefore, the variable fransitions must he' instantanequsly
verified for correct operation. This results in the design schematic as a self-timed manner [1].
Delay model [1£ plays an essential role in aSynchronous circuit design. as a layout
abstraction. In the Unbodnded Delay Model such as Delay Insensitive (DI)?Z] and Quasl-
Delay Insensitive ((jQDI)[S}, there Is no estimation on actuaf delay. The logic design must be
Pamstakmgly validated_ all unlikely transitions. This glves the résulting circuits occasion to
olerate on'd harsh environment but suffer from abundant hardware cost. On the other hand,
Bounded Delay Model and Speed Indeﬁenden_t (S1)[4] take a gamble on delay estimation. The
design is obviously straightforward. The obtained"Circuits aré”smaller and faster, but possibly
haveé an error operation. = _ o
Scalable_Delay Insensitive. (SDI) [5] {ﬂ the novel delay model, is based on timing
reliability [7]. By means of timing" relia “%’ SDI encompasses the delay maodels from
Bounded Delay Model to QDI. Furthermore, SDI analyzes the relation of estimated delay and
actual delay which substantiates the practical characteristics of signal propagation timing.
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Hence, the circuits designed on SDI are the most practical one. Presently, there is no
systematic method to synthesize the SDI circuits. .
~In this paper, we Dropose a synthesis method for the hazard-free SDI combinational
circuits, Based on the functional “analysis of dual-rail network, the mathematical delay
approximations are derived. They are Used in both synthesis procedure and performance
measurement, Comparing to other combinational cirCuits that have been proposed, our
synthesized circuits operdte faster with the minimum hargware cost. This paper is organized
as follows, Section 2 and 3 describe an asynchronous combinational circuit and the concept of
SDI. Section 4 explicates our synthesis method. Section 5 outlines the performance and
hardware cost evaluation. The experimental results and conclusion are stated at the last.

2. Asynchronous Combinational Circuit

Hazard-Free asynchronous combinational circuits [8] must use dual-rail code, a type of
self-srnchronlzm code [9], to encode data path. That IS the logic 0 and 1are represenited as
2-rail codeword (0,1) and (L,0) in each pair wire (x.x’), reSﬁectlver: The non-codeword (0,0)
(spacer) 1s used to. separate the operational cycle.” Each operational réycle composes of
working phase and idle phase, aIternateIY performed that is called 2-rail 2-phase (return-to-
1610) OFeranon_[B]. Figure 1 illustrates the asynchronous combinational circuit and figure 2
shows Its operation.

P i (¢ o (IP.IPY)
! i | Dual-rail Network Ny 4 I
P> r
(f.f) ~\
T, [ 1IT)..aT LT ACK R \
1 1 m{m \
Y (0 , 0 ) V
. Acknowledgement
: Network :
— Working Idle
Phase Phase
Figure 1. Asynchronous Combinational Circuit Figure 2. 2-rail 2-phase (return-to-zero) operation

In working phase, dual-rail network computes (f,fi) as the output of boolean function
corresponding to the agplled |nPut pattern. In idle phase, all pair wires (x,x’) and (ffi) of
dual-rail network will be reset to spacer. The circuit that works in this operation has only
rlsmg transition0—>() in working phase and falling transition®l->0) in idle phase. This is
called monotonie chan(];ep_ropertywhlch IS hazard-free equivalence. _ _
. Infigure 1, the dual-rail network is an inverter-free 2-rail logic implementation [8] (see in
figure 3? of boolean function. The acknowledgement network ?(enerates a completion signal

CK) 1o indicate the stahility of dual-rail network. In workin (|dIe2 phase, the rlsmg
fallin } transition on ACK is Used to propagate the output (f,F) to%o,o’)

hfough C-Element
CE) [t],
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Figure 3. Inverter-free 2-rail logic Figure 4.Quasi-Delay Insensitive (QDI)
implementation Acknowledgement Network

In order to construct the acknowledPement network, the environment operation [1] must
be considered.. The environment operafion delineates how the, environment should"interact
with a circuit in order to_obtain the correct input-output behavior. In the fundamental mode
(FM).environment [8][10], the environment changes the |nPuts and holds them fixed until the
circuit has completely stabilized. Only after the circuit has reached a stable state the
environment is allowed to qlve the next input change. In the Input-Output mode (IOMode)
environment [11][12][13], .the environment does not have to wait until the circuit has
stabilized completely. An input change may be made as_soon as the network has given an
appropriate response to the previous ‘Input.” Hence, the circuit operated in I0Mode’is more
robust than in’ FM. _Flgure 4 shows a Quasi-Delay Insensitive (QDI) acknowled(]]em_ent
network that works in TOMode. In FM, we can oniit the dual-rail network internal wires
ATEITY, . ATEITSY:

3. Scalable Delay Insensitive (SD1) Model

SDI [5 Gl IS an unbounded delay model with the bounded relative delay ratio. Unlike DI
and QDI,_SDI imposes a restriction on relative variation ratio (R). R is the ratio of Actual
Relative Delay (Da) and Estimated Relative Delay (Dd. Da is realized when the circuit is
operated. However, it can be estimated as De depending on the layout implementation. Thus,

represents the estimation error that, in the circuit implementation, is bounded to Maximum
Variation Ratio, (K) as 1/ K <R <K, |f wire delays are dominant for the possible delay
distribution, a circuit in the smaller area gives lower K, which in turmn makes the logic design
easer.

Path 1
Relative Delay (D) i ] ot
=«U'tf | ] dg<
D= dl 162 estimated delay =d1 o |f K*gle ‘ eg
R=D' P Path 2
1/ k<R<K j fe

estimated delay = d2 e

Figure 5. SDI circuit paths, when tL occurs before t2

In the specification of a circuit, if two_transitions ‘e.g. tl and t2) have to occur in
sequence, based on SDI, the circuit is implemented as two paths operate sequentially as
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shown in figure 5, That i, although tl is K times slower, the resulting circuit still operates
(r:&rgebcEIY From this practical viewpoint, the essential K value can be Used to obtain timing
janility.

4. Synthesis of Acknowledgement Network based on SDI model

When analyzing asynchronous combinational circuits working in 2-rail 2-phase (retum-to-
zero), the completion Signal ACK of acknowledgement network' is generated once the dual-
rail network is stable. Atter combining this behavior with the implémentation of the circuit,
the last transition of the dual-rail network is Performed as the transition tl. We can synthesize
the acknowledgement network that generates ACK as the transition t2. In our Synthesis
procedure, we approximate the delay of each dual AND-OR r%ate. This delay aPproxmatlon 15
analyzed with the monatonie change property in order to compute the dual-rail network delay
as dl. From delay dl, the deldy of acknowledlgement network (d2) 1s computed that
guarantees maximum variation ratio K as d2 = Kdl. Then, the acknowledgement network is
constructed by using only OR gate. The input wires ofthis OR %ate are seleCted from dual-rail
network. TheSe wirgs aré proven to cover the transitions in each phase by using the functional
analysis. Consequently, the synthesized circuit is hazard-free and can operate in IOMode.

4.1 Analysis of dual AND-OR for delay approximation

From DeMorgan " Theorem, {f(i, i% andn 0,14 9) %’: B‘(ii\ 12, .., 1 10, 54)},
the dual-rail network can be implemented by using only dual AND-OR gates (see in figure 3).

5

Figure 6. dual AND-OR gate

Figure 6 shows each dud AND-OR g\ate of dud-rail network and will be used as the
notation throughout this paper, In.the 2-rail 2-phase operation, each output (0,0°) of the dual
AND-OR gate'will has logic 1(0). in working (idle) phase on these conditions.
Working phase one 0f (o, ) has logic™1”,
Alp=l ifandonlyif k=1 V(E=I.r) (1

vie=1 ifandonlyif k=1 FEEl.n) 2)

|dle phase hboth (0,0" ) have logic “0”,
aip=0 ifandonlyif k=0 3k=14) (3)
vi,=0 ifandonly if V(&=1I..1) (4)
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Equations 1to 4 are represented as the dela a,oproximat_ion equations. Let Set(x) and
Reset((]x) are the approximated delay of rising and fa Il?tg Itr_ansmon of wire X Yset and
e

are the switching, delay of ?ate Y that produCes rising (felling) transition on its output. Max-

Min(ai, a2, ..., a,) are Used Tor finding tile maximum-minimuri value of (ai, 2 ..., al).
orking Phase
Set(0 = Max(Set(il) 1Set(i2) L., Set(ir)) +ose, 5
Set&o)) = Min %Set&i,) 1Se(K(i)2>)1.., S(etelz’))g+ 0%, %63
|dle Phase
Resetgo) = Min EResetéii),ResetEiZ} 1., Reset(ir)) + oReset 273
Reset(o”) = Max(Reset(il ), Reset(i2 ),..., Reset(ir ))+ ¢ Rt 8

4.2 Analysis of monotonie change property for delay computation of dual-rail network

In working phase, the logic value of {o 0") are formed as two cases below.
Case 1(o, )= (1,0), affer all logic 1(0) of 1 p(p’) (p=I...r) had passed g(")
Case 2 (0,0’ ) =(0,1), after the first rising transition on i p’ (p=I...r) had passed ¢’.

Thus, the first rising transition on one output wire of (0,0") is the correct 2-rail codeword
output, If this output is {ff) of dual-rail network (see in fig.l), the acknowledpeme_nt network
can generate nsmq transition on ACK to propagate (f,f) t,hrou[qh CE as output of circuit. As a
resy ,des?lte the Tack of stability in working phase, the circuit can proguce the correct ou%put
and operate faster. However, the unstable Tising transitions may exist in idle phase. The
appearing of both rising and falling transitions in idle_phase “causes the circuit to lose
monotonie chanFe propérty and the hazards can occur. To preserve the monotonie change

propert)( the defay of dual-rail network gdlg should be the maximum delay of all transitions
which 15 computéd as follows. Let FSet(x) is the minimum approximated delay of rising
transition on wire X
dl = Max (Set(a), Reset(a)) 9)
The properties of wire ‘a are ; _ _ _
PI. et{ég > Mm&Set(f), Set(f)), a € internal wires of dud-rail network
P2, Set(a) > FSet(0” ) ,a 6 {if 5if ..,ir} {il 5i25., ir} ofeach dud AND-OR
gate, and
FSet(0’) = Min {FSet(,J 1FSet(i2 1., FSet(i/)) +¢’ 510
FSet o; = Min (FSet(i JFSet(lg _r—LSet|r)é+Ig _ 11
Foet(x) = Set(x) Is the hput wire ofthe dual-rail network. (12)

In property P1, ‘a’ are internal wires that contain the rising transition while one of (f,p)
has logic ‘1. In property P2, ‘a” are input wires of each dual AND-OR gate that one of It§
output0,0’) has logic 1
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4.3 Acknowledgement Network implementation

We implement the acknowledgement netwark by only OR gate. The reasons are stated as
follows. Let ‘A’ refer to all wires m the dual-rail network. We réalize that

Working Phase 3@) =1 — Completion Signal =1 2133
|dle Phase (A) = 0 = Completion Signal = 0 14

which is the same behavior as OR gate. Therefore, we can use onlg/( OR gate to implement
the acknowledgement network, as illustrated in figure 7. Let X ... X cover all rising and
falling transitions in the dual-rail network.

X4 ; ACK
XS

.. Xg are selected wires from
dual-rail network

Figure 7. Our synthesized Acknowledgement Netwo

In working phase, ACK can be generated by the first rising transition in X +... X . In idle
phase, all the™falling transitions must be verified for prevenfing the hazards before ACK is
produced. To f%uarantee Maximum Variation Ratio (K) and to assure the stability of the dual-
rail network, the delay of acknowledgement network (02) and “ORs’ are computéd as follows.

Oils'delay = d2- Max(Reset(Xi), Reset(Xz).....Resel(Xx)) (16)

4.4 Functionality analysis for selecting dual-rail network wires

From the functionality of dual AND-OR_gate described in section 4.1. In wo_rkmg hase,
the hazard-free is realized by usm% the practical delay approximation (see in section 4.2-4.3).
To validate the hazard-free property of circuit in idlé phase, we consider the behavior of Q
gate Eanalyzed in section 4.3) with Its input wires. For this_reason, the main objective. of wire
Selection is to cover the falling transitions in idle phase. So we consider only'the wires that
contains |Oﬁ!C 1in working phase which reset to logic 0 in idle phase. Evidently, these wires
can also fuffill the rising transitions in working phase as well. There are two casés of the 2-rail
codeword on (0,0')

. Case 1(00) = r(1,0?_. The input wires imﬂzl,..r) and output wire o have logic 1 To
indicate the ending of falling transitions in all the input and output wires of AND gate, the

selection of only one wire that has maximum delay of falling transition is adequate.

Case 2 (0,0")=(0,1). Some input wires of hoth AND and OR gate have logic L ,
.. From the functiopality of OR qﬁte, the ending of all fallmg transitions inthe input wires
ip’ (p=1...r). can be observed from The falling transition at the dutput wire o, For AND gate
all Input wires _I[(pﬂ...f% that can not be gudranteed by o’ must be selected. These additional
wires are the wires that have delay of falling transition'more than o’.
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As a conclusion, the conditions for wire selection are :

| '
:1 &l | :
L, ) i
il
31 Nl . il '
b :2(L#1) L+
M
1 |2 s
Figure 8. The selection of wires Figure 9. The selection of wires
in dual AND-ORgate in OR gates connected in series

Inflgure 8, for each dual AND-OR gate o
elect the wire x gnumber 1) when Reset(x)[> Reset(0) x e g|| bi25.., in}u o
At least one wire that has the maximum Reset(x) must be selected.
Select the wire 0’ (number 2)

In f|g1u,re 9, for OR gates connected in series, the falling transition on O’ can be observed
from OFi’. Hence, o ,

0’ is not selected when it is between OR gate at level L and L+l. But it must be
selected if it is input wire of AND gate.

45 The hazard-free operation in input-output mode environment

In the synthesis procedure, we analyze the functionality of each dual AND-OR gate in the
dual-rail nétwork. From this analysis, both the mathematical approximation of deldy and the
selection of wires are delinedted. It IS proved in subsection 41 to 4.4 “that the
acknowledgement network accurately validate the stability of dual-rail network and satisfy
maximum Variation ratio (K). As a fesult, It can operate in input-output mode environmerit
with hazard-free operation.

5. Performance and Hardware Cost Comparison

To compare the acknowledgement network, n-input OR gate and CE are replaced by their
two-input equivalence. Let Gnand Gan denote n-|n§)ut gates'and its delay. Since the OR and
CE function are associative, we use the scheme [5][€]

G = 6 o 1t

\We measure the performance and hardware cost as follows. Let dud-rail network that has
2n input wires (IP) and 2m internal wires (IT).

h.1 Performance

. The performance is estimated from the using time-units in both working phase (WKP) and
idle phase (IDP). FMQDI and 10QDI are QDI acknowledgement networks (see in flgur_e4
operate in FM’ and [OMode environment, In QDI, OR"gate checks the ‘rising (falling
transition of each dual-wire in working (idle) phase, and CE &scertains same logic value of ™

D

O

D
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OR gate outi)uts. Table 1 shows the equation of WKP and IDP. QurSDI is our synthesized
SDI “acknow]ed em?nt netw?rk_ see in fi?ure 1) that operates in IOMode. In worst case, the
total selected wires from dual-rail network'ls +m.

Table 1 WKP and IDP of each implementation.

Network WKP IDP

FMQDI Max(Set(IP)) + ORd2+ CEdn Max(ResetOP)) + ORd2+ CEdn

I0QDI  Max(Set(IP),Set(IT)) + ORd2+ CEdnl Max(Reset(IP),Reset(IT)) 1 ORd2 1 CEdntll
OurSDI Min(Set(selected wire)) + ORdrtm Max(Reset(selected wire)) + ORdrim

Stated in [4], the actual CEdz is approximately L5 times of ORdj. The equations in table 1
clatrlfy that our ‘acknowledgement network operates faster. This is die to the use of simple OR
gates.

5.2 Hardware Cost

. To measure cost of interface with dual-rail network and acknowledgement network
implementation, we calculate both total selected wires ( ) and total internal wires of
acknowledgement network (ANW) ﬁs_ee table 2). The worst-case selection of wires () in
our method (see figure 10) Is that all input wires of AND gate must be selected. The cost is
between FMQDI and 10QDI if m> .

Table 2. and ANW of each implementation §__L/“ ‘_D
Network ANW =1
FMQDI 2n - A )
Q an - 2 S3 ) ,—D
I0QDI  2n+2m 4n+4m -2 ma
F "

OurSDI +tm 2n+2m-2

(- the worst case) Figure 10. The selection of wires ( the worst case)

6. Experimental Results

In order to, realize the performance and. hardware cost, a 4-hit asynchronous full-adder is
synthesized, with K=2 (}5]{% . For QDI, K is the maximum variatiori ratjo on the isochronic
fork. In this circuit, ié_dual-rail_ network have 18 |nf)ut wires and 80 internal wires.
Therefore, of FMQDI, our circuit (OurSDI) ‘and [OQDI are 18 38 and 98 wires
respectlveIF}/.a For ANW, EMQDI, OurSDI and I0QDI are 34, 74 and 194. Figure 11 and 12

show WKP and IDP of ! input-pattern simulation. Let (f,P) is output of dud-rail network.
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Figure 11. WKP  4-bit FA (K=2.0, CE_delay = 1.5 x OR_delay) Figure 12. IDP  4-bit FA (K=2.0, CE.delay = 15 x OR_delay)

From fliggre 11 and 12, OurSDI operates faster than FMQDI and 10QDI 1.28 and 2.38

times in WKP, In IDP, it operates 1.08 and 1.94 times faster than FMQD! and 0OQDI. Then,
the average time-units on WKP(WKPay) and IDP (IDPay) of circuits are computed for
comparing FMQDI and 10QDI" with OurSDI. Figure 13"and 14 show this ratio on K
variation.
25 - AN
2 4 WKP,, (FMGDI) 4 o | ;";::“V((é?fs%?]
ol NAV(OurSDI) w
e \&q IDP,,(10QD)
IDP,(FMODI) IDP ,(OurSD)
05 - IDF,,(Ourspy 95 1
0 T T T T T =y 0 T T T T T Y K
1.115 1.308 1.654 1.846 2.192 2.358 2,192 2.462 2.962 3.231 3.731 4

Figure 13. WKPAV ratio, IDPAV ratio between FMQDIand OurSDI Figure 14. WKPAV ratio. IDPAV ratio between 10QDI and OurSDI

Figures 13 and 14 show that the synthesized circuit performs faster than FMQDI and
IOQA |'in all variation ratio K, The umlng_rellablllt of FMQDI is also Jess than [0QDI.
fter 282 circuits mcludm? this 4-Dit full adder had been tested, we found that our
synthesized circuits_operate faster than FM?DI and 10QDI 148 and 2,03 times in working
ase, 115 and 1.56 times in idle phase. As for hardware cost, —~ (QurSDI) is less than
EFMQDI) and__ (100D1) 1.29 and 3.3 times. ANW(OurSDI) is less than ANW(FMQDI)
and ANW(I0QDI) 1.30 arid 3.35 times.

7. Conclusion

This paper proposes the first practical method for synthesis the acknowledgement network
of asynchronous ~ combinational _ circuit based on” SDI. The proposed mathematical
approximations of delay and functionality analysis are proven to achieve the efficient circuit
on every maximum variation ratio_ (K). Furthermore, our hazard-free synthesized circuits can
operate’in input-putput mode environment. Compared to other implementation, our circuits
operate faster with less hardware cost.
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Abstract

This paper presents a delay approximation method for implementing the hazard-free circuit
on Scalable-Delay-Insensitive (SDI). The method is based on the analysis of signal propagation.
With the actual delay associated with each component in a circuit, the method is quite realistic.
It enables the approximation of highly complicated dual-rail network and then guarantees the
stability to be robust against the delay variation. Shown in the experimental results, the integrity
of operation is quaranteed.

|. Introduction

Scalable-Delay-Insensitive (SDI) [1-3] has hecome a topic of great interest in
asynchronous circuit design [4]. It is motivated by the fact that the complexity on design can be
simplified a great deal by considering only a delay variation. It is evident that a severe task on
design is due to hazards [5][6], informally defined as any deviations of the implementation from
the specification. On SDI, the physical reality of the circuit is closely modeled to perform the
delay approximation. The delay variation which exploits the estimation error is treated as a
specification to make the variable transitions being instantaneously verified for a correct
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operation. On layout that the circuit is sensitive to all signal changes, the hazards are removed
for ensuring the integrity of operations. Therefore, the timing reliability [7] is preserved.

The SDI combinational circuit [8] is divided into two subnetworks: dual-rail network and
acknowledgement network. The dud-rail network is performed for giving the 2-rail codeword
[91[10] output and then it is identified the stability by the acknowledgement network. In the
circuit specification that its delay variation is bounded to maximum delay variation ratio (K),
the robustness against unpredictable hazards is provided by the acknowledgement network
design having K-time delay more than on dud-rail network. The delay used by such an
approach is certaidy on the stable state, which is only complete when d | the states are carefully
simulated with the applied delay variation. Since the circuit is not small in general, the
simulation of the circuit may not applicable. One approach on this problem is to analyze the
characteristic of the transitions on the dual-rdl network. This paper proposes a method to
approximate the delay for designing the SDI combinationd circuit.

In next section, we describe some of the relevent concepts and backgrounds. Section 3 then
details the delay approximation. The experimentd results and conclusions are contained in
section 4 and 5, respectively.

[I. Preliminaries and Backgrounds

This section summarizes some concepts related to Scalable-Delay-Insensitive.

A Scalable-Delay-Insensitive (SDI) Model

SDI [1-3] is an unbounded delay model with the bounded relative variation ratio (R). The
delay variations that give rise to many possible deviations from the specified behavior, are
concentrated on the interface between two levels in design. The signd propagation delay on
circuit layout is analyzed as actual relative delay (Da) and it is estimated as estimated relative
delay (De) for the gate level. R is measured on the estimation error which is bounded between
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UK and K, while K is maximum delay variation ratio. As shown in figure 1, the
implementation of delay for t2 provides the correct operation. Consequently, the essential K
value means the timing reliability [7] used to robust on the delay variations.

B. Scalable-Delay-Insensitive (SDI) Combinational Circuit

The hazard-free circuit [8] is divided into two subnetworks: dual-rail network and
acknowledgement network, as shown in figure 2. The self-synchronizing property [9][10] is
applied to the circuit by using dual-rail code to encode a data path. The function of dual-rail
network is to compute the logical output while acknowledgement network verifies the stability
of the dual-rail network. Both networks are operated in working phase and idle phase

ternately, which is called 2-rail 2-phase (return-to-zero) operation [11)

In working phase, every inputs of dual-rail network (i,i’) are converted from spacer (0,0) to
2-rail codeword (0,1) or (1,0), producing the codeword output (f,f). The completion signal
(ACK) is generated once the dual-rail network is stable to propagate the output from (f,f) to
(0,0) through C-element [12][13]. Then, in idle phase, all wires and (f,f) of the dual-rail
network will be reset to spacer for restarting next cycle. The stability is again assured by ACK.

There are two practical approaches to implement the dual-rail network. In Inverter-free 2-
rail logic implementation [8] [11], we replace each wire such as i by the pair wires (i,i"Xand use
AND-OR gates as shown in figure 3. For Reduced-Ordered-Binary Decision Diagram
(ROBDD) implementation [8][14], each node in ROBDD is replaced by AND-OR gates as
shown in figure 4.
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II. The delay approximation of Dual-rail Network

For ensuring the correct operation, the completion signal ACK produced by the
acknowledgement network is used to guarantee the stability ofthe dud-rail network. The signal
must be generated once the dual-rail network becomes stable; inasmuch as, we approximate the
delay from the last transition on the dual-rail network and then construct the acknowledgement
network. In case ol'tire delay variation bounded to die maximum delay variation ratio (K), the
acknowledgement network must be implemented with K-time delay.

One significant point on the circuit design is the complicated in delay approximation. Even
though we correctly model the actual delay of gate and wire on layout, the delay approximation
of dual-rail network may has an error caused from a plenty oftangled paths. In this research, we
calculate the delay approximation of dud-rail network designed on Inverter-free 2-rdl logic
implementation and Reduced-Ordered-Binary Decision Diagram (ROBDD) implementation.
Both implementations have only ‘AND’ and ‘OR’ gates, so the procedure of delay
approximations are equivalent.

A The delay approximation oftransitions on dual-rail network

Definitions:
Gd - theactud gate switching delay

Wd = the actual wire delay
_1(x) = the delay of the rising transition at node x
_(x) = the delay ofthe falling transition at node

From the functiondity of each gate, we approximate the transition delay as follows
For AND gate
Jf(output) — JFnainput) + Gdd (1)
(output) - ~t min(mput) + Gl rest 2)
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For OR gate
J~(output) = jT mminput) + Crisg (3)
(output) <+ max(input) + Golrese (4)
When the transition is propagated on a wire, its delay at the terminal node is added by Wd
from a delay at the starting node,

B. The delay approximation ofdual-rail network

After calculate the delay of transitions propagated from inputs to output (f,f) as shown in
section A, we apparently categorize the network according to the analysis of the delay variation
s

Case L: The network without delay variation

We found that the network in working phase gives the correct codeword and then
guarantees the stability. However, spacer at the output can not assure the stability in idle phase.
The delay for guarantee the stability is summarized as

Delay of working phase - -TminCif*) (5)
Delay of idle phase = |,nnx(all nodes) (6)

Consequently, the delay of working phase is the minimal path delay of the rising transitions
atthe output. In idle phase, it is the maximum delay ofthe falling transitions on the network.

Case 2: The network with delay variation

Although the codeword in working phase can guarantee the stability of the operation as the
deduction in previous case, but it can not be used when the delay variation occurs between paths
inthe network. Contemplately, the delay ofworking phase must be replaced by

Delay ofworking phase = Tmax(all nodes) (7)

Ultimately, the equation to reckon the delay approximation is
Delay of dual-rail network = () max(all nodes) 8)
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IV. Experimental Results

To evaluate the delay approximation method, the gate-level circuits are implemented from
the MCNC benchmark circuits [13][14]. Table 1and Table 2 show the experimental results.

Table 1 The delay approximation of dual-rail network without delay variation

Circuit Inverter-free 2-rail logic implementation Reduced-Ordered-Binary Decision Diagram (ROBDD)
\Working Phase Idlle Phase Working Phase Idlle Phase
Approx. Sim’ Approx. Sim’ Approx Sim’ Approx. Sin+
Sao2 1500 1625 21.25 24.75 125 125 108. 108.
Z9%)ym 2200 2200 75.00 75.00 35.60 35.60 111.80 11180
9Sym 1200 12.00 30.00 30.00 48,00 48.00 119. 119,
Clip 1840 1840 2520 24.20 5.2 7.2 201. 201.
Coni 1250 1250 1550 1550 20.00 20,00 10550 10550
Ex5p 1540 1540 3.3 37.50 228 228 103.15 103.15
Rd84 1850 1850 325 3.5 367 3267 86.33 8033
Sort 1300 1300 1825 1825 2350 2350 103. 103.

Table 2. The delay approximation of dual-rail network with maximum delay variation ratio (K) = 2.00*"

Circuit Inverter-free 2-rail logic implementation Reduced-Ordered-Binary Decision Diagram (ROBDD)
Working Phase Idlle Phase Working Phase Idlle Phase

Approx. Simy’ Approx. Simy’ Approx. Sim’ Approx. Sim’
Sao? 275 2.5 58.75 50.50 21.00 2100 214.00 214,
Z9%ym 44,00 44.00 172. 172. 97.00 97.00 211, 211,
9Sym 40.00 40.00 5300 53,00 119, 119, 205. 205.
Clip 31,60 31.60 54.60 4940 64.00 64.00 210. 210.
Coni 2950 2950 34.50 34.50 54.50 54.50 184, 184.

Ex5p 3179 3179 76.59 76.13 22.06 22.06 189.84 189.84
Rdg4 31.25 31.25 67.25 67.00 63.50 63.50 17250 124,

St 2833 833 40.00 40.00 49.25 49.25 192,50 19250

* Sim is the maximum delay from the simulation measuring when the circuit becomes stable.
** K is maximum delay variation ratio on the fabricated circuit using 3 layer metal and 0.5 micron rule CMOS technology [1-3].

For the case without delay variation in table L; since the codeword at the output of dual-rail
network in working phase guarantees the stability, both greater and lower errors have no effect
to the circuit operation. However, the circuit wrongly operates in case of the underestimated
approximation in idle phase. For table 2; the delay variation causes the codeword can not
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guarantee the stability of dual-rail network. So, the approximation is not admissible when it is
|ower than the correctness,

Shown in table 1, the approximation in working phase of circuit ‘Sao2’ are lower than the
real one; inasmuch as, a trend ofthe approximation seeks for the minimal path delay. Analyzing
these circuits, the path delay is activated when the output (f,f) of dud-rail network is (1,1)
which will not actually happen.

About the overestimation in both tables, they are caused from the circuits without
optimizing on redundant paths. The maximum delay on the approximation equals the selection
of the maximum delay when comparing all paths. Therefore, the approximation selects the
redundant path that is certainly not operated. After the circuit is optimized, the correct
approximation is fulfilled.

V. Conclusions

This research proposes the methodology for approximating the delay of dual-rail network
that is crucial in the acknowledgement network designing on SDI. Consider on the
characteristic of dual-rail network operation without delay variation, codeword as the output in
working phase can be used to guarantee the stability. Therefore, we approximate the delay in
working phase from the minimal path delay of the rising transitions at the output. In idle phase
that spacer can not ensure the stability, the delay is approximated from the maximum delay of
the falling transitions in the circuit. In case of the network with delay variation, we found that
the codeword can not be longer used for guarantee the stability. Instead, the stability in working
phase is guaranteed by the maximum delay of the rising transitions. As a result, the delay of
dud-rail network is the maximum delay of all transitions in both phases.

We are implementing the delay approximation method based on the analysis of signal
propagation which will verify the stability of dual-rail network and that the acknowledgement
network correctly satisfies maximum delay variation ratio (K) based on SDI.
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