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1 Introduction
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Recentl?/, wavelength division muIﬂpIexmq (WDM) has been seen as a promising technology
for realizing future broaghand networks T

various emergln? apPhcatmns, such as multimedia and web-prowsing. In such networks, afew
number of wave enﬁ h channels can be multiplexed into a single fibér, each operating at afew
Ghit/s. Therefore, these types of networks are expected to offer an aggregate capacty in the
order of Thit/s, serving as aviable technology to overlaK the existing transport networks.

One of the key issues associaed with WOM networ ,,de3|%ns IS The problem of wavelength
allocation. Over the past few years, many research activities have made considerable efforts to
solve this problem ‘11,2,341 Moreover, some_of these studies also include the network
protection issue into their desqn considerations. This is because there is an increasing concem
on the impacts of network failures in modem communication systems, It is important that

certain network protection measures must be provided at the network design and dimensioning

.

his. paper studies the problem of network resource allocation in. WDM  networks
employln%nwavelength routing technigque. The key objective is to determine how fiber and
wavelength resourcgs can be simuftaneously assqned to satisfy traffic demands while
providing full protection against all single [ink failures. The solution techniques for this
problem‘are based ontwo design approacties: mesh and muti-ring.

0 support the increasing bandwidth “demands 0f
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. In the mesh desqn, two path restoration schemes, namely a minimal cost protection and a
single link basis protection, are examined. For the minimal cost protection approach [5], in the
events of failures all optical connections are subject to be rearranged even when they may not
be directly interruptea by the failures. Accordingly, this particular approach canallow, in
principle, "the design to be very efficient andl result in the minimal network cost. This
protection technique is therefore called the minimal cost approach (MC). For the restoration
on a single link basis F}SLB), only interrupted traffic connections aré rerouted and other
connections remain unchanged. Failures on different links along an active path can have
different restoration paths dépending on the place of link failure. Consequently, this approach
is called the smPIe link basis approach (SLB).

In order to illustrate the ditference between the MC and SLB approaches, an example of a
network scenario is given in Fqure L In this example, the connections (1,61 and (34) are set
up d_on? the physical routes qf 1-4-6 and 3-2-4 respectively under normal operation. Now
consider’ a sifuation when, a failure occurs on the link bétween nodes 1and 4. In SLB
approach, only the comiection (1,62 IS subject to reroute asit is directly affected by the failure
and in this example the new route chosen is_through nodes 1-2-3-6 resultmfg]; In an extra
wavelength channel being needed on link 2-3. In Contrast, the MC approach requires no
additional wavelength as both connections are re-arranged.

Hoeeeieen Normal route
—_— Restoration route

SLB approach MC approach

Fig. 1 An example illustrating the difference between the MC and SLB approaches

Although the minimal cost protection technigue is very cost-efficient, it may not be suitable
for practical use, due to unnecessary reconfigurations of the entire optical nodes in the
networks. However, the design ouicomes of this protection technique are useful for
comparisons in terms of network costs with the other path restoration schemes such as SLB
approach. . . o .

In the nng design, realizing a large-scale network ,usmg asingle rlnag maR/ not be practical
due to the ow efficiency of network bandwiath utiization. A new design technique using
multiple rings described in [6] has been proposed. Instead of using a large Single ring to cover
the entire rietwork, the network is_divided into a number of rngs. These rings afe used to
support all traffic of the network. The criterion used in the design is that the traffic demands
between each node pair must be accommodated over a single ring. No traffic is ~ edto ﬁet
across hetween rings in order to avoid complicated control and” management. Consequenty,
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the mam,Rroblem oftins d,esqn IS how to s?lect the (ings from the number of possible rings in
network in order to minimize the number ofrequired fiders. o

_The multi-ring. design may not e &s efficient as the mesh design in terms of network
utilization but it"is an mterestlngi alternative and currently attracts much attention. Firstly,
since its structure is much simpler than that of the mesnh, only add-drop multiplexers, are

needed whereas optical cross-connects would be required for mesh. Secondly, each unit of

nngs, in the network can operate independently, thus die control and management can be fully
distributed. Thirdly, the multi-ring design provides a full network protection against certain
types of failures:” all single-link™and all “single-node failures. This restoration feature is
particularly important in “future optical network which requires high level of network
Protectlon. Because of tire mulfi-ring’s simple structure, the entire restoration process in the
Ing network can be achieved throu?h automatic hardware recgnfiguration without rerouting
tireentire path, hence it is very fast and reliable. However a disadvantage of the multi-ring
appgoach| that protection cost’is 100% of unprotected rings, o

he key issue that is aadressed in this paper is determmjn(% and comparing tire network
costs between tire two different design schemes in a quantitative manner. In addition, this
paper also considers two_different “systems, _namelY wavelength path (WP) and virtual
wavelength path (VWP). The VWP system differs from the WP system in that its node
configurations include an additional ,waveler\ll(w conversion capablhq{. Therefore, when
setting up an optical path for a connection, tire VWP can assign wavelengths on a link-by-link
bastls, Wwhereas the WP must choose a single wavelength for all links along the entire physical
foute.

2 Minimal Cost Protection Technique

21 Integer Linear Programming (ILP)

Given a set of traffic demands and a physical network topology, the network topology is
modeled as an undirected graph G(v, ) where v is a set of nodes with size N and s a set of
edlges with size L. Let M be the number of wavelengths multiplexed info a fiber. Let X, be the
number of fibers éor capacity) on imedge and the chiaracteristics of each fiber is assumed fo be
bl-dér?ctlonal and can only contain one wavelength (M=), the objective function of this
model is

Min : X where 66 (1)

Tire constraint to formulate the equation is derived from the minimum flow on a cut set
which is defined as follows. The network graph is partitioned into two parts, Gi and G2with
cUt set ecwhich corresponds to a set of edtI;es that has one endpoint in Gj] and the other in G2
The Rossmle minimum traffic of a cut set, dmi(c), Is the summation of each traffic_demand
which has a source and a destination lying on different parts. As a result, the capacty of any
cut set must be larger than or equal to fire possible minimum traffic:

X,  duc) where iesc (2)

Now, we can determine tire network capacty from the linear formulations related to every
possible cut st of the network graph. This capacity onI% provides for the traffic demands in
normal operation. In order to extend the model to cOver the protection requirements against all
single link failures, additional constraints are included as follows. An edge is removed from
tire network graph in turn, simulating each link failure event. Given a nefwork graph with an
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edge remaved, the same formulation of the minimum flow on a cut set is apPhed roduc;n% a
new set of required constraints. By applying this Pr_ocedur,e to all edoes, atotal of [ additional
new sefs of constraints woulld result, coveiing all link failure scendrios. All these constraints
are sufficient to determine the minimal network cost with full protection. However, this model
does not provide an exact solution, instead it can only be Used as a lower bound on the
network cost required.

2.2 Heuristic Algorithm

Due to the complexity of the problem, the design process is divided into three procedures:
path accommodation,” wavelength assignment, and restoration. The wavelength assignment
procedure used in this paper is"adopted from 7], Since the wavelength assighment i VWP
system is considered on a link-by-link basis, only the path accommodation procedure is
réquired. Firstly, we will explain the path accommodation procedure. The flow chart of path
accommodatioriis shown in Figure 2 (a).

Step 1
Step 1 P
Assume one link failure
Search all possible routes of every node pair
Step 2 i
Step 2 l Apply VWP or WP procedure
Set up each connection in a random manner Step 3
Yes
Step 3 v
Rearrange existing optical paths to achieve a Step 4 No
more efficient allocation 4
Determine number of fibers required
on each link
Step 4 |
: Step 5
Determine the total network cost
Minimize the maximum value on
cach column of matrix R
@ ()

Fig. 2. Proceare of (a) the path accommodation and (b) MC restoration

The outline is described as follows:
Step . All possible routes between each node pair are searched
Step 2. Randomly select an appropriate physical route for each traffic connection

Step 3, After all connections have been established, the, next step is an attempt to rearrange
the existing. allocation, so that the overall network cost is reauiced. To accomplish this, each
connection'is reconsidered in turn to see whether they can be redirected on another route that
leads to more efficient wavelength resource utilization

Step 4: As the VWP system assigns wavelengths on a link-by-link basis, the number of
wavelength channels required on &ach link is ‘equal tg the number of optical connections
passing through the corresponding link. The number of fibers required on each link can be

obtained from To/m 1where p is the number of optical paths going through the link and M is
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the number of wavelen?ths multiplexed in one fiber. Note that vx\ s the smallest integer
greater than or equal 10 x. Conseguently, the network cost can be obtained from ie
summation of the number of required fibers"of every link times the number of wavelengths. In
WP system, the wavelength assignment procedure is applied before determining the protection

_The following restoration ggerithm Quarantees 100% protection against any single link
failure in the network and it can'te applied to both VWP and WP systeris. The cutiing of this
algorithm is shown in Figure 2 (b).

,St1ep 1. Afiber link 7is removed from the original structure for simulatin? alink failure event
I The resufting network is referred here as an incomplete network i. Note that there exists a
total of L diffefent incomplete networks

Step 2 Apply algorithms of VWP or WP to the incomplete network 7 and determine the

number of fioers required for each fiber link, a total of L-I results. These numbers are then

memorized in row i of an LX L matrix R. Each row 7in the matrix R contains results from

%egfhréagug%teventz Each column;j contains the number of fibers required on linkj for each
llure ev

Step 3: Repeat step Luntil all link failure events have been considered

Step 4 The maximum value of columnj in the matrix R is taken as the number of fibers
required to place on link;. Therefore, the total number of fibers required for full protection is
the summation of the largest value in each column

Step 5: The matrix R obtained from the above steps is used as an initial result for further
improvement. Since the network cost depends on the largest value in each column, it is useful
to reauice the largest value of a certain colunm while Keeping the Jargest values in all other
,colubmns ugchanged. This technique can be repeated iterafively, until no further cost reduction
IS observe

3 Multi-ring Protection Technique

The dlesign approach uses a heuristic  gorithm which can be divided into two main steps. In
the first™step, ring selection and wavelength allocation are performed. The secon steﬁ
|mProv,es the  design in order to minimize” cost of the network and increase wavelengt
utllization in seleCted ring while getting rid of those rings that have. low wavelength
utilization. This step is iteratively performed until a satisfied solution is obtained, or no further
improvement is observed. The details of each step are given as follows:

Step I Figure 3 (a) depicts the flowchart of step 1 process. Ring selection is a progess in
which an appropriate small set of rings Is Selected from all possible ,nngs for handling all
traffic demands. For each connection, @ criterion used in the algorithm is that only one ring is
selected to support all traffic of connection. The ring must incluide the shortest route between
that node pair and should also be of the smallest size possible since a smaller nn(? IS found to
be more efficient in tenus of bandwidth usz%;e. Note that a ring provides two disjoint paths
between each connection. Selectln? the shortest ring that contains the shortest route ensures
that traffic demands are transports over the shortest distance, This is similar to the mesh
design, in which high resource utilization could be achieved. If there is more than one
appropriate ring, a nng which accommodates file lighest number of shortest routes of all
connections is ‘selected in order to minimize the number of selected rings. This process is
performed on each connection until there is no further unassigned connection. Next, the
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The number of fibers required on each ring can then be obtained from | \x/'m Lwhere Nx is the
number of maximum wavelengths requiréd in all links and M is &s defined previously, The

network cost can pe obtained from the summation of each selected ring cost which’is the
number of required fibers times the number of nodes in that ring

wavelength allocation is accomplished ring-by-ring by algorithms H3 W4 roposed in [‘8],

Step 1

Find a shortest path between each connection and
find all smallest ring containing that path

Is there only one
smallest ring?

Select a ring which can
support the maximum Yes
number of shortest routes }

No

Distribute all traffic of
considered connection into that

nng

Another unassigned traffic left ?
No
h 4

Perform wavelength allocation in each selected ning and
determine total network cost

@

Step2

For each connection, reassign traffic into
another shortest-path ring in a random manner

!

Try another Perform wavelength allocation in all selected
connection
3

rings and recalculate total network cost

traffic 1s
cost decreased
— moved MNoO ot odbll
back § v}
Yes
[ Y

Traffic is moved into a new ring I
Yes l
No

¢ Stop )

P

Fig. 3 (8) Proceclre of the ring sefection and wewvelength allocation
(1) Procedtre of the design improvemert



Step 2 In general, the first solution may not always be satisfactory because the number of
selected rngs could be very large. In an extreme casé, the total number of rings in the network
can be equa to the number of connections because the traffic of each connection is
exclusively supported by an individual ring. Under tliis condition, the total network cost will
be very expensive. Therefore, it is used as an initial result which needs further improvement
using the following process. The traffic demand between each connection is consioered again
in tum to see whéther other altemative rings would result in a more effective allocation! In
each round of |mﬁ,rovements, the traffic Detween only one connection is considered. We
attempt to move tnis traffic from pre-Selected nnq into a random alternative ring. For each
connection, a candidate ring is selected randonily and must be a member of previously
selected ring set If an aftemative ring produces Similar or better results, the new design
outcome is accepted as the current soltion before performing the next iteration. Otherwise,
the traffic will be moved back to the old ring. This procedure_is repeated until_ all traffic
demands are considered and no further improvement is observed. The process described above
IS shown in Figure 3 (0).

4 Simulation Results and Discussion

41 Protection Cost

A network topology from [9] is used to illustrate the protection costs_of mesh and multi-ring
apProaches with Varying values of M (1,248), see Figure 4 (a). This network which is
referred {o here as Furo-Core is deliberately selected for discussion ﬁurposes in this paper
because it has relatively small number of nodes (N = 11 nodes) such that the ILP  can stil
obtain the bound on the protection cost within a reasonable period of time. In addition, the
network lias very high level of connectivity, allowing a clear distinction hetween the costs of
both design approaches. The traffic demands are asSumed uniform with five levels of traffic
volumes, ie. 10 5 Therefore, the traffic volume of level i is defined as i times the total
number of active paths among all node pairs, i.e. 1 x N(N-I)/2 active paths.

900 | .|a—a Noprotectonmr | . A
4+—+ No protection MC
800 |..|==-= ™mc
*—o MR

700 oy
—_— ILP

Protection cost

1 2 3 4 5
Traffic volume

@ (0)
Fig. 4 () Experimenta network Euro-Core (N 1 L=25) (b) e protection costwith ML
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Figure 4 étg? shows the protection cost of eveFr)y approach with M=I. Note that when M=1
there’is no difference between the  p and VWP systems. Let first look at the bound on the
total network cost obtained from the ILP formulation and the cost of the MC design scheme
achieved by the heuristic algorithm. It appears that the network costs with full protection from
the MC design are slightly nigher than tile lower bound for all traffic volumes. This implies
that the heufistic ~ gonthin is quite_effective for this network sample. When comparing tile
network costs_of the MC and SLB de&gns _ﬁhe SLB network cost is obtained from the
heuristic algorithm in [7]), it is found that the diferences beween them are marginal, meaning
that the SLB scheme cari be made as cost-effective as the MC. o

For the multl-nn?( protection technique, it is |nterest|,n? to see that when no protection is
provided the network cost (No protection MR) is just a little higher than that of the MC mesh
aBPrpach (No protection MC). Note that the network cost 0f the MC approach is, easlly
obtained from die_summation of the number of lowest hop count of all. noge pairs; this is fruly
a minimal cost. The heuristic algorithm used for tile MR design is therefore considered
effective, because it is able to “optimize_the path allocation, "such that both costs are
comparable, The additional cost of the MR in respect to that of the MC is caused by the
constraint that connections between a node pair must be confined only on one selected nng‘.
For agiven set of selected rings a pattern of traffic distribution, the multi-ring algorthm wil
attempt to balance the traffic [oad on every link of each individual ring, so that the number of
flbers| in the nntgs are minimized. To achieve this, some traffic loads Will have to be assigned
on alonger route.

We n%w turn to consider the differences; between the MR and MC de(%]n approaches when
protection is provided. For the multi-ring, it is awell-known fact that 100°% extra capacity is
always needed for full protection. For tie MC mesh tire amount of extra capacux depends on
tire network t,opolo%;y and jts connectivity in relation to traffic patterns. Usually the higher the
connectivity is the Tower tire extra capacity will result. As mentioned earlier that this network
sample has rather high connectivity, i.e. each node has on average 4.54 links adjacent to 1, it
IS expected that the amount of extra capacity should e rather small. The heuristic algonthm
used for finding the protection cost for the MC scheme described n tills paper was able to
achieve very good resuts, s.the protection cost is_only a_pProxlmately 22.93% over the
unprotected network cost. This particular example is cértainly in favor of the MC mesh
design, as it is much more expensive (up to 78.09%) to employ(_ the multi-ring protection
scheme in comparison to the MC mesh design. However, in apractical system which does not
require 100% protection, the level of proteCtion can easily be scaled (0 the desired level by
removing some protection rings without changlng or rerouting the existing design; this is an
advantage of the multi-ring design over the mesh esign. , _
~In ortler to demonstrate furthier the differences between the protection costs of the multi-
fing d,e3|%1n and the MC mesh design, tile results of several different nefwork scenarios are
given in Table 1 The traffic demands assumed in these networks are uniform with a volume
0f one and only one wavelength is multiplexed in each fiber. In the NSFNet, the multi-ring
design requireS _55.31% more capacity over the MC mesh counterpart, whereas in. the
ARPANet the difference is even smaller, i.e. only 40.74%. These two network configurations
show a closer gap between the costs of the multi-ring and the mesh design vihen full
protection againist single link failures is provided. It i interesting fo point out that both
netwark structures have almost the same average number of links adjacent to anode ie. 3,
mea,nlng that they both should theoretically require spare capacity of adout 50%. This figure is
obtained from a’simple calculation. |f a failure qcclrs at & certain link of a node, the"traffic
carried over that link would have to be redirected through the remammg; 2 links connected to
the node. |f these disrupted traffic loads are split equally over the two Tinks, each of the two
links will have to (Jorowde an extra capacity of 50% of tile pormal traffic. It tums out that the
ARPANet demanas more than 50% spare capacity (54.14%) whereas the reverse is true for the
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NSFNet (40.00%). As the costs ofthe multi-ring and MC mesh are not very different when no
rotection is included, it means that tire total cost differences between thé multi-ring and die
C mesh will depend on that how much each individual topology can take advantage on the

alternative routes under a network failure.

Table 1 with and without protection achieved from the MR heunst
T G e e Gk A
MR

MC
Nework N L C  without with without with w\,\ﬂgtfli
protection protection protection protection  protecton)

239 371 526 (397%% ! 507 1194 63.11%

UKNet
505
18 35 389 336 (50.20%) 394 788 56.04%
EON
20 31 310 543 (5444%) 589 1178 40.74%
ARPANet
273
14 21 300 195 (40.00%) 212 424 55.31%
NSFNet

Let now turn back to our EURO-core example. Figure 5illustrates the protection cost of the
VWP system as afunction of M and in Ulis case the traffic volume is setto four. The network
cost increases as the value of M increases. This means that, for each link of the network, the
fibers have many channels that are unassigned wavelen?th for communications (in order
words, the efficiency of fiber utilization ofthat link is lowT As the value of M gets large, the
number of unassigned channels becomes greater. Moreover, in multi-ring scheme, all links in
a selected ring occupied the same number of fibers, which Is the maximum fiber requirement
ofall links. Thus, the utilization of fibers in multi-ing scheme is certainly less efficient than
the mesh design.
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Protection cost

v A—4A No protection MR
200 > s |#—+ No protection MC |

1 2 3 4 5 6 7 a
Number of wavelengths (M)

Fig. 5 The VWP pratection cost with various values of M

_Letus focus on the effect ofM and the traffic demands on the ,nn? utilization. To illustrate
this, the number of selected rings is chosen to indicate the ring utilization as shown in Flﬁure 6
(a). When the traffic demand is set at low level with a value of M greater than 1 (such as at
pointé), if the traffic loads are distributed among many separated rings, each ring will have a
very low link utilization. Therefore, it is useful and more effective t0 aggregate these traffic
loads into a smaller number of rings in order to increase the utilization ot these chosen rings.
When traffic is higher, each fiber ofring is more filled %JJ%and has ah|ﬂh utilization even if the
traffic loads are distributed on many separated rings. TTierefore, the higher traffic demand at
this point results in a higher number of selected rings (such as at point 8). This is true until the
traffic is high enough that there are_some remaning traffic loads which may need to be
assigned on'a new fiber. The, rlng utilization will be at a low level as in the case of a low
traffic if the traffic loads are distributed among many rings. To maximize the ring utilization, a
small number of rings are selected and this results in a decreased value of selected rings again
(such as at point C). As seen from Figure 6 (a), the number of rings is repeated in this manner
periodically. Moreover, the longer period at ahl?hervalue of M |mﬁlles that the value of ring
utilization changes more slowly when we multiplex more wavelengtns into the fiber.

. Here we investigate the effects of wavelength conversion. In the mesh desﬁns, the ratio of
tile total network costs between the WP and VWP systems tend to increase with the number of
wavelengths multiplexed in each fiber (M); this is depicted in Figure 6 (b). This highlights the
importance of wavelength conversion when using a higher number of wavelengths in a fiber.
This is particularly obvious in the SLB mesh technniue. A reduction of 20-35% In the network
cost is observed with the values of M between 4 o 8. On the other hand, in the multi-ring
technique, wavelength conversion has so little influence, Since conversion is not useful for
wavelength allocation in a single ring network as described in [8], no cost savings will be
accomplished.
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4.2 Execution Time Requirement of the ILP Technique

1
luti -
930 min TRec=S 0

§ 08
g @ 5 min- 30 min ‘:’ <1sec
§ 06

o [i7] gt olem

0.4 . . ..
4 6 8 191 AlalTs
Fig. 7. The comyutational time for the ILP technique:

A chart ofthe computational time requirement of the ILP techm(iue of the MC approach is
summarized in Figure 7. The execution results here are selected front test samples and the
traffic patterns are uniform. Experimental network topologies are presented in term of the
number of nodes and the physical network connectivity. The network connectivity is defined
as the ratio of the number oflinks of testing networks t0 a full-connected network of the same
number of nodes [9], Based on these results, the execution time is longer as the connectm%y or
the number of nodes increases (corresponding to the large problem formulation). Therefore
die ILP technlgue_ IS not practical when the network is greater. For example, the solution
cannot be found within 30 minutes when the number of nodes is more than 10.
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5 Conclusions

Strategies for designing WDM transport network against the single link failure based on the
multi-ing and mesh designs have been discussed. n the mesh network, from the conceFt of
MC scheme, integer linear pro?rammln gLP) and heuristic algorithms are used to evaluate
the protection cost. Tile complexity of ILP, however, depends on the network size, and the
result is used as alower bound of protection cost. The comparison between MC and SLB costs
shows that the improvement due o the former is mar?m_al. It is clear that the SLB scheme is
sufficient for finding tile minimal cost. In the mull-rln? design, a heuristic ~ gorithm is
Proposed. It was found that the protection cost of the mul |-r|n% design is higher than that of
he mesh desqn. However, in the case when full protection cost of multi-ring is not required,
there are substantial benefits. , o

_ Based on our simulation, it is found that tile number of wavelengths multiplexing into a
fiber ?M) Rlays a major role on the network protection cost in both mesh and ring design.
Wavelength conversion affects the protection cost in tile mesh design especially with a high
value of M. In multi-ring design, It does not significantly reduce the protection cast.
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