Chapter 5

Information System Implementation

This chapter described the network topology, software and
hardware which are installed in the network on intranet
platform, since it is dealing with huge data collection and
real time problem solving. It also concemns with day-to-day
issues which affects to the requirement in data analysis by
engineering group, management base activities and management
decision-making. The workflow diagram added, will explain
users how to solve problems by linking such information shown
in the model.

5.1 Network Topology

In production area of HA products, all electric testers
locate in the clean room. HGA performance data of every HA
flows from these electric testers to the application server,
whose these 2 models installed via untwisted pair cable.

However, these electric testers can be relocated frequently
This depends on the volume requirement of the products.
Consequently, the users' stations, (the front line
technicians) are also affected. Even for the office employee,
the layout is changed frequently as well, based on
organizational changes. Therefore, the HGA operations use the
star network topology is used according to the dynamic
environmental changes.

The star network topology has several advantages. First, the
file servers act as the center in collecting data from
electric testers whereas users can monitor the information
anytime.  Second, if workstations are added or removed, it Is
not necessary to restructure the existing system. Also, if a



workstation fails, it will not affect to the system or any
other workstation.

Figure 5.1 shows the physical network diagram of these 2
models including the electric testers connected.
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5.2 Hardware and Software

The hardware and software of these 2 models; analysis and
diaghosing &monitoring models can be summarized in the table
of figure 5.2 below. The models are installed on EISWEB,
which is easy for users to access anytime. It has a data
transfer rate 100 mbps via untwisted pair cable.

Analysis  Diagnosing and
Madel Monitoring Model ~ Users

So£tware VIS uaI Ba5|c JAVA
Operating System  Window Window NT Wndow %

Figure 5.2 Software and Hardware

5.2.1  Microprocessor:

1) Analysis Model: use 1 Pentium-II' 300 Mz CPU with
128M RM to service all tasks and this server is PC
based.

2) Diagnosing &Monitoring Model: use 2 Pentium-I|
0MHz CPU with 128V RAVI because this real-time
system need more powerful server to support real-
time transactions which flow to it more than 800,000
transaction per day.

3) Client/Users: normally use standard configuration PC
of IT department that is update beyond current
technology and almost are Pentium-I1 266 or 300 with
IM RAV
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5.2.2 RAM

5.2.3

5.2.4

5.2.5

1)

Analysis model: use 128M RAV because the current
version requires this amount of RAM  However, in
next version which calculate engineering data
analysis may need 25M RAM minimum to support heavy
load of calculation per users requirement.
Diagnosing &Monitoring model: use 128M RAM with
first release and was upgraded to 256M RAM after we
put more calculation about Wafer analysis in
decision making model.

Clients/Users: use 32M RAM as minimum specification
according to standard configuration of IT
department. Some PCs require more RAV and upgraded
to 6M depend on how much heavy routine and
calculation on that workstation.

LAN CARD:

1)

Analysis model: use 3Com as the ready setup in Dell
computer that we use for generates analysis server.
This NIC is the Fast-Ethernet 10/100.

Diagnosing &Monitoring model: use Intel hecause we
use hardware of Intel and this network card ready
setup in this server. This network interface card is
the Net-Intelligent 10/100.

Users: use 3Com because it is already setup in Dell
computer, standard configuration PC from IT
department.

Monitor:
\GA monitors.

Hard Disk

1)

2)

Analysis model: use 8 @B hard disk. This database
is roll up from big database and keeps 2 months of
data.

Diagnosing &Monitoring model: use 27.3 @ hard disk
to retain all raw data for 2 days to support real
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time information. It also retains 2 months of
manipulated data.

3) Users normally use 2.1 (B hard disk as the standard
configuration of PC from IT department.

5.2.6  Software;
1) Analysis model: visual basic software is used
because the local programmers are familiar with it.
Also, it provides fast response in graphic mode.
2) Diagnosing &Monitoring model: JAVA is used due to
the local developers are familiar with JAVA

5.2.7  Qperating System:

Both analysis model and diagnosing &monitoring model use
Window NT for Operating System platform because it is most
popular technology for server level. Window NI is easier to
setup, manage and it works well with SQL server, which are
both products of Microsoft. The selection of operating system
will scope the direction of programming tools and other
component in system development.  Almost real-time system uses
Window NT and SQL server to create database to support high
throughput transaction environment especially in production
environment of HRA products.

5.3 Operating Mode

On the diagnosing &monitoring model, its operating mode is
reported hourly to support the real time problem solving
approach. It supports diagnosing approach by analyzing
whether it is the internal or external problem. If it is the
external problem, the front line takes no action but engineers
require further analysis, which can be supported by the
analysis model.

The analysis model is more suitable for reporting shiftly,
because more data is required in analysis and decision making.
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The weak point of this model is that it cannot react to real
time according to the high technical knowledge required and
complex correlation between dimensions in wafer and slider to
HGA test performance. Besides, there is no system at wafer
and slider sites to support the real time action approach.
However, there is a plan to develop to that level which is
being discussed in the high management level team in the

corporate group.

54 Workflow Diagram

The workflow diagrams developed specify the relationships
among objects in two ways. First, a hierarchical relationship
to solve problems is organized. Second, they specify how to
communicate each other within organization through messages.
As shown in figure 5.3 and 5.4, the two workflow of both
diagnosing & monitoring model and analysis are drawn. They
specify the relationship of activities, reports and
organization. He or she then solves problems by linking such

information to problems occur.
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