
CHAPTER 4 
Methodology

4.1 Introduction

Improving effectiveness in detecting tester problems provides better control in 
tester performance. Therefore, the test operation can be done more efficiently. In order to 
achieve the improved process which provides higher effectiveness other than the current 
process that known reading HGAs are being used to run across group of testers to monitor 
tester performance, six sigma breakthrough is used as guidelines in developing this 
proposed process.

Measurement phase, which is the first phase of six sigma, is useful in identifying 
the problems and their causes so that the ways to eliminate them could be achieved. In 
analysis phase, the current system is analysed to bring about the idea that would be 
benefits in improving the existing process. In improvement phase, the key variables 
affecting to effectiveness are used to develop the new system used for monitoring tester 
performance. Finally, control phase concerns about how to maintain the improved system 
to meet the expected benefits.

4.2 Measurement Phase

Since the quality of HGAs is measured by customer satisfaction, HGAs produced 
should be operated efficiently. Defect HGAs that are shipped to the customers should be 
eliminated. Hence, the method in examining the quality of HGAs before shipping the 
products to the customers has to be effectively worked. It means that testers used to test 
the ability of the HGAs must be reliable.

To ensure that those testers can work as intended, only calibration by period is not 
enough. Since variation from calibration could be occurred, testers should be controlled 
and monitored their performance during their uses. Errors or abnormal conditions from 
the testing system should be detected and eliminated. The process to control tester
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From current TSPC method, it is found that TSPC is not effective enough because 
when SPC out of control is taken place, unnecessary tester downtime has been spent to 
take the corrective actions that the causes are not from the testing system; factoring part, 
disc, and tester issues. Most of them are from procedure in performing TSPC. Low 
effectiveness in the current method is demonstrated. Effectiveness is the percent detection 
rate when SPC out of control is taken place that the root causes are from tester 
performance.

When the method used in detecting tester problems is not effective, it results in a 
lot of bad impacts to the company. The test result might be wrong. Good items might be 
rejected or reworked while bad items are shipped to the customers. As a result, the 
company wastes time, effort, and money. It also results in long-term effect from cost of 
goodwill in case of customer dissatisfaction.

Before the causes of ineffective TSPC will be defined, understanding on process 
flow of current TSPC is necessary. Figure 4.1 is the process map shown the process steps 
in performing TSPC. From this process flow, the potential causes have been easily 
identified, and those causes can be critically analysed.

Since effectiveness can be measured from out of control that the root cause is 
from testing system, the other root causes resulting in out of control should be identified. 
By analysing TSPC process flow and brainstorming method, all possible causes are 
collected and illustrated in cause and effect diagram as shown in Figure 4.2.

perform ance that com pany currently  uses is called TSPC. This m ethod has been already
elaborately  explained in the previous chapter.
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Figure 4.1: Process map of TSPC
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Figure 4.2: Cause and effect diagram of out of control root causes

There are six major causes of TSPC out of control, i.e., tester, operator, method 
used, TSPC part, factoring part, and disc. Out of control might be occurred from tester 
itself such as poor testers that have low repeatability or testers that are wrongly setup. It 
may be from poor understanding in TSPC or out of control corrective action plan 
implemented by TTO, technician, and engineer. It could be occurred from the method 
used such as lack of control limit review, too tight control limit, software error, or bad 
work instruction either in TSPC or out of control corrective action plan. Out of control 
can also be from TSPC parts. Those parts might have bad reference from secondary 
standard generation process, or they may be damaged before running on the tester; for 
example, they may damage from mechanical change when handled, from bent gimbal, or 
from Electro Static Discharge (ESD). The out of control root causes may also be the 
damaged factoring parts, variation from different lots of factor, or set-up difference. The 
other causes of out of control are from disc issues such as disc scratched or damaged, disc 
new lot, and disc re-used.

TSPC would be effective if causes are from tester, factoring part, and disc. The 
rest of the causes that are operator, method used, and TSPC part should not be occurred 
because those causes are come only when performing TSPC. However, those causes are
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usually concerned when performing TSPC. Especially, cause from TSPC part is most 
contributed in TSPC out of control as shown in Table 4.1 and Pareto diagram in Figure 
4.3.

Table 4.1: The causes of out of control events

Cause Frequency Relative
Frequency

Cumulative Relative 
Frequency

Part 1 2 1 0.70 0.70
Factor 34 0 . 2 0 0.89
Disc 1 1 0.06 0.95

Tester 8 0.04 1 . 0 0

Total 174 1.00
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Figure 4.3 ะ Pareto diagram of out of control causes

The causes of out of control were recorded from retest operations when TTO was 
performing TSPC from September 13, 1999 to September 24, 1999 on Vail. It can be seen
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that the major cause of out of control events is from TSPC parts that are used only when 
running TSPC. It contributed as high as 70% of out of control causes. On the other hand, 
causes from factoring part, disc, and tester are only 20%, 6 %, and 4%, respectively.

From this Pareto diagram, it can be clearly seen that TSPC has only 30% 
effectiveness, as this percentage is the sum of out of control events that causes are from 
testing system including factoring parts, disc, and tester. This is because TSPC parts used 
are poor causing high number of out of control events. The reason for this is that these 
parts are sensitive so they can be easily damaged such as from handling, holding, falling, 
and so on, or those parts might have wrong reference. Part sensitive causes changes in 
reference values of those parts and results in poor repeatability performance over time. 
Thus, when these parts are run on the tester to determine the difference between reference 
and reading values, the delta obtained is wrong causing out of control. Additionally, using 
only 3 TSPC parts per tab is not enough because it is lack of confidence in predicting 
tester performance. The errors occurred from performing TSPC based on 3 parts are 
shown below.

P o w e r  a n d  S a m p l e  S i z e

1-Sample t Test
Testing mean = null (versus not = null)
Calculating power for mean = null + 3 
Alpha = 0.05 Sigma = 1
Sample Size Power 

3 0.7453
2 0.2608

Errors when using three parts is 25.47%. However, when one is desported and 
removed, only two parts left that causing error high as 73.92%. As a result, the company 
has to spend time, money, and effort in over taking corrective actions, and it also causes 
unnecessary tester availability.

To determine the root cause of problem and which causes have most impacted to 
the company, Failure Modes and Effects Analysis (FMEA) is used to examine potential 
failures to prevent their occurrences. Thus, the most potential failures can be identified as 
shown in Table 4.2.



Table 4.2: Failure Modes and Effects Analysis (FMEA)
(Source: "0% HFM and LFM out of control in TSPC”, Pompitakpong, 1997)
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It is found that the highest Risk Priority Number (RPN) is from TSPC parts 
mechanical change. The next highest RPN are from not clearly understanding of TSPC 
analysis procedure and factoring parts damaged. From this analysis, the problem of TSPC 
parts damaged is the first priority in taking an action. Then, factoring part problem and 
lacks of understanding of TSPC can then be focused. The company can eliminate causes 
of insufficient TSPC understanding by providing training to TTOs, technicians, and 
engineers. Moreover, causes from factoring parts can be concerned by periodically 
reviewing the desport algorithm.
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In conclusion, drawbacks and limitations of TSPC are summarised. TSPC parts 
have to be frequently used causing poor repeatability performance. Frequently used 
increases possibility of parts damage. Additionally, parts are sensitive so they may be 
damaged from poor handling, or they can be contaminated by cleanroom environment. 
Sample size that only three parts are used to predict tester performance does not meet 
statistical requirements. TSPC is too much relying on TTOs that they can make out of 
control resulting in low effectiveness. TTOs may be lacks of understanding in TSPC 
analysis, or they usually intend to make SPC pass to reduce workload. Furthermore, the 
limitations is on TPSC is can be used only on some parameters which follow normal 
distribution and only product which has satisfied gauge R&R. Results of gauge R&R on 
each product and parameter are shown in Appendix J. Also, yield which is important to 
customer's view is not taken into account in decision-making.

From current process of monitoring tester performance, the major cause 
contribution TSPC less effectiveness is from sensitive TSPC parts damaged from 
mechanical change. Thus, the improvement should be concerned on finding out a new 
source of data or the ways to use more reliable parts, and an amount of parts are 
necessary. Therefore, continuous manufacturing tested data that is the data obtained from 
testing production parts is considered.

4.3 Analysis Phase

To determine the new methodology of monitoring tester performance and 
detecting tester problems more effectively, manufacturing tested data that is data from 
testing all HGAs before shipping to the customers is used instead of performing TSPC. 
There are the benefits of using this continuous tested data. Firstly, this data is already 
available. Every HGA has to be tested to confirm that each one can work as intended 
when it is operating. The manufacturing tested data is kept by the software after those 
HGAs are tested. Therefore, this data is easy to use. Secondly, manufacturing tested data 
is free. The company does not need to spend additional cost to indicate the tester 
performance. For the old method, the company has to pay for performing TSPC. The 
costs include cost of TSPC parts, cost of generating these TSPC parts by secondary 
standard generation process, cost of TTOs to perform TSPC, and cost of IAT arms that
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used to support TSPC parts. Finally, since manufacturing tested data is from continuous 
process, it provides a large number of data that would be useful in statistical analysis.

To replace the current method TSPC that control charts are plotted from the 
difference of readings and references of three parts run on a tester, manufacturing tested 
data from the test operation of a tester on each day on specified parameter is plotted on 
the control charts instead. Since LFA and ovw are continuous data and follow normal 
distribution, X-bar control chart and sigma control chart are used to monitor this 
manufacturing tested data as shown in Figure 4.4. However, out of control on the control 
chart cannot indicate tester performance directly because there are other causes resulting 
in out of control events. They can be mainly from materials (wafer) difference, process 
change that causes all production parts shift in the same way, or tester performance. For 
materials, each HGA is composed of the wafer that acts as the slider of HGA that 
different HGAs might have different wafers, the difference in wafers can cause the shift 
in mean of tested data. New wafer lot coming is the example of wafer problems. Process 
change is meant the change on assembly line such as contamination, auto gram load 
change, etc. This change causes the tested data of the line changed occurs the difference 
from the other lines. However, HGAs produced from an assembly line will be distributed 
to certained testers that test that product. For tester issue, tester which has poor 
performance can result in the shift of test results that cause out of control on control chart. 
As a result, same wafer quad relation, that is expected to have same performance on same 
wafer quad, is used to detect the shifts happened so that tester performance can be 
indicated from this idea.

Figure 4.4: X-bar chart shown out of control points of a tester



85

On wafer analysis, one wafer can be equally divided into four quads, indicating by 
the first six digits of wafer number. It is recognised that same wafer quad is supposed to 
have same performance. Hence, detecting the shift on control chart that causes are from 
tester performance can use this same wafer quad relation. For the process change cause, it 
can be known from shifting on same wafer quad performance in all testers that load parts 
from same production line. In the other words, the certain testers that load parts from that 
production line will shift in the same way.

Only product that has same wafer quad relation can apply this rule. A product has 
to be tested for same wafer quad relation which is expected to have same performance. In 
order to prove that same wafer has stable performance on the specified product, same 
wafers from two different time frames are compared their wafer quad performance on 
particular parameter.

To compare wafer quad performance on two time frames, sample size of each 
wafer that is included has to meet statistical requirements from power of test (l-(3) at 90% 
and holding significant level (a) at 5% for LFA and ovw by detect detection difference 
at 0.85a of parametric distribution for LFA and la  of parametric distribution for ovw. 
Calculation of sample size could be obtained from Minitab as shown below.

Power and Sample Size of LFA
Testing mean = null (versus not = null)
Calculating power for mean = null + 0.85 
Alpha = 0.05, Sigma = 1

Sample Size 
13 
15 
17 
21

Target Power 
0.8000 
0.8500
0 . 9 0 0 0
0.9500

Actual Power 
0.8031 
0.8642
0 . 9 0 7 9
0.9593
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Power and Sample Size of ovw
Testing mean = null (versus not = null) 
Calculating power for mean = null + 1 
Alpha = 0.05, Sigma = 1

Sample Size 
10 
12 

13 
16

Target Power 
0.8000 
0.8500 
0.9000
0.9500

Actual Power
0.8031
0.8829
0 .9 1 0 7
0.9619

The sample sizes required for each wafer quad are 17 for LFA and 13 for ovw. 
Wafer quads that have sample sizes meet statistical requirement is called q u a lif ied  w afer  
qu ads.

On same wafer quad analysis, five testers are randomly selected, that are 
ECT391Z, ECT528Z, ECT730Z, ECT736Z, and ECT463Z, for the correlation procedure 
in wafer quad performance between two time frames. The tested data of those testers on 
March 1st, 2000 is compared the to the same set of testers on March 8 th, 2000 for LFA and 
OVW parameter.

The strength of relationship between same wafer quads at two different time 
frames can be determined by correlation coefficient from correlation analysis. P-value 
tells about the strength of the relationship explained as linear relationship. Referring to 
Chapter 2 on regression and correlation analysis, if P-value is less than 0.05 (at 5% 
significant level), same wafer quads at these two time frames have a significant linear 
relationship. By using Minitab, the results of correlation analysis to compare same wafer 
quad performance at different time frames for LFA and ovw of Vail are shown below 
while the raw data are shown in Appendix K and Appendix L for LFA and ovw, 
respectively.
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Vail on LFA: Comparing between different time frames for same wafer quad
analysis

Regression Plot
Y = 308.245 + 0.771946X 

R-Sq = 50.3 %

R e g r e s s io n

The r e g r e s s i o n  e q u a t i o n  i s  
y  = 446 + 0 . 6 5 1  X

P r e d i c t o r C o e f S tD ev T p
C o n s t a n t 4 4 6 . 3 4 8 6 . 0 1 5 . 1 9  0 . 0 0 0
X 0 . 6 5 1 2 0 0 . 0 6 5 4 3 9 . 9 5  0 . 0 0 0
ร = 4 7 . 2 1 R-Sq = 50.3% R-■ Sq(adj) = 49.8%
A n a ly s i s  o f V a r ia n c e

S o u r c e DF ss MS F p
R e g r e s s i o n 1 220782 220782 9 9 . 0 6 0 . 0 0 0
R e s i d u a l  E r r o r  98 21 84 15 2229
T o t a l 99 439197
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Vail on OVW: Comparing between different time frames for same wafer quad
analysis

Regression Plot
Y =-5.99058 + 0.815033X 

R-Sq = 59.5 %

R e g r e s s io n

The r e g r e s s i o n  e q u a t i o n  i s  
y  = -  8 . 8 1  + 0 . 7 3 0  X

P r e d i c t o r C o e f S tD ev T p
C o n s t a n t - 8 . 8 1 0 1 . 6 3 2 - 5 . 4 0 0 . 0 0 0
X 0 . 7 2 9 5 2 0 . 0 5 0 2 0 1 4 . 5 3 0 . 0 0 0
ร = 0 . 7 2 1 0 R-S q = 59.5% R-■ Sq(adj) = 59.2%
A n a ly s is  o f V a r ia n c e

S o u r c e DF s s MS F
R e g r e s s i o n 1 1 0 9 . 7 9 1 0 9 . 7 9 2 1 1 . 1 9
R e s i d u a l  E r r o r  144 7 4 . 8 6 0 . 5 2
T o t a l 145 1 8 4 . 6 5

0 . 0 0 0

Since P-value on both parameters, LFA and OVW, is less than 0.05, it can be 
concluded that there is the significant relationship of same wafer quads at different time 
frames for Vail on both LFA and OVW. For LFA, R-square 50.3% indicates that 50% of 
variability is explained through linear relationship as OVW has 60% of variability 
explained through linear relationship.

After the relationship is proved that there is a strong relationship between same 
wafer quads at two time frames, the samples of five testers at two time frames are tested 
whether two samples have mean significant differences which indicate they are from
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different distributions. This can be done by using single factor ANOVA in which time is a 
factor. In testing ANOVA, there is the hypothesis testing roadmap shown in Figure 4.5 
that must be followed when doing the tests.

Because ANOVA is supported to the samples that are independent and normally 
distributed with equal variances, the normality test and homogeneity of variance are used 
to verify the assumptions. Referring to Chapter 2 on ANOVA, P-value is used to indicate 
the normality and equality of variances. In case of test for normality, P-value that is 
greater than 0.05 indicates the normal distribution. For test of variance, if P-value is less 
than 0.05, the two variances are not equal. Otherwise, variances are supposed to be equal 
from a given evidence so that ANOVA can be used. For ANOVA, if P-value of t-test is 
less than 0.05, it shows that there is the significant difference in means from two time 
frames populations. It indicates that wafer of that product does not stable over time. On 
the other hand, if P-value is more than 0.05, there are no evidence to reject the null 
hypothesis that is mentioned that P i  =  P 2. As a result, there is no shift happened between 
two time frames that indicate the wafer performance stability within same wafer quad. By 
using Minitab, the results of comparison the manufacturing tested date between different 
time frames on same wafer quads for LFA and ovw of Vail are shown below.



Hypothesis Testing
Continuous Data (one factor only)

Non Normal

Ho: ct1=c 2 = ct3=  ...
HI : at least one is different 
Minitab:
Stat-Anova-Homog of Variance 
For only two ct's this is similar to 
an F-test: F=(sl)2/ (s2)2 
If F ca loF  table, then reject null, 
(use Chi-Squared for one sample)

p > 0.05 Fail to Reject Ho (null) 
p < 0.05 Reject Ho

Attribute Data (2 factors only)

Normality Test

Ho: Data is Normal
H 1 :Data is NOT Normal
Minitab:
Stat-Basic Stat-Normality Test 
Use Anderson-Darling

Normal
Two or More Samples
Levene's Test

Ho: M1=M target 
HI: M1*M target

1 Sample

One Sample
Chi-SquaredHo: CTl=CT target 

HI: CTl̂ CT target
MimtaP:
Stat-ANOVA-Homog of Variance 
(Need reference column of l's)
If o target falls between Cl,
Then fail to reject Ho

Two or More 
Samples

Bartlett's Test

Ho: Two factors are independent 
HI: Two factors are dependent 
Minitab:
Stat-Tables-Chi-square Test

Ho: ct1=ct2=ct3=...
HI : at least one is different 
Minitab:
Stat-Anova-Homog of Variance 
For only two ๙ ร this is the same as 
an F-test: F=(sl)2/ (s2)2 
If F calc>F table, then reiect null.

Minitab:
Stat-Nonparametic-1 Sample-Sign (OR) 
Stat-Nonparametic-1 Sample-Wilcoxon 
(This is also used for paired comparisons: 
Ho: Ml-M2=0)
M target = Target Median

Ho: M1=M2= M3=...
HI: at least one is different

2 or More
Samples

Minitab:
Stat-Nonparametic-Mann-Whitney (OR) 
Stat-Nonparametic-Kruskal-Wallis (OR) 
Stat-Nonparametic-Mood's Median (OR) 
Stat-Nonparametic-Friedmans 
M 1 -Médian of sample 1, etc...

Ho: pl=n target 
HI: |il*p  target

1 Sample T-Test Two or More 
Samples

M initab:
Stat- Basic Stats - 1 Sample-T 
(This is also used for paired 
comparisons: Ho: pl-p2=0)

Two
Samples

One Way 
ANOVA

Ho: pl=(i2=|i3=...
HI: at least one is different
Minitab:
Stat-Anova-One-way 
(Be carefill if Bartlett's 
p < 0.05)
Assumes Equal Variances

Ho: |il=p target 
HI: pl*ptarget

2 Sample T-Test 2 Sample T-Test
(Variances Equal) Ho: pl=n target 

HI: ul*utarget
(Variances Not Equal)

Minitab:
Stat- Basic Stats - 2 Sample-T 
(Compares Means using pooled Std Dev) 
Check box to assume equal variances

Minitab:
Stat- Basic Stats - 2 Sample-T 
(Compares Means using unpooled Std Dev) 
Check box to assume equal variances so

o

Figure 4.5: Hypothesis testing roadmap (Source: Six Sigma manual)
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Normal Probability Plot

Vail on L F A :  Comparing between different time frames for same wafer quad
analysis

Average: 1312.67 
StDev: 72.5182 
N: 100

Anderson-Darling Normality Test 
A-Squared: 0.380 
P-Value: 0.397

Normal Probability Plot

Average: 1301.16 Anderson-Darling Normality Test
StD ev: 66.6058 A-Squared: 0.538
N: 100 P-Value: 0.164
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Homogeneity of Variance Test for Mean
95% Confidence Intervals for Sigmas Factor Levels

60 70 80 90

F-Test

T es t S tatistic : 1 .185 
P -V alue : 0 .3 9 9

L e v e n e 's T e s t

T es t Statistic : 0.791 
P -V alue ะ 0 .375

1200 1300 1400 1500

Mean

One-way A n a ly s is  o f  V a r ia n c e

A n a l y s i s  o f  V a r i a n c e  f o r  Mean
S o u r c e DF s s MS F P
F a c t o r 1 6626 6626 1 . 3 7 0 . 2 4 4
E r r o r 198 959827 4848
T o t a l 199 966452

I n d i v i d u a l 95% CIS F or Mean
B a s e d  on  P o o l e d  S tD ev

L e v e l N Mean StD ev ---------------+-- -------------- +----- -----------+ -
1 100 1 3 1 2 . 7 7 2 . 5 ( ---------------------
2 100 1 3 0 1 . 2 6 6 . 6 (---------------- —  )---------------+-- -------------- +----- -----------+ -
P o o l e d S tD ev  = 6 9 . 6 1296 1308 1320

Vail on OVW: Comparing between different time frames for same wafer quad 
analysis

Normal Probability Plot

.9 9 9
.9 9
.9 5
.8 0

1 50I 20
.0 5
.01

.001

-3 5  -3 4  - 3 3  -3 2  -31 -3 0
Time 1

Anderson-Darling Normality Test 
A-Squared: 0.296 
P-Value: 0.590

Average: -32.4882 
StD ev. 1.19279 
N: 146
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Normal Probability Plot

A verage: -32.5110 
S tD ev: 1.12848 
N: 146

Anderson-Darling Normality Test 
A-Squared: 0.461 
P-Value: 0.256

Homogeneity of Variance Test for Mean
95% C onfidence In tervals fo r  Sigm as F acto r Levels

1

2

1.0 1.1 12 1.3 1.4

F-Test
Test Statistic: 1.117 
P-Value : 0.505

Levene'sTest
Test Statistic: 0.466 
P-Value : 0.495

35.5 -34.5 -33.5 -32.5 -31.5

Mean

One-way A n a ly s is o f  V a r ia n c e

A n a l y s i s o f  V a r i a n c e  f o r Mean
S o u r c e DF ss MS
F a c t o r 1 0 . 0 4 0 . 0 4
E r r o r 290 3 9 0 . 9 5 1 . 3 5
T o t a l 291 3 9 0 . 9 9

L e v e l N Mean StD ev
1 146 - 3 2 . 4 8 8 1 . 1 9 3
2 146 - 3 2 . 5 1 1 1 . 1 2 8

0 . 0 3 0 . 8 6 6

I n d i v i d u a l  95% CIS F or  Mean 
B a s e d  on P o o l e d  S tD ev
--------------- + -------------------------+ ------------------------+ -

(---------------------* -----------<-
P o o l e d  S tD ev 1 . 1 6 1 - 3 2 . 6 4 - 3 2 . 5 2 - 3 2 . 4 0 - 3 2 . 2 8
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From the calculation of Minitab on both LFA and ovw, the sample tested data of 
two time frames conform normal distribution with equal variances as indicated by P- 
values that are greater than 0.05 on normality test and more than 0.05 on F-test. Then, 
ANOVA can be determined. Since P-value of ANOVA is greater than 0.05, they can be 
concluded that there are no significant differences between same wafer quad performance 
on two different time frames. It indicates that wafer quads at different time frames which 
are from the same population does not provide the significant difference within same 
wafer quads. It can be concluded that Vail is the product the same wafer quad has stable 
performance.

Hence, same wafer quad relation on Vail is qualified to be used for this analysis 
because it is stable. However, this test should be done periodically to ensure that this 
product is still in stable condition. Also, this method would be applied to any products 
that would use the proposed process to monitor tester performance.

When good correlation of same wafer quad exists among different time frames 
and no significant difference in means of two time frames, it means there is wafer quad 
stability. Since there is wafer quad relation on Vail both at LFA and ovw, 
manufacturing tested data on same wafer quad can be used to monitor tester performance. 
This analysis is used to detect tester problems resulting in the shift of wafer quad 
performance.

4.4 Improvement Phase

As current TSPC has low effectiveness in detecting tester problems as specified in 
measurement phase, the new methodology is created by using continuous manufacturing 
tested data from the production. In order to use manufacturing tested data to identify the 
tester performance instead of using three parts known readings running across testers, 
same wafer quad relation is studied as mentioned in analysis phase.

From knowledge of same wafer quad relation, it is recognised that there is no 
significant difference in means within same wafer quad that provides stable performance.
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This rule can be used to detect tester performance when there is a shift in same wafer 
quad performance.

To detect out of control on control chart whether that shift is from tester 
performance, same wafer quad relation is used. On SPC, manufacturing tested data each 
day of a tester will be tested hypothesis testing on same wafer quad basis comparing to 
the tested data of the past on that tester to detect the shift happened at same wafer quad. 
Tested data of the past is the average of tested data on the past days as many as data is 
available, usually 24 days. If the significant difference in means of those two sets of data 
exists, it means that there is a cause of the shift of manufacturing tested data on same 
wafer quad. That cause is supposed to be mainly from tester performance or process 
change.

However, comparing the hypothesis testing of that tester on a day to different 
time, historical data on the past day, is difficult to predict tester performance because 
sample size of qualified wafer quads is very small or even zero that means no same wafer 
quad matching. Thus, it lacks of confidence in predicting tester performance. To solve 
this problem, tested data each day of interested tester is compared to average data of other 
testers that test same product. Hence, the interested tester is also compared to the rest of 
testers at same time and the rest of testers at different time. In conclusion, the interested 
tester that is denoted as "own te s te r" will be compared to the "sam e te s te r  a t d ifferen t tim e  
fram e"  that denoted as "SD", "different te s te rs  a t sam e tim e fram e"  that denoted as "DS", 
and "different te s te rs  a t  d ifferen t tim e fram e"  that denoted as "DD". Different testers are 
meant all the rest of the tester, giving in control, testing same product that the average of 
them is used. Different time means averaged out tested data at in control on the past days 
as long as data available, usually 24 days.

To detect the shift in same wafer quad performance, inferential statistical analysis 
or hypothesis testing is useful as a tool to be used in comparing own tester to SD, DS, and 
DD. To perform this hypothesis testing, hypothesis roadmap in Figure 4.5 should be 
followed.

Not only out of control points on control chart, but in control points should also be 
investigated. From SPC viewpoint, the actions are not necessary to be done if the process
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is in statistical control. However, there are many factors, other than tester performance, 
affecting to SPC to be in control such as wafer performance. Thus, tester problems might 
be taken place even though SPC is in control. Hence, in control is investigated if it 
responses to tester performance.

After the tester is compared to SD, DS, and DD on same wafer quads, the 
significant differences between the means of any two sets of comparison are mainly 
caused from process change or tester problem. Therefore, when significant difference is 
indicated, the investigation is required to find out the causes of this shift in means 
whether it is from process changes or tester problems that tester problems will be focused 
first because of low possibility of process change. In addition, process change can be 
noticed from shifts of other testers.

The hypothesis testing procedure shown in Figure 4.5 is followed for each pair of 
comparison that are own tester versus SD, own tester versus DS, and own tester versus 
DD when SPC is out of control and in control. In addition to testing three pairs of those, 
the comparison between DS and DD is also concerned. Testing DS against DD can be 
used as the reference to identify the process condition. The results of this test indicate the 
stability of the process. If there is the significant difference between these references, the 
company has to investigate this before doing the further testing. If the process is normally 
operated that no change occurs, the result of this testing is likely to show no significant 
difference between these two means.

On hypothesis testing to detect the shift happened on same wafer quad, the 
samples are firstly checked for normality to appropriately select the method use for 
hypothesis testing. From the graph of normality, P-value is identified. It can be concluded 
that the sample follows normal distribution when P-value is greater than 0.05 (5% 
significant level of Type I error). When the normality is verified for two samples, 
homogeneity of variance is tested by Bartlett's Test for the equality of their variances. For 
normal distribution, F-test is used to indicate the significant difference of variances that 
P-value should be greater than 0.05. Otherwise, cause of failing F-test should be 
investigated. After that, the appropriate T-test can then be selected to compare the 
significant difference between two means of the samples. For T-tests, these two samples 
have no significant difference in mean if P-value is greater than 0.05 because no evidence
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indicates for the significant difference. When two samples have the same mean, the cause 
of out of control is unlikely to be from tester problems or process changes. On the other 
hand, if P-value is less than 0.05, there is the significant difference between in means of 
two. It could be supposed that there is a shift in same wafer quad performance that tester 
issue will be focused first.

To test the hypothesis testing of two samples to compare their variances and 
means, normality of those samples is important; especially, F-test is more sensitive to 
normality. Here, data is assumed to follow normal distribution, especially when sample 
size is more than 30 from Central limit Theorem, as shown in Figure 4.6 for LFA and 
Figure 4.7 for ovw. Raw data of LFA tested on ECT 419Z on March 1st, 2000 is shown 
in Appendix M, and raw data of ovw tested on ECT738Z on March 1st, 2000 is shown 
in Appendix N.

Normal Probability Plot

Mean(Own)
Average: 1392.68 
StDev: 92.9619 
N: 39

Anderson-Darling Normality Test 
A-Squared: 0.333 
P-Value: 0.502

Figure 4.6: Normality test for LFA
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Normal Probability Plot

N: 39 P-Value: 0.177

Figure 4.7: Normality test for ovw
Examples of hypothesis testing on LFA to detect the shift from same wafer 

performance indicating tester problems are given below that calculation is based on 
Minitab. Own tester is compared to SD, DS, and DD both at in control of SPC and out of 
control of SPC. Moreover, comparing between DS and DD is also provided. Raw data of 
hypothesis testing at in control is in Appendix o , and raw data of hypothesis test at out of 
control is in Appendix p.
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Vail on LFA: In control, no significant difference on any pairs of comparison 
(ECT624Z on 1/3/2000)

4  Own tester & SD

Homogeneity of Variance T est for Mean
95% C onfidence Intervals fo r Sigmas Factor Levels

50
■ า— I— I— โ— I— I— r

90 110 130 150 170 190 210 230

F-Test
Test Statistic: 1.045 
P-Value : 0.959

Levene'sTest
Test Statistic: 0.000 
P-Value : 0.999

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StD ev SE Mean
1 7 1 2 8 3 . 3 8 7 . 4 33
2 7 1 3 0 5 . 0 8 9 . 3 34

95% Cl f o r mu (1) -  mu (2) :: ( - 1 2 6 , 82)
T - T e s t mu (1) = mu (2) (vs n o t  = ) ะ T = - 0 . 4
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4  Own tester & DS

H o m o g e n e ity  o f  V a r ia n c e  T e s t  fo r M e a n

F-Test
Test Statistic: 1.259 
p-Value : 0.630

95% C onfidence  In tervals fo r S igm as F ac to r L evels

I
50

I
90

เ^
100 110

1

2

ท-----------------1----------------- 1-----------------r
1150 1250 1350 1450

Levene'sTest
Test Statistic: 0.287 
p-Value : 0.596

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StDev SE Mean
1 19 1 3 1 9 . 1 7 4 . 3 17
2 19 1 3 2 2 . 0 6 6 . 2 15

95% Cl f o r mu (1) -  mu ( 2 ) : : ( - 4 9 , 43)
T - T e s t mu (1) := mu (2) (vs n o t  = ) ะ T = - 0 . 1 3
B o th  u s e  P o o l e d  S tD ev  = 7 0 . 4

-> O w n  te s te r  & D D

Homogeneity of Variance Test for Mean
95% Confidence Intervals for Sigmas Factor Levels

------------------------------------------------  1

_________________  2 F-Test
* 1 Test Statistic: 2.670

50 100 150
p-Value : 0.077

1

2

Levene's Test
Test Statistic: 2.483 
p-Value : 0.126

nr—
1050 1150 1250

Mean
1350

—r
1450
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Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StDev SE Mean
1 15 1 2 8 9 . 9 9 6 . 8 25
2 15 1 3 0 6 . 2 5 9 . 2 15

95% Cl f o r  mu (1) -  mu ( 2 ) : : ( - 7 7 , 44)
T - T e s t mu ( 1 ) = mu (2) (vs n o t  = ) ะ T = -- 0 . 5 6

*  DS&DD
Hom ogeneity o f Variance Test for Mean

95% Confidence Intervals for Sigmas F a c ta  Levels

1

2

40 SO 60 70 SO 90 too 110

F-Test
Test Statistic: 1.287 
p-Value : 0.609

------------ ---------------------  Levene's Test
------------------------  Test Statistic: 0.429
________________  p-Value : 0.517

1200 1300 1400

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean S tD ev SE Mean
1 18 1 3 0 7 . 8 6 5 . 7 15
2 18 1 2 9 8 . 8 5 7 . 9 14

95% Cl f o r mu (1) -  mu (2 ) : : ( - 3 3 , 51)
T - T e s t mu (1) = mu (2) (vs n o t  =) ะ T = 0 . 4 3
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Vail on LFA: In control, significant difference at least one pair of comparison 
(ECT436Z on 1/3/2000)

4  O w n  te s te r  & D S

Homogeneity of Variance Test for Mean
95% Confidence Intervals f a  Sigmas F a c ta  Levels

■า----1-------r
90 100 110 120

F-Test
Test Statistic: 1.395 
p-Value : 0.557

Levene's Test
Test Statistic: 0.128 
p-Value : 0.724

1200 1300 1400 1500

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean S tD ev SE Mean
1 14 12 7 9 . 4 5 6 . 3 15
2 14 13 2 7 . 7 6 6 . 4 18

95% Cl f o r  mu (1) -  mu (2) :: ( - 9 6 , - 0 )
T - T e s t mu (1) = mu ( 2 ) (vs n o t  = ) : T = ■- 2 . 0 7
B o t h  u s e  P o o l e d S tD e v  == 61,. 6



103

4  Own tester & DD
H o m o g e n e ity  o f V a r ia n c e  T  e st for M e a n

95% C o n fide n ce  Intervals fo r  S igm as Facto r Leve ls

1

2

0 50 100 150 200 250

F-Test
Test Statistic: 2.653 
p-Value : 0.308

1200 1250 1300 1350 1400 1450

Levene'sTest
Test Statistic: 0.956 
P-Value ะ 0.351

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StD ev SE Mean
1 6 1 2 5 7 . 4 5 3 . 8 22
2 6 1 3 0 6 . 0 8 7 . 6 36
95% Cl f o r mu (1) -  mu (2) :: ( - 1 4 5 , 48)
T - T e s t mu (1) = mu (2) (vs n o t  = ) ะ T = - 1 . 1 6

DS& DD

Homogeneity of Variance Test for Mean

F-Test
Test Statistic: 2.625 
P-Value ะ 0.265

95% Confidence Intervals for Sigmas

Levene's Test
Test Statistic: 0.655

P-Value : 0.434

1050
“ I—
1150 1250

Mear

—โ—
1350 1450



Two s a m p l e  T f o r  Mean
Two Sample T-Test and Confidence Interval

104

F a c t o r N Mean StD ev SE Mean
1 7 1 2 8 2 . 9 7 8 . 8 30
2 7 1268 128 48

95% Cl f o r mu (1) -  mu (2) :: ( - 1 1 4 , 143)
T - T e s t mu (1) = mu ( 2 ) (vs n o t  =) ะ T = 0 . 2 6

Vail on LFA: Out of control, significant difference at least one pair of comparison 
(ECT435Z on 28/1/2000)

4  O w n  te s te r  & S D

Homogeneity o f Variance Test for Mean
95% Confidence Intervals f a  Sigmas

~r
70

-|— I— I— I— I— I— r
90 too 110 120 130 K 0  150 160

F-Test
Test Statistic: 1.226 
p-Value : 0.644

Levene's Test
Test Statistic: 0.527 
p-Value : 0.472

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StD ev SE Mean
1 22 1 2 8 9 . 9 9 2 .4 20
2 22 1256 102 22

95% Cl f o r  mu (1) -  mu ( 2 ) : : ( - 2 6 , 93)
T - T e s t mu ( 1 ) = mu (2) (vs n o t  = ) ะ T = 1 . 1 4 0 . 2 6 DF = 41
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4  Own tester & DS

H o m o g e n e ity  o f  V a r ia n c e  T e s t  for M ean

95% Confidence Intervals for Sigmas Factor Levels

1

ๆ  I I I I I I
40 SO 60 70 80 90 100

F-Test
Test Statistic: 1.201 
p-Value : 0.701

1150 1250 1350 1450

Levene's Test
Test Statistic: 0.084 
p-Value : 0.773

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean S tD ev SE Mean
1 19 1 2 8 8 . 8 6 0 . 8 14
2 19 1 3 6 3 . 9 5 5 . 5 13
95% Cl f o r  mu (1) -  mu ( 2 ) : ( -113 ' , - 3 7 )
T - T e s t  mu (1) = mu (2) (vs  n o t  = ) :  T = - 3 . 9 8  p = 0 . 0 0 0 3  DF = 35

O w n  te s te r  & D D

HomogeneityofVariance Testfo r Mean
95% Confidence Intervals for Sigmas Factor Levels

T o c t  S t a t i s t i c -  1 9 7 1
60 70 80 90 100 110 120

p-Value : 0.531

Levene's Test

110C 1200 1300 1400 1500

Test Statistic: 0.199

P-Va lue : 0.657

Mean
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Two s a m p l e  T f o r  Mean
Two Sample T-Test and Confidence Interval

F a c t o r N Mean StD ev SE Mean
1 29 1 2 8 4 . 4 8 4 . 6 16
2 29 1 3 5 8 . 5 7 5 . 1 14

95% Cl f o r  mu (1) -  mu ( 2 ) : ( - 1 1 6 , - 3 2 )
T - T e s t  mu (1) = mu (2) (v s  n o t  = ) :  T = - 3 . 5 3  p = 0 .0 0 0 9  DF = 55

D S & D D

Homogeneity of Variance T est for Mean

F-Test
Test Statistic: 1.138 
P-Value : 0.673

95% C onfidence Intervals fo r Sigm as F acto r Levels

“T
70

I
80

“T ~
90

"T ~
100 110

I
120

2

—I-----------1------------1----------- 1----------- r-
1200 1300 1400 1500 1600

Levene'sTest
Test Statistic: 0.006 
P-Value ะ 0.938

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StDev SE Mean
1 44 1 3 9 9 . 5 9 2 . 5 14
2 44 1 3 7 5 . 7 8 6 . 7 13

95% Cl f o r mu (1) -  mu (2) : 'CT 1—1 1 62)
T - T e s t mu (1) = mu (2) (vs n o t  = ) ะ T = 1 . 2 5
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Vail on LFA: Out of control, no significant difference on any pairs of comparison 
(ECT602Z on 17/2/2000)

4  O w n  te s te r  & S D

Homogeneity o f Variance Test for Mean
95% Confidence Intervais for Sigmas

I50 ~r~
100

—r~
150

—r~
200

F-Test
Test Statistic: 1.220 
p-Value : 0.800

Levene's Test
Test Statistic: 0.432 
p-Value : 0.522

Mean

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StD ev SE Mean
1 8 1 3 2 7 . 4 9 1 . 5 32
2 8 1 3 7 2 . 1 8 2 . 9 29
95% Cl f o r  mu ( 1) -  mu (2) :: ( - 1 3 9 , 50)
T - T e s t mu ( 1 ) = mu (2) (vs n o t  =) ะ T = - 1 . 0 2
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-> O w n  te s te r  & D S

H o m o g e n e ity  o f V a r ia n c e  T  est for M ean

95% C onfidence Intervals fo r Sigmas Factor Levels

1

<---------------- .----------------------------------- 2
1 1 1 1 1 1 I  ' Test Statistic: 1.366

50 60 70 80 90 100 110 120 130
P-Value : 0.481

2

1200 1250 1300 1350 1400 1450 1500 1550

Mean

Levene'sTest
Test Statistic: 0.198 
P-Value : 0.658

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StD ev SE Mean
1 22 1 3 3 5 . 5 8 5 . 5 18
2 22 1 3 5 0 . 9 7 3 . 1 16
95% Cl f o r  mu (1) -  mu ( 2 ) : : ( - 6 4 , 33)
T - T e s t mu (1) := mu (2) (vs n o t  = ) ะ T = -- 0 . 6 4

4  O w n  te s te r  & D D

Homogeneity of Variance T est for Mean
95% C onfidence Intervals fo r Sigmas Factor Levels

1

2

50 60 70 80 90 100 110 120 130

F-Test
Test Statistic: 1.393 
P-Value ะ 0.454

Levene’sTest
Test Statistic: 0.237

P-Value : 0.629

1150 1250 1350

Mean

1450 1550



Two s a m p l e  T f o r  Mean
Two Sample T-Test and Confidence Interval

109

F a c t o r N Mean StD ev SE Mean
1 22 1 3 3 5 . 5 8 5 . 5 18
2 22 1 3 1 8 . 0 7 2 . 4 15
95% Cl f o r mu (1) -  mu (2 ) : : ( - 3 1 , 66)
T - T e s t mu 1(1) := mu (2) (vs n o t  =) ะ T = 0 . 7 3

D S & D D

Homogeneity of Variance Test for Mean
95% Confidence Intervals for Sigmas Factor Levels

F-Test
Test Statistic: 1.269 
P-Value : 0.525

2

น1-------------------------- I--------------------------- 1--------------------------- I--------------------------- pi
1150 1250 1350 1450 1550

Mean

Levene'sTest
Test Statistic: 0.655 
P-Value ะ 0.422

Two Sample T-Test and Confidence Interval

Two s a m p l e  T f o r  Mean
F a c t o r N Mean StD ev SE Mean
1 30 1 3 5 9 . 2 7 6 . 1 14
2 30 1 3 2 2 . 4 6 7 . 6 12

95% Cl f o r  mu (1) -  mu (2 ) : : ( - 0 , 74)
T - T e s t mu ( 1) ;= mu (2) (vs n o t  =) ะ T = 1 . 9 8 p = 0 . 0 5 2 DF = 57

As calculated above by using Minitab, the results of those hypothesis results when 
SPC is out of control and in control on LFA are summarised in Table 4.3.



110

Table 4.3: Relationships between out of control / in control and hypothesis testing 
results on LFA

SPC Tester Comparison Hypothesis result

In Control
ECT624Z

Own tester & SD 
Own tester & DS 
Own tester & DD 
DS & DD

Not significant 
Not significant 
Not significant 
Not significant

ECT436Z
Own tester & DS 
Own tester & DD 
DS & DD

Significant 
Not significant 
Not significant

Out of control

ECT435Z
Own tester & SD 
Own tester & DS 
Own tester & DD 
DS & DD

Not significant 
Significant 
Significant 

Not significant

ECT602Z
Own tester & SD 
Own tester & DS 
Own tester & DD 
DS & DD

Not significant 
Not significant 
Not significant 
Not significant

From this table, it can be seen that when out of control is taken place, the 
manufacturing tested data of a tester compared to other testers can give hypothesis testing 
results either significant difference or not significant difference. Likewise, in case of in 
control, the results of hypothesis testing might be significant difference or not significant 
difference. If own tester has significant difference when comparing to SD, DS, or DD, 
tester performance should be investigated. However, DS versus DD should be observed. 
Since there are less relationship between in control / out of control and hypothesis testing 
result, it indicates that SPC control charts cannot be used to predict the hypothesis testing 
results. In the other words, SPC cannot tell about the tester problems that would be 
indicated when there is the significant difference between own tester and other testers or 
its own tester on different time frame. However, out of control should be concerned first 
because it causes more severity.

To monitor tester performance by using knowledge of hypothesis testing which is 
based on same wafer quad comparison, manufacturing tested data each day of all ET
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testing Vail will be plotted on SPC by tester to observe out of control events, and 
hypothesis testing is implemented on all of those, as well as the example given, to detect 
the shift happened from tester performance. Since this calculation would be complex 
because of a lot of data concerned, the system has been created to automatically calculate 
the above analysis. This system has been implemented on the company's internal webside 
by loading manufacturing tested data to appear on the webside. Then, those analysis can 
be shown on this webside. This system is composed of several pages that they are used 
for monitoring and analysing tester performance. Therefore, each page is next explained 
for its structures and its uses.

The page that would be firstly appeared when coming into this webside is the 
lo ca tio n  p a g e  (Figure 4.8). This page shows lists of testers by the selected product at 
specified parameter when the product and parameter interested can be chosen at the top of 
the page. The layout of those testers appeared on the webside is arranged according to the 
real location where testers are situated that four cleanrooms, which is cleanroom A, 
cleanroom B, cleanroom c , and cleanroom D, are provided. Furthermore, colours of 
testers also indicate how long those testers have been released into the production.

♦  Blue tester means new released tester that has been online more than 20 hours but less 
than 2 0  shifts.

♦  Yellow tester means tester that has been online more than 20 shifts but less than 20 
days.

♦  Green tester means tester that has been online more than 20 days.

The most interesting feature of this page is the flashing that indicates the tester's 
status, out of control and significant difference. The out of control status is obtained from 
SPC as in X-bar control chart that would be shown on the g ra p h  p a g e . The significant 
difference is identified when using statistical inferences or hypothesis testing in 
comparing the interested tester to SD, DS, and DD as shown on w a fer  a n a ly s is  p a g e .  
Flashing colours are used in identifying the tester's status that red indicates out of control 
and significant difference, pink indicates out of control but no significant difference, 
green indicates in control but significant difference, and no flashing indicates in control
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and no significant difference. This also refers to the priorities when testers are 
investigated.

H p J I m M  tep.foaLtaagato-car/rfÆBAPP/SMSIGMA/SPCJMPRQVSM£HTÆIS_T T_SPQPM htm

WW K.โ-

ฒ3ธ|3  tlS_II_SPCIPM CAB - Microsoft Internet Explorer

Engineering 
In fo n r ju iio n  System  i&rfhwrf
[f#

pipiipËjfi i i i i i i i

Selected product 
and parameter

Graph page

Current parameter

Summary page 
for all testers on 
specified product

Figure 4.8: Location page

The tester which is flashing can be investigated by clicking at them. Then, the 
g ra p h  p a g e  (Figure 4.9) is immediately come up that shows SPC graphs, X-bar control 
chart and sigma chart (S-chart), of the selected tester at specified parameter. On this page, 
it shows the trend in the latest 25 days on X-bar chart plotted by manufacturing tested 
data and on sigma chart calculated based on total parts tested. In the table, it also specifies 
count, mean, sigma, and yield, which is the percentage of pass parts after testing, of 
manufacturing tested data by daily basis on the selected parameter of interested product. 
It can be seen that testing manufacturing tested data in a day has to be completed before 
the analysis of tester performance will be done on that day.
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1/10Æ023449FMEngineering 
Information System{féftWjrc'l

ç&itudrr
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Product
Tester
Param
Date-Fme

BG8EAJ*JC
ECTSKAZ
ffA .A V GX-jën-2000

X-bar chart

Sigma chart

"RED" indicates 
out of control

TSPC chart

Total parts tested 
in means, sigma, 
and yield on 
selected parameter

Figure 4.9: Graph page

The control limits of control charts on this page are calculated based on 20 points 
which is automatically calculated daily to catch up the change in wafer performance or 
process. The minimum and maximum points are automatically removed to reduce 
variation that might causes from outliers. The control limits of new release tester that has 
been released less than 2 0  days can be calculated from shift calculation that is from 2 0  

shifts. For tester that has been released less than 20 shifts, the control limits are not 
provided yet until it has been operated for 2 0  shifts or more.

Basically, out of control on X-bar chart could be from three reasons. Firstly, from 
the shift or change on wafer performance. By this case, wafer analysis on hypothesis 
testing will show no significant difference when same wafer quads tested on other testers 
at same time and other time frames are compared. Secondly, if the change is from the 
change in process, the hypothesis testing results on other testers will shows the clues. 
Sometimes, it is shown by the significant difference between DS and DD. Finally, out of
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control is caused from the testing system that is the most important thing that this project 
has focused. In this case, the statistically significant difference will be shown when 
comparing the interested tester to other testers which tested same wafer quads as shown in 
w afer a n a lys is  p a g e .

W afer a n a ly s is  p a g e  (Figure 4.10) can be come up when any rows in the table on 
g ra p h  p a g e  is clicked, that the red row indicates out of control status on that tester. The 
main idea of this page is using the manufacturing tested data on same wafer quad 
comparison to detect the shift happened statistically so that the root causes of that shift 
can be investigated. Own tester is compared to SD, DS, and DD by using inference 
statistical analysis, F-test and 2-sample T-test. F-test is used to compare sigma of two 
populations while T-test is used to compare the means of two populations. The results of 
the comparison are expressed in P-value that less than 0.05 is meant significant difference 
in means of two populations. It indicates that there is a shift in same wafer quad 
performance that the cause has to be investigated for tester problems. The w a fer  a n a lys is  
p a g e  is including:

y  A list of same wafer quads tested on own tester and same wafer quads tested on own 
tester but other time frame, other testers at same time frame, and other testers at 
different time frame.

^  Sample size of each wafer quad needed based on beta risk (Type II error) and detection 
difference.

y  Numbers of qualified wafer quads, count of tested parts on all qualified wafer quads, 
mean and sigma of all qualified wafer quads tested on SD, DS, and DD. Furthermore, 
it also shows count, mean, sigma, and yield of each qualified wafer quad. 

y  The results of significant difference in P-value when compared own tester against SD, 
own tester against DS, own tester against DD, and DS against DD based on same 
wafer quads that sample sizes of each qualified wafer quad meet statistical 
requirements.
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Figure 4.10: Wafer analysis page

As the wafer analysis page shows only the hypothesis results of the selected tester 
at specified parameter, re p o r t a ll  te s te r  p a g e  (Figure 4.11) is provided. It is the summary 
of the hypothesis testing results between own tester and SD, DS, and DD of all testers on 
the specified product for all parameters in one page. For the wafer analysis page, it may 
take time to observe the hypothesis testing result of each tester because it can be observed 
only one-by-one parameter on a tester. R ep o rt a ll  te s te r  p a g e  provides a quick look so 
that time in identifying the tester performance has been shortened.
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In addition, the differences in mean and in yield of two samples are also shown as 
"delta" which were calculated and gathered for all testers based on same wafer quads 
found when compared to SD, DS, and DD. Delta in mean shows how much the mean 
difference between two interested samples. The tester that shows the more difference will 
be focused first. As well as delta in mean, delta in yield tells that the tester that has much 
difference in yield between two samples should be investigated. It is expected that the 
shifts in yield or mean that cause significant difference might cause from the tester 
performance if the process changes are already verified. Moreover, this page also 
provides the control limit width of each tester at the specified parameter. The control limit 
width should be observed to see how they vary from tester to tester based on variation of 
wafer tested. The testers that have large control limits will be focused. They should be 
monitored and understood why control limits on some testers are too large. It would be 
useful in analysing when the root causes are investigated.

http://ei*web1.tep.thaii%c2%aba5ate.com/V%c3%86BAPP/SKSI6MA/SPCJMPR0VEMENT%c3%86IS_TT_SPQPM.Mm
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When the hypothesis testing result shows significant difference when comparing 
own tester to SD, DS, and DD, that tester should be investigated for the root causes. 
However, all testers obtained such a result cannot be examined at all because limited time 
and effort. Therefore, the priority in implementing should be arranged. The testers that are 
out of control and provide significant difference on SD, DS, or DD should be investigated 
first. Then, the next priorities are in control but significant difference. However, the 
testers that are out of control and provide significant difference are much more than 
expected. Thus, the tester that has more yield impact will be focused. Yield has affected 
to the company's benefits because it refers to the number of passed products that would be 
shipped to the customers. The tester that has a big change in yield should be taken first, 
especially when the yield of the interested tester reduces. Delta yield, the difference in 
yield of two samples based on same wafer quads, is the factor in prioritising the urgency 
of the testers that need to be investigated. D e lta  y ie ld  g ra p h  (Figure 4.12), which is a part 
of re p o r t a ll  te s te r  p a g e , is useful in identifying which tester should be investigated first. 
This graph also shows the hypothesis testing results based on same wafer quads of a 
selected product at the specified parameter when comparing to SD, DS, and DD. The 
points on the graph shows the delta on each tester by ordering based on delta differences 
so that it is the easy way to observe which testers should be firstly focused.

If yield impact, defined by delta in yield, is big enough and causes significant 
difference between own tester and SD, DS, or DD (red and green points in Figure 4.12), 
the tester will be basically examined for the simple things first such as factoring process, 
media change, re-calibration process, hardware change, and so on. After that, if the root 
causes are still not recovered, the tester will be further investigated for the other root 
causes by following the tester troubleshooting guide in Appendix F.
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Figure 4.12: Delta yield graph

The preliminary procedure to find out for root causes of tester problems is 
implemented as following.

4  Factoring result is investigated whether the trend of factoring corresponds to the mean 
shift. If it corresponds in the same way and offset of factoring shift is in same amount 
of the mean shift, it can be concluded that the shift is from factoring process that root 
causes might be factoring part degradation or new lot of factoring parts coming. If 
the shift is from factoring process and results in lower or higher yield, the tester 
should be re-calibrated for factoring process or the factoring parts might be changed 
as appropriate.

Tester has to be investigated whether new lot of media is used. If the shift is from new 
media lot that causing negative impact or lower yield, the new lot has to be replaced. 

4  Re-calibration of preventive maintenance group is investigated whether there is re­
calibration on that period and whether the root cause is from re-calibration. The 
possibility that root cause is from re-calibration is examined and verified with
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preventive maintenance group. If it is from re-calibration and causes negative effect, 
the tester should be taken the corrective action.

Downtime report is investigated for the hardware changed or replaced in that period 
of time. If there is a change or replacement of any hardware, it has to be confirmed 
that the change of that part is real related to the parameter that has been monitored. If 
the shift is from hardware change and resulting in lower yield, investigation or new 
replacement should be taken by the responded person.

Since this system that provides the methodology to monitor tester performance 
used instead of current TSPC is complicated, Figure 4.13 illustrates the steps to follow 
when using this system. However, experienced engineers might not follow these steps. 
They can immediately look at re p o r t a ll  te s te r  p a g e  that is the summary page to verify 
tester performance and other pages for more information.
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On location page, select product and parameter

Click at flashing tester indicated out of control or 
significnat diffenrece on the selected parameter

On graph page, observe SPC graph and click at th 3 
red row indicated out of control or any interested row

Go back to location page to find otjt 
No—► ! other testers which are out

of control or cause significance

Go back to location page to find otjt 
No—H other testers which are out

of control or cause significance
Yes

Figure 4.13: Flow diagram of new methodology to monitor tester performance
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This new system provides many benefits to the company. The hypothesis testing 
results are expected to indicate tester performance. When T-test fails, that mean of own 
tester is significant difference to other testers based on same wafer quad comparison, the 
cause of that event is likely to come from tester performance if it is not from the process 
change. However, the results of hypothesis testing will give some ideas if the shift is from 
process change. The significant difference results might occur on every tester that tests 
the parts from same assembly line. The process change can also be verified by 
comparison between DS and DD based on same wafer quad comparison if that change 
has impact on all assembly lines that produce the same product. If the result of 
comparison of DS against DD gives significant difference, it means that the process might 
be changed or the process is not stable over time. As a result, the hypothesis testing 
results of own tester and SD or DD are not qualified except for DS which does not 
depend on time.

In conclusion, to increase effectiveness, skills of engineers are necessary when 
they make the investigation. Furthermore, other information such as control limit width, 
sample size of qualified wafer quads, delta mean, delta yield, sigma, and so forth should 
be considered to used as information in making decision about tester problems.

Out of control gives the important information about wafer performance, process, 
and tester. These are the major causes of out of control events. When tester is out of 
control and gets significant difference result, the root cause is expected to come from 
tester performance or process change. After the process change is verified by examining 
the hypothesis testing result between DS and DD or other testers that test the parts from 
same assembly line, the cause of shift happened is expected to come from tester 
problems.

On the other hand, if the tester is out of control but no significant difference when 
comparing to other testers at same wafer quads, the cause of out of control is likely to be 
from wafer performance. Hence, SPC can provide the ideas about wafer performance. 
Out of control might causes from the change in wafer performance that may be from new 
wafer lot. Therefore, the good or poor wafer lot can then be observed.
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Another case is the tester that is in control but gives the significance result. Since 
comparing at same wafer quads provides the information about tester performance, the 
tester that has problems is expected to show the significant difference results on either 
SD, DS, or DD. However, the manufacturing tested data plotted on control chart may be 
still in control because of some quads that are not coincided to other testers contribute the 
great impacts more than the qualified quads. As a result, the means of manufacturing 
tested data does not shift. The tester faced this case needs investigation for tester problem 
although SPC is in control. The means of two populations are shifted based on same 
wafer quads which is expected that tester problems cause the shift of same wafer quad 
performance.

Delta in yield is a factor in making the decision which tester should be 
investigated first. The tester that has much yield impact should be focused before the 
others. From the delta yield graph in Figure 4.12, it can be observed that the tester that got 
large delta in yield usually provides significant difference as comparing to other testers. It 
can be concluded that size of delta is often related to the tester performance.

The new system is created to monitor tester performance. In addition, it is useful 
in indicating wafer performance and process analysis. It provides a lot of information that 
would be useful for the company's production. From information of the system, it should 
be carefully studied and evaluated to reach the objective of the system that is monitoring 
tester performance.

4.5 Control Phase

The new methodology in monitoring tester performance is developed. The system 
is shown on the company internal webside to be convenient in monitoring so that 
everyone in the company can see it. However, the person who has direct responsibility is 
Tester Control division. They have to observe the tester performance everyday.

SPC is shown on the new system as on the gra p h  p a g e  (Figure 4.9). Engineers can 
make analysis from control charts and other available data such as hypothesis testing 
results based on same wafer quad relation. The improvement after finding out root causes
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and taking corrective action can be seen on the trend of SPC. The special causes are tried 
to be eliminated. Fixing tester problems is one way to reduce variation and keep SPC 
stable over time if the cause of variation is from the tester problems.

To control tester performance, when root causes are found, they have to be 
eliminated. Hence, testers and production process have been optimised. Follow up is 
necessary to observe what is going on after the testers are taken corrective action or fixed. 
Currently, the testers that are fixed will be followed up for a week to know their 
performance. It is essential to speed up the feedback of data and information to improve 
process quicker with minimised loss.

Furthermore, the process flow has to be reviewed and updated periodically. 
Likewise, the system can be modified as appropriate when there are better alternatives. 
When any improvements are added, the related issues should be concerned and modified. 
The training is always provided and updated for engineers who are responsible and other 
related personals. For the beginning period of implementation, the meetings are often 
taken to acknowledge employees including management levels to accustom them to the 
new methodology and find out the problems that might be taken place from this new 
methodology. Moreover, all documentation related should be collected. Weekly reports 
are prepared to know the progress of the project.

For the test operation, appropriate work standards are prepared for operators to 
increase repeatability and reproducibility. The responsible for test operation should be 
thoroughly trained, and methods of controlling measurement process are devised. In 
addition, work standards for cleaning, maintenance, and calibration should be prepared to 
reduce problems going to occur from tester problems.

To optimise effectiveness in detecting tester performance, causes of 
ineffectiveness of this methodology has to be concerned and periodically reviewed. It can 
be done by using cause and effect diagram, Failure Mode and Effect Analysis (FMEA), 
Pareto diagram, and so on. Then, root causes could be eliminated so that the effectiveness 
in detecting the tester performance is improved.
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Control plan can be used to ensure for consistently operating to achieve the 
objective. It could be summarised as in Table 4.4.

Table 4.4: Control plan

C h a r a c te r is t ic s S p e c if ic a t io n M e a s u r e m e n t
M e th o d

F r e q u e n c y R e -a c t io n
p la n

W h o
M e a s u r e d

W h e r e
R e c o r d e d

Technician /
Engineer
understanding

Understanding 
in monitoring 
process

Examination Monthly Re-train Tester
control

Paper

Effectiveness More than 
30%
effectiveness

Corrective 
action report

Weekly Review
tester
monitoring 
process 
and system

Tester
control

Weekly
report

Saving from 
yield improved

Saving
calculation

Weekly Tester
control

Weekly
report

Results of 
corrective 
actions

Yield
improved

Follow-up One week 
after actions

Take other 
actions

Tester
Control

Corrective
action
report

4.6 Conclusion

New process of monitoring tester performance is using continuous manufacturing 
tested data. Same wafer quad relation is used as the basis in detecting the shift of wafer 
quad performance to monitor tester performance.

Measurement phase identifies the problems of current tester monitoring process, 
TSPC. Main cause is from TSPC part degradation resulting in part repeatability. From 
this problem, it results in effectiveness of TSPC low as 30%. Thus, new source of data 
used instead of three part data is from testing operation that is continuous tested data from 
testing production parts. Benefits of this data is approved by analysis phase that develop 
same wafer quad relation used as the basis of new process of monitoring tester 
performance. It is recognised that parts from same wafer quad do not have significant 
difference in performance. Hence, the shift occurred in means of same wafer quad 
comparison is expected to be from tester problems, despite of process change that is
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seldom occurred. Then, in improvement phase the system which is useful in indicating 
tester performance is developed based on this analysis. SPC plotted by manufacturing 
tested data is used for monitoring process. From out of control point, the shift can be 
detect by hypothesis testing based on same wafer quad that compares the interested tester 
to its own at different time, other testers at same time, and other testers at different time. 
If the shift results in significant difference in means of two populations, tester has to be 
investigated. However, other information such as control limit width, sample size of 
qualified wafer quads, delta mean, delta yield, sigma, and so forth of the interested tester 
should be considered to used as information in investigating tester performance. 
Moreover, in control phase the system and process of monitoring tester should be 
periodically reviewed to optimise its effectiveness. Training, meeting, following up, 
control plan and so on are conducted to achieve the intended objective.
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