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## Chapter 1

## Introduction

Massive amount of data is constantly being processed by billions of computers all over the world. They are processed on computers on a large network of datacenter, desktop computers, laptop computers and even smartphones. For these computers handle large amount of data, efficient algorithms must be provided. An important algorithm frequently used in wide range of applications and scales is matrix multiplication. A matrix is a data representation, organizing data into twodimensional array, which consists of rows and columns. Each row or column can contain any number of elements. For each element in a matrix, its position in the matrix can be specified using two integers, a row index, and a column index. Matrices are used in many applications, such as solving a system of equations in linear algebra [1]. These systems of equations are also used to model many problems in neural networks, image processing, machine learning, and many others. Solving these problems rely on matrix computation, especially matrix multiplication. For example, in neural networks, a training session requires many iterations of matrix multiplication [2]. Since the matrix multiplication is a computationally expensive operation whose time complexity is in $O\left(n^{3}\right)$ for naïve implementation [3], there are many approaches to make matrix multiplication operation more efficient. An approach for optimizing matrix multiplication is to exploit the property of input matrices. For example, if input matrices contain a large number of zeros, many steps in matrix multiplication will be wasted on multiplying zeros [4]. A matrix multiplication method can be implemented to reduce numbers of these wasted computation steps. Matrices with this property is called sparse matrix and matrix multiplication optimized for these matrices is called sparse matrix multiplication. One approach to optimize sparse matrix multiplication is to use a representation for sparse matrix which stores only non-zero elements of a matrix. Then, algorithms for matrix operations must be optimized for such representations. Some sparse representations are optimized for the creation of matrices, while others are optimized for fast access and operations [5]. These representations are also less efficient when used with matrices that are
less sparse. Some efficient matrix operations on sparse matrices are done on lowlevel computing kernel that directly communicates with hardware, which depend on specific hardware and may not be applicable on others. There are many implementations of matrix multiplication with varying degree of optimizations which target different fields of application. Many implementations of matrix multiplication can be found in various libraries of high-level programming languages. An example of such libraries is TensorFlow [6].

TensorFlow is a dataflow-paradigm-based machine learning library that can be used on many types of processing units, such as CPU, GPU and TPU. It allows users to design and construct computation graphs of computing tasks using a set of prebuilt nodes representing basic operations through a coding interface written in highlevel languages such as Python and Java. After the computation graph is constructed, TensorFlow evaluates the dependency of computing nodes in the graph and automatically allocate processing units for these nodes in order to make parallelization of the tasks possible. TensorFlow hides the complexity of parallel programming in low-level languages while still allows customizability through various pre-built operation nodes. TensorFlow was developed as an open-source software not only available for use with supercomputers or datacenters, but also for smartphones and personal computers.

TensorFlow provides two different implementations of matrix multiplication methods, tf.matmul, which is designed for general purpose matrix multiplication and tf.sparse_matmul, which is optimized for sparse matrix multiplication. The method tf.matmul is supported on both CPUs and GPUs. However, the method tf.sparse_matmul is supported only on CPUs because a GPU kernel for sparse matrix multiplication is not readily available in TensorFlow. Some matrices are of medium density, e.g. matrices with half zeros and half non-zeros, and sparse matrix multiplication is not well optimized for such matrices. However, if the method tf.matmul is used, many multiplications of zeros are still performed.

In this work, we aim to increase the performance of multiplication of medium-density matrices, using only pre-built operations on TensorFlow without incorporating any customized low-level computing kernels. We propose an approach
for matrix multiplication and implement a computation graph of matrix multiplication from basic operations in TensorFlow, including its two built in matrix multiplication methods. The proposed approach divides each input matrices into four submatrices and perform multiplication on each pair of submatrices using the appropriate matrix multiplication method based on their density. This approach can only be used on CPUs because the method tf.sparse_matmul is not supported on GPUs.

Experiments are performed to evaluate the proposed method. It is found that the method, block_adapt_matmul, outperforms tf.matmul and tf.sparse_matmul when the distribution of non-zero elements in the input matrices are uneven. The more uneven the non-zero distribution in the input matrices are, the faster the performance of the proposed. Although the method also requires a preliminary experiment to determine the criteria for choosing multiplication methods for different density.

In conclusion, block_adapt_matmul should be used when the input matrices have uneven non-zero distribution and moderate overall density.


## Chapter 2

## Related Works

Matrix multiplication is used in many problems such as pattern recognition, neural networks, and machine learning. In pattern recognition, an image is represented by a matrix of values of each pixel in the image, and operations, such as edge detection, are done by multiplying a matrix with the matrix of the image [7]. In neural networks, the multiplication of the input and the weight matrix is performed numerous times throughout the training process [2]. Many machine learning algorithms, such as bert [8], word2vec [9] and GloVe [10], are based on neural networks and, thus, rely heavily on matrix multiplication. As a result, reducing the time for matrix multiplication can reduce the computation time for many algorithms.

Many approaches are proposed to improve the efficiency of matrix multiplication. Some matrix multiplication algorithms are designed for dense matrixes, and they are described in section 2.1. Section 2.2 describes the representation of sparse matrices. Then, some implementations of matrix multiplication for sparse matrices are explained in section 2.3. Some of these implementations are designed for single-core CPUs, some are designed for multi-core CPU, and some are of GPUs. Finally, section 2.4 describes TensorFlow, a machine learning library which will be used as the experimental platform in this work.

### 2.1 Dense Matrix Multiplication

Early study proposes algorithms such as Strassen's algorithm [11] and Coppersmith-Winograd algorithm [12] which follow the same principle of recursively reducing the total number of multiplications required in a matrix multiplication. In Strassen's algorithm, the multiplication of matrices is done by doing seven multiplications of submatrices which are created by either adding or subtracting a pair of submatrices of the input matrices. Compare to the basic divide-and-conquer matrix multiplication which uses eight multiplications of submatrices, it reduces the time complexity of matrix multiplication from $O\left(n^{3}\right)$ to $O\left(n^{2.807}\right)$. After Strassen's algorithm, many matrix multiplication algorithms using similar optimization principle
which have better time complexity are proposed [12-14]. One of these algorithms is the Coppersmith-Winograd algorithm, whose time complexity is $\mathrm{O}\left(\mathrm{n}^{2.375}\right)$. However, all these matrix multiplication algorithms have an exceptionally large computational overhead cost. This makes these algorithms faster, in practice, than conventional matrix multiplication only for extremely large matrices. Therefore, these algorithms are not used in practice while Strassen's algorithm can be used.

In order to utilize parallelization in hardware, Steven W. D. Chien et al [15] uses tiling algorithm to divide matrices into smaller submatrices, as shown in figure 1. Matrix multiplications are then performed on these submatrices in parallel on GPU. In addition to parallelism, tiling algorithm also enable multiplication of matrices too large to fit in the memory of a GPU.

$$
\begin{aligned}
& A_{m \times n}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & \ddots & \vdots \\
a_{m 1} & \cdots & a_{m n}
\end{array}\right]=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right] \\
& A_{11}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1\left(\frac{1}{2} n\right)} \\
\vdots & \ddots & \vdots \\
a_{\left(\frac{1}{2} m\right) 1} & \cdots & a_{\left(\frac{1}{2} m\right)\left(\frac{1}{2} n\right)}
\end{array}\right], A_{12}=\left[\begin{array}{ccc}
a_{1\left(\frac{1}{2} n+1\right)} & \cdots & a_{1 n} \\
\vdots & \ddots & \vdots \\
a_{\left(\frac{1}{2} m\right)\left(\frac{1}{2} n+1\right)} & \cdots & a_{\left(\frac{1}{2} m\right) n}
\end{array}\right] \\
& A_{21}=\left[\begin{array}{ccc}
a_{\left(\frac{1}{2} m+1\right) 1} & \cdots & a_{\left(\frac{1}{2} m+1\right)\left(\frac{1}{2} n\right)} \\
\vdots & \ddots & \vdots \\
a_{m 1} & \cdots & a_{m\left(\frac{1}{2} n\right)}
\end{array}\right], A_{22}=\left[\begin{array}{ccc}
a_{\left(\frac{1}{2} m+1\right)}\left(\frac{1}{2} n+1\right) & \cdots & a_{\left(\frac{1}{2} m+1\right) n} \\
\vdots & \ddots & \vdots \\
a_{m\left(\frac{1}{2} n+1\right)} & \cdots & a_{m n}
\end{array}\right]
\end{aligned}
$$

Figure 1 An arbitrary matrix converted to $2 \times 2$ block matrix
These algorithms are designed for dense matrices. However, in many realworld problems, data are represented by matrices may contain many zero-valued elements, called sparse matrices. Based on the sparsity of matrices, many algorithms are designed for sparse matrix multiplication.

### 2.2 Sparse Matrix Representation

One approach to optimize sparse matrix multiplication is based on the representation of sparse matrices, which stores a collection of the non-zero values in the matrix, together with their positions. This can reduce the memory required to store sparse matrices, and also make it easy to avoid the useless multiplication of
zeros. Many sparse matrix storage formats have been proposed [5]. For sparse matrices, dictionary of keys (DOK), List of lists (LIL) or Coordinate list (COO) are examples of the representations that can be used to efficiently construct sparse matrix or convert matrix to sparse representation from dense format. Figure 2, 3 and 4 show examples of matrices in DOK, LIL and COO sparse matrix representation, respectively. For DOK format, a matrix is stored in a dictionary, and the key in the dictionary is the row and the column of a non-zero element and the value in the dictionary is the non-zero element.


Figure 2 Example of sparse matrix in DOK format
For LIL format, each row in a matrix is stored as a list of pairs of column index and its value, and a matrix is a list of all rows.

Dense Matrix Format: $\left[\begin{array}{cccc}0 & 0 & 0 & 12 \\ -90 & 13 & 0 & -5 \\ 0 & 48 & 0 & -116 \\ -77 & 0 & 82 & 0\end{array}\right]$
LIL Format: $\left[\begin{array}{l}{[(3,12)],} \\ {[(0,-90),(1,13),(3,-5)],} \\ {[(1,48),(3,-116)],} \\ {[(0,-77),(2,82)]}\end{array}\right]$
Figure 3 Example of sparse matrix stored in LIL format
For COO format, a matrix is stored as a list of three-element tuples, where each element is row index, column index and value, respectively.

$$
\begin{aligned}
\text { Dense Matrix Format: } & {\left[\begin{array}{cccc}
0 & 0 & 63 & 0 \\
0 & 76 & 0 & -105 \\
0 & 121 & 38 & 10 \\
92 & -38 & 0 & 0
\end{array}\right] } \\
\text { COO Format: } & \left(\begin{array}{l}
(0,2,63) \\
(1,1,76) \\
(1,3,-105) \\
(2,1,121) \\
(2,2,38) \\
(2,3,10) \\
(3,0,92) \\
(3,1,-38)
\end{array}\right)
\end{aligned}
$$

Figure 4 Example of sparse matrix stored in COO format
When performing matrix operations, including matrix multiplication, some other sparse matrix representations are more efficient [5], such as compressed sparse row (CSR) or compressed sparse column (CSC). Examples of matrix in these formats are shown in figure 5. These two formats are similar, with the only difference being the stored values are ordered by rows first in the former representation and by column first in the latter. The CSR format is efficient for accessing values of the matrix by rows, while the CSC format is efficient for accessing values of the matrix by columns.

$$
\begin{aligned}
& \text { Dense Matrix Format: } {\left[\begin{array}{ccccc}
-11 & -3 & 0 & 0 \\
0 & 0 & 24 & 0 \\
95 & -123 & 87 & 0 \\
0 & -94 & 17 & 0
\end{array}\right] } \\
&\text { Value } \left.=\begin{array}{lllllllll}
-11 & -3 & 24 & 95 & -123 & 87 & -94 & 17
\end{array}\right] \\
& \text { CSR Format: Column }=\left[\begin{array}{llllllll}
0 & 1 & 2 & 0 & 1 & 2 & 1 & 2
\end{array}\right] \\
& \text { Row }= {\left[\begin{array}{llllllll}
0 & 2 & 3 & 6 & 8
\end{array}\right] } \\
& \text { Value }= {\left[\begin{array}{llllllll}
-11 & -3 & 24 & 95 & -123 & 87 & -94 & 17
\end{array}\right] } \\
& \text { CSC Format }: \text { Row }= {\left[\begin{array}{llllllll}
0 & 2 & 0 & 2 & 1 & 2 & 3
\end{array}\right] } \\
& \text { Column }=\left[\begin{array}{llllll}
0 & 2 & 5 & 8 & 8
\end{array}\right]
\end{aligned}
$$

Figure 5 Example of sparse matrix stored in CSR format and CSC format
Tao Wu et al. [16], proposed a block-based sparse matrix format combining COO and CSR format called BCSR\&BCOO. In BCSR\&BCOO format, a sparse matrix is divided into smaller submatrices or tiles. Each tile is then stored in either COO or CSR
format depending on the density of the tile. If the density of a tile is above a threshold, it is stored in CSR format; otherwise, it is stored in COO format. The BCSR\&BCOO was designed for Multicore CPUs.

Monika Shah et al. [17], proposed an extension of COO format called ALIGNED_COO, in which the storage format is not only optimized by exploiting the sparsity of the matrices, but also their non-zero distribution. ALIGNED_COO format is specifically designed to optimize the performing of sparse matrix-vector multiplication on GPU where the sparse matrix has skewed non-zero distribution. By realigning and padding the sparse matrix into multiple segments of the same size, the ALIGNED_COO format helps increasing the degree of concurrency while performing the computation in GPU.

The optimization of sparse matrix multiplication, based on a representation of sparse matrix, is effective when the matrix is sufficiently sparse. The computation time is higher when the number of non-zero elements in the matrix is higher. Thus, it does not perform well for matrices with medium density.

### 2.3 Example of Sparse Matrix Multiplication Implementations

Another common approach to optimize sparse matrix multiplication is to develop a computing kernel specific for sparse matrix multiplication for certain types of input matrices. A computing kernel is a program written in low-level code in order to optimize the computation on a specific hardware. Some works propose computing kernels optimized for specific type of sparse matrix multiplication, such as SpMV [18], where the multiplier matrix is sparse and the multiplicand is a single-row matrix or a vector, while other works propose computing kernels for sparse matrix multiplication in general.

Tao Wu et al. [16], proposed a sparse matrix-matrix multiplication computing kernel $B S p M M$ for use specifically with their proposed sparse matrix representation on a CPU with L1 and L2 cache, BCSR\&BCOO, which was described in section 2.2. The sparse matrix multiplier in BCSR\&BCOO format and dense matrix multiplicand are loaded into L2 and L1 cache of a CPU core, respectively. Then the non-zero values
in the multiplier matrix is multiplied with all values in the dense matrix at the same rows as the column index of each of the non-zero value.

Carl Yang et al. [19], proposed a GPU computing kernel for sparse matrixsparse vector multiplication, called SpMSpV, which is an improvement to SpMV, which is a computing kernel for sparse matrix-vector multiplication. They developed this kernel initially for breadth-first-search algorithm, which is a problem that can be interpreted in terms of sparse matrix-vector multiplication [20] and then, based on the algorithm for generalized sparse matrix-vector multiplication, the sparse matrixsparse vector multiplication kernel was deyeloped.

Jeongmyung Lee et al. [21], developed a sparse matrix multiplication algorithm on GPU called block reorganizer. The block reorganizer divides input matrices into smaller submatrices and calculates the computational cost required for each submatrix. The submatrices that contain greater number of non-zero values are further divided into smaller blocks, while submatrices with smaller number of nonzero values are grouped together into a larger block. By doing so, the block reorganizer adjusts the computation load in each block to the similar level which leads to better thread utilization and better performance.

The downside of optimization of matrix multiplication by developing a computing kernel is that it is usually specific to the device the kernel is developed for. Moreover, writing low-level computing kernel codes usually requires a lot of technical knowledge and is mostly done on high-performance computing devices, which make it less accessible to non-technical users. Nowadays there are platforms that helps alleviate these downsides by wrapping operations like matrix multiplication and other matrix manipulation techniques in higher level of abstraction that is easier to understand and customize. One such platform is TensorFlow, which is the platform that will be used in our experiments.

### 2.4 TensorFlow Programming

TensorFlow is a machine learning library made by Google Brain [6]. It utilizes dataflow programming paradigm to manage, distribute and parallelize computations represented as dataflow graphs. A dataflow graph in TensorFlow consists of nodes
and edges. A node in TensorFlow graph represents a primitive, simple operator that take zero or more tensor as input from edges and output zero or more tensor. An operation in a node can be executed when all its input on edges are available. Since the communication between nodes is explicitly defined by edges, the computation dependencies between operations can be identified and parallel computation can be done efficiently.

Writing a TensorFlow program can be divided into two parts. The first part is the creation of dataflow graph. In this step, the program creates computational nodes, which may include constant value tensors, variable tensors, placeholder tensors or operation nodes. The constant value tensors are defined with specific values at the creation of the dataflow graph, and then cannot be changed. The variable tensors are initialized with values at the start of the dataflow execution, and then can be further changed again throughout the computation. The placeholder tensors take input values from outside of the dataflow graph at the start of the computation. The operation nodes are nodes that take other tensors or operation nodes as input and return output tensors or nodes depending on the operation performed. The second part of the program executes the dataflow graph and return output values. The dataflow graph is created only once and can be executed as many times as needed. Any node of the dataflow graph can be selected as the end of the computation, meaning that the dataflow graph can be partially executed up to any node.

At the user-level, TensorFlow is available particularly in Python, C++ and Java, although it has also been ported to other programming languages. While writing a TensorFlow program in these high-level languages, such as when defining an operation node, the high-level method for defining a node communicates through API written in C with a low-level kernel of that operations called "ops". TensorFlow utilizes many high-performance computing libraries, such as Eigen [22] and BLAS [23] in CPU implementation and cuBLAS [24] in GPU implementation.

TensorFlow provides two matrix multiplication methods. One is for general purpose multiplication for arbitrary input matrices. This method, called tf.matmul, performs multiplication of input matrices as if both inputs are dense matrix. The
other one is called $t f$.sparse_matmul, which is specifically designed to efficiently perform multiplication on sparse matrices. This method has additional arguments for specifying if the first input matrix and/or the second input matrix is dense or sparse. The TensorFlow's tf.sparse_matmul is suitable for efficient matrix multiplication when the density of input matrices is below 70\% as suggested in TensorFlow documentation [25]. Both multiplication method can be executed using CPU, using Eigen kernel implementation, while only the first method can be executed with GPU, using cuBLAS kernel implementation.

Many of the multiplication methods described here utilize block matrix multiplication or tiling algorithm, which divides input matrices into smaller submatrices before further apptying optimization techniques. In this work, we propose a matrix multiplication method implemented on TensorFlow platform. The proposed method also utilizes block matrix multiplication to increase the performance for certain types of input matrices.

## Chapter 3

Proposed Method
Most of the works on matrix multiplication focus on either dense matrices or sparse matrices. In this work, we focus on matrix multiplication on TensorFlow, and propose a matrix multiplication method. This method is based on the observation that, regardless of the density of a matrix, some of its submatrices are possibly sparse and some are possibly dense. If a faster multiplication method is chosen for each pair of submatrices based on their density, the performance of matrix multiplication can be improved. To create submatrices, a matrix can be divided by row or by column.

The proposed method is called block-adaptive matrix multiplication or block_adapt_matmul. Each input matrix is divided into four submatrices by both rows and columns. Then, one of two matrix multiplication methods in TensorFlow, tf.matmul and tf.sparse_matmul, is chosen for each pair of submatrices, based on their density. For dense matrices with some sparse submatrices, this method should be faster than the dense matrix multiplication. For sparse matrices with some dense submatrices, this method should be faster than the sparse matrix multiplication. However, this method is applicable for computation on CPU, but not on GPU, because TensorFlow does not provide the sparse matrix multiplication method on GPU.

### 3.1 Block-adaptive Matrix Multiplication

The product of two matrices is composed of submatrices that are the products of submatrices of the multiplier and the multiplicand. For example, let $A$ be a matrix of size $m \times n, B$ be a matrix of size $n \times p$ and $C$ be the product of $A$ and $B$, which is of the size $m \times p$. If the matrices $A, B$ and $C$ each are composed of $2 \times 2$ block matrices, all block matrices of $C$, which are $C_{11}, C_{12}, C_{21}$ and $C_{22}$, can be created from block matrices of $A$ and $B$ as shown in figure. 6 .

$$
\begin{gathered}
A_{(m \times n)}=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], B_{(n \times p)}=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right] \\
A \times B=C_{(m \times p)}=\left[\begin{array}{ll}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{array}\right] \\
C_{11}=A_{11} \times B_{11}+A_{12} \times B_{21} \\
\text { Where } \begin{array}{l}
C_{12}=A_{11} \times B_{12}+A_{12} \times B_{22} \\
C_{21}=A_{21} \times B_{11}+A_{22} \times B_{21} \\
C_{22}=A_{21} \times B_{12}+A_{22} \times B_{22}
\end{array}
\end{gathered}
$$

Figure 6 Example of matrix multiplications of block matrices

The method partitions the multiplier and the multiplicand into four submatrices each by dividing both rows and columns. Then submatrices from the multiplier and the multiplicand are paired for matrix multiplications. Total of 8 pairs of submatrices multiplication are prepared. The paring is equivalent to the multiplication of two $2 \times 2$ matrix. Two pairs of multiplication must be performed for each submatrix in the product. The upper left submatrix of the product $\left(C_{11}\right)$ is the addition of the products from the multiplication between the upper two submatrices of the multiplier $\left(A_{11}, A_{12}\right)$ and the two left submatrices of the multiplicand ( $B_{11}, B_{21}$ ). The upper right submatrix of the product is the addition of the products from the multiplication between the same upper two submatrices in the multiplier and the two right submatrices of the multiplicand $\left(B_{12}, B_{22}\right)$. The lower left submatrix of the product is the addition of the products from the multiplication between the lower two submatrices of the multiplier $\left(A_{21}, A_{22}\right)$ and the two left submatrices of the multiplicand. The lower right submatrix of the product is the addition of the products from the multiplication between the same lower two submatrices in the multiplier and the two right submatrices of the multiplicand. After the multiplications are performed, each product submatrices are concatenated, resulting in the final product $(C)$.

Based on the observation that each of the eight submatrices may be dense or may be sparse, different multiplication method can be selected for each pair of submatrices multiplication for the most efficient performance. The multiplication
methods available in TensorFlow are tf.matmul and tf.sparse_matmul. The first method, tf.matmul is optimized for dense matrix multiplication. The method does not consider the zero values inside the input matrices. The second method, tf.sparse_matmul is optimized for multiplication of sparse matrices. The tf.sparse_matmul has additional parameter to specify if either the multiplier and multiplicand matrices are sparse, resulting in three possible configuration of tf.sparse_matmul, for when the multiplier matrix is sparse, when the multiplicand matrix is sparse, or when both input matrices are sparse. For multiplication of dense matrices, tf.matmul is selected as the multiplication method. For pairs of submatrices that include at least one sparse matrix, one of the three configurations of tf.sparse_matmul is selected as the multiplication method. The criteria to determine if a submatrix is dense or sparse must be determined before the block_adapt_matmul method can be implemented. The criteria are used in the selectMatmulMethod function which take density of two matrices as input (DA and DB) and return either the tf.matmul method or one of the three configurations of tf.sparse_matmul as an output (ABmatmulmethod), described in chapter 4.1. After multiplication of each pair of submatrices are performed using their determined multiplication method, the product from each pair is combined into the final result matrix. The pseudocode of block_adapt_matmul can is shown in figure 7 below.

Function: block_adapt_matmul $(A, B, C)$ where $A, B$ and $C$ are matrices of size $m \times n, n \times p$ and $m \times p$ respectively:

1. Divide $A$ into $A_{11}, A_{12}, A_{21}, A_{22}$ of size $\left(\frac{m}{2} \times \frac{n}{2}\right)$
2. Divide $B$ into $B_{11}, B_{12}, B_{21}, B_{22}$ of size $\left(\frac{n}{2} \times \frac{p}{2}\right)$
3. Calculate density of $A_{11}, A_{12}, A_{21}, A_{22}$ as $D_{A 11}, D_{A 12}, D_{A 21}, D_{A 22}$, respectively
4. Calculate density of $B_{11}, B_{12}, B_{21}, B_{22}$ as $D_{B 11}, D_{B 12}, D_{B 21}, D_{B 22}$, respectively
5. Determine the multiplication method for each pair of submatrices.
$A_{11} B_{11}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 11}, D_{B 11}\right)$
$A_{11} B_{12}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 11}, D_{B 12}\right)$
$A_{12} B_{21}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 12}, D_{B 21}\right)$
$A_{12} B_{22}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 12}, D_{B 22}\right)$
$A_{21} B_{11}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 21}, D_{B 11}\right)$
$A_{21} B_{12}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 21}, D_{B 12}\right)$
$A_{22} B_{21}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 22}, D_{B 21}\right)$
$A_{22} B_{22}$ matmulmethod $=$ selectMatmulMethod $\left(D_{A 22}, D_{B 22}\right)$
6. Perform matrix multiplication on each pair of submatrices.
```
\(C_{11}=A_{11} B_{11}\) matmulmethod \(\left(A_{11}, B_{11}\right)\)
    \(+A_{12} B_{21}\) matmulmethod \(\left(A_{12}, B_{21}\right)\)
\(C_{12}=A_{11} B_{12}\) matmulmethod \(\left(A_{11}, B_{12}\right)\)
    \(+A_{12} B_{22}\) matmulmethod \(\left(A_{12}, B_{22}\right)\)
\(C_{21}=A_{21} B_{11}\) matmulmethod \(\left(A_{21}, B_{11}\right)\)
    \(+A_{22} B_{21}\) matmulmethod \(\left(A_{22}, B_{21}\right)\)
\(C_{22}=A_{21} B_{12}\) matmulmethod \(\left(A_{21}, B_{12}\right)\)
    \(+A_{22} B_{22}\) matmulmethod \(\left(A_{22}, B_{22}\right)\)
```

7. Combine $C_{11}, C_{12}, C_{21}, C_{22}$ into $C$.

$$
C=\left[\begin{array}{ll}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{array}\right]
$$

8. Return $C$

Figure 7 Pseudocode of block_adapt_matmul
The block_adapt_matmul is implemented in python using TensorFlow library and can be described in as a computation graph shown in figure 8 . In figure 8, A, B and $C$ are the two input matrices and the result matrix, respectively. The subscripted As and Bs are submatrices derived from their corresponding input matrix. The subscripted Ds are the density of the submatrices. The input matrices are partitioned
using the tf.split method. To find the density of each submatrix, the method tf.count_nonzero is used to find the number of non-zero elements in the input matrix and the function tf.size is used to find the size or the total number of elements in the input matrix. The function selectMatmulMethod uses the density of each submatrix to determine the appropriate method for the multiplication of a pair of matrices according to predetermined criteria. All submatrices of the product are combined using tf.add and tf.concat. The method tf.add is used to add the products of submatrix multiplications, and the output of these operations are assembled into the final matrix multiplication product $t f$.concat.


Figure 8 The diagram of the algorithm for block_adapt_matmul

## Chapter 4

## Experiments

All experiments were performed on a laptop with Intel Core i7-4720HQ quadcore CPU with 16GB DDR3 RAM and Nvidia Geforce GTX 870M GPU with 3GB VRAM. The operating system used was Linux Ubuntu 18.04.2. The proposed matrix multiplication methods are implemented in Python 3.6.5 and TensorFlow r1.11. The computation time used in all performance evaluation is the average of the execution time of the multiplication of 20 pairs of matrices generated randomly.

In this chapter, we will describe the experiments performed in this work. We compare the performance of our proposed matrix multiplication method and the TensorFlow built-in multiplication methods, tf.matmul and tf.sparse_matmul on input matrices with different non-zero values distribution patterns. A preliminary experiment is performed to determine the criteria to select the appropriate matrix multiplication method and it is described in section 4.1. In section 4.2, performance of block_adapt_matmul is evaluated against TensorFlow's provided methods, tf.matmul and tf.sparse_matmul on CPU.

### 4.1 Finding the Criteria for Choosing between Dense Matrix Multiplication and Sparse Matrix Multiplication Methods

Because the performance of the proposed matrix multiplication method, block_adapt_matmul, depends on the matrix multiplication method chosen for each pair of the submatrices, it is necessary to determine the criteria for choosing one of TensorFlow's multiplication methods for submatrices. TensorFlow offers a multiplication method for dense matrices which is tf.matmul, and a multiplication method for sparse matrices, which is tf.sparse_matmul. For tf.sparse_matmul there are three variations of the method which are used according to the argument of the method. This argument is used to indicate which of the input matrices is sparse. The argument $a_{-}$is_sparse indicates that the first input matrix is sparse, the argument $b_{\text {_ }}$ is_sparse indicates that the second input matrices is sparse, and the parameter
ab_is_sparse indicates that both of the input matrices are sparse. An optimized sparse matrix multiplication method is used according to these parameters.

In order to optimize the performance of the proposed multiplication method, block_adapt_matmul, it is needed to find the cut-off criteria to determine when one of these four configurations of TensorFlow's matrix multiplication is best for each pair of input matrices. The criteria for selecting multiplication methods used in selectMatmulMethod in the algorithm of block_adapt_matmul is shown in table 1. For multiplication of arbitrary matrices, A and B , each column in table 1 represents the density of the multiplier matrix or matrix A , while each row in table 1 represents the density of the multiplicand matrix or matrix $B$. The different colors in the table represent the multiplication method selected based on the densities of the input matrices A and B. The cell is shown in pink when tf_matmul is chosen, the cell is shown in blue when tf.matmul(a_ is sparse) is chosen, the cell is shown in yellow when tf.matmul(b is sparse) is chosen, and the cell is shown in green when tf.matmul(ab_is_sparse) is chosen. This criteria is derived from the experiment to find the fastest multiplication method for matrices of various densities.

Table 1 Criteria for selecting multiplication methods in block_adapt_matmul

tf.sparse_matmul(ab_is_sparse)
tf.sparse_matmul(a_is_sparse)
tf.sparse_matmul(b_is_sparse)

## tf.matmul

In the initial steps of determining the criteria, an experiment is performed to compare the computation time of these four matrix multiplication methods. All four multiplication methods were executed on input matrices with different density, varying from $10 \%, 20 \%$ up to $100 \%$, and different sizes, including $3000 \times 3000$, $6000 \times 6000$ and $9000 \times 9000$. Then, for each combination of input matrix densities, the average execution time of each method is calculated from multiplication of 20 pairs of matrices from each matrix size. The fastest multiplication method for each combination of matrices density according to the experiment is shown in table 2.

Table 2 The fastest matrix multiplication method for each combination of input matrices densities measured from experiments.


From table 2, the multiplication method tf.matmul and tf.sparse_matmul(b_is_sparse) are the fastest multiplication methods in ranges of input matrices densities that are easily identifiable. Therefore, we use the result from the experiment directly as the criteria for selecting these two methods as shown in table 3. That is, the first matrix, A, is considered dense when its density exceeds $60 \%$, and the second matrix, B, considered sparse when its density does not exceed $40 \%$.

Table 3 The criteria for deciding whether matrix B is sparse or dense


However, based on this criteria, the first matrix, A , is considered dense when its density exceeds $60 \%$, and the second matrix, $B$, is considered sparse when its density does not exceeds $40 \%$. If these cut-off points are used to determine if the two matrices are dense or sparse, there are some cases that we will not choose the fastest method. For example, when the density of matrix B is $30 \%$, in which B should be considered sparse, and the density of matrix A is $20 \%$, in which A is considered sparse, we should use tf.sparse_matmul(ab_is_sparse). But, from the experiment, tf.sparse_matmul(a_is_sparse) is faster than tf.sparse_matmul(ab_is_sparse), as shown in table 2. However, when we compare the average execution time of tf.sparse_matmul(a_is_sparse) and tf.sparse_matmul(ab_is_sparse) in these cases, which is shown in table 4, it is found that the difference is very small, i.e. it does not exceed 5\%.

Table 4 The difference between the execution time of the two fastest multiplication methods


### 4.2 Performance Evaluation of block_adapt_matmul on CPU

The proposed block_adapt_matmul is evaluated against TensorFlow's tf.matmul and tf.sparse_matmul on CPU. All three matrix multiplication methods, block_adapt_matmul, TensorFlow's tf.matmul and TensorFlow's tf.sparse_matmul were performed on input matrices of size $3000 \times 3000$, $6000 \times 6000$, $9000 \times 9000$, and $12000 \times 12000$. To study the performance of the proposed method on matrices with uneven distribution of non-zero elements, the experiments are performed on input matrices with varying degree of unevenness. Uneven-density matrices are generated randomly by creating submatrices with some low-density submatrices and some high-density submatrices, as shown in figure 9 . The density of matrices used in the experiments have different degree of unevenness as shown in Table 5. The evaluation is performed by measuring the average execution time of matrix multiplication of each input matrices setting. Furthermore, for each density combination of the higher-density and the lower-density regions, the performance is also measured in order to evaluate the performance of the proposed method for matrices with different degree of unevenness of the matrix density.


Figure 9 Checkered pattern of higher density and lower density input matrix

Table 5 Density of submatrices and their overall density

| Overall Density | (Higher Density, Lower Density, Density Difference) |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| $30 \%$ | $(50 \%, 10 \%, 40)$ | $(40 \%, 20 \%, 20)$ |  |  |
| $40 \%$ | $(70 \%, 10 \%, 60)$ | $(60 \%, 20 \%, 40)$ | $(50 \%, 30 \%, 20)$ |  |
| $50 \%$ | $(90 \%, 10 \%, 80)$ | $(80 \%, 20 \%, 60)$ | $(70 \%, 30 \%, 40)$ | $(60 \%, 40 \%, 20)$ |
| $60 \%$ | $(100 \%, 20 \%, 80)$ | $(90 \%, 30 \%, 60)$ | $(80 \%, 40 \%, 40)$ | $(70 \%, 50 \%, 20)$ |
| $70 \%$ | $(100 \%, 40 \%, 60)$ | $(90 \%, 50 \%, 40)$ | $(80 \%, 60 \%, 20)$ |  |
| $80 \%$ | $(100 \%, 60 \%, 40)$ | $(90 \%, 70 \%, 20)$ |  |  |

## Chapter 5

## Results and Discussion

In this chapter, we will describe the results of the experiments described in Chapter 4 to evaluate the proposed method. The performance of block_adapt_matmul is compared with the performance of the TensorFlow built-in methods $t f$.matmul and $t f$.sparse_matmul.

The performance of block_adapt_matmul is evaluated with respect to two different independent variables. The first variable is the overall density of the input matrices, and the performance of block_adapt_matmul for different matrix densities is described in section 5.1. The second variable indicates how uneven the non-zero values is distributed in the input matrices. For this variable, we use the difference between the density of the higher-density and the lower-density regions in the checkered-pattern matrices, called density difference. For example, if the density of the higher-density region is 70\% and the density of the lower-density region is 30\%, the density difference is 40 . If a matrix has high density difference, the density of the dense part of the matrix is much higher than the density of the sparse part, which means that the non-zero values distribution in the input matrices is more uneven. The performance of block_adapt_matmul for different degree of density difference is described in section 5.2. Additionally, we also examine how the performance of the proposed method varies with respect to the size of the input matrices.

### 5.1 Performance of block_adapt_matmul with Varying Overall Density of Input Matrices

The performance of block_adapt_matmul, tf.matmul, and tf.sparse_matmul is measured as the execution time in seconds. Figure 10 shows the execution time of all three multiplication methods for input matrices with overall density of $30 \%, 40 \%$, $50 \%, 60 \%, 70 \%$, and $80 \%$. For one overall density, we consider various values of density difference, i.e. we use all density for the high-density and the low-density regions as shown in table 5, and the execution time is the average time for all cases. In figure 10 the, $x$-axis is the overall density of input matrices, and the $y$-axis is the
execution time. Each line represents the execution time of a multiplication method for one matrix size. The execution time of block_adapt_matmul, tf.sparse_matmul, and tf.matmul are shown in red, blue and green lines, respectively. Different marks on the line show the execution time for different matrix sizes. The execution time for $3000 \times 3000$ matrices, $6000 \times 6000$ matrices, $9000 \times 9000$ matrices, and $12000 \times 12000$ matrices are shown with $\boldsymbol{+}, \boldsymbol{\square}, \boldsymbol{*}$ and $\mathbf{X}$, respectively.


Figure 10 Execution times of block_adapt_matmul, tf.sparse_matmul and tf.matmul on matrices of sizes 3000×3000, 6000x6000, 9000×9000, and 1200×12000 with varying overall density.

As shown in figure 10, both tf.sparse_matmul and block_adapt_matmul are faster than tf.matmul for matrices with lower overall density. On the other hand, the execution time of tf.matmul almost does not vary with the overall density of the matrices. When the overall density is low (e.g. 30\%), block_adapt_matmul is faster
than $t f$.matmul, but slightly slower than tf.sparse_matmul. When the overall density is high (e.g. 80\%), block_adapt_matmul is faster than tf.sparse_matmul, but slightly slower than tf.matmul. However, for medium-density matrices (e.g. 60\%), block_adapt_matmul is faster than both tf.matmul and tf.sparse_matmul. Specifically, for $12000 \times 12000$ matrices, block_adapt_matmul is faster than both $t f$.matmul and tf.sparse_matmul when the overall density is between $40 \%$ and $70 \%$.

However, when the size of the input matrices is smaller, the performance difference between block_adapt_matmul and the two TensorFlow's built-in methods are also smaller. The performance difference between the block_adapt_matmul and the two built-in methods are measured as the speedup of the proposed method compared to each existing method. The speedup is calculated from the ratio of average execution time of an existing method to the average execution time of the proposed method. Figure 11 shows the speedup of block_adapt_matmul compared to tf.matmul and figure 12 shows the speedup of block_adapt_matmul compared to tf.sparse_matmul. For both figures, the $x$-axis is the sizes of the input matrices, and the $y$-axis is the speedup of block_adapt_matmul compared to each built-in method. The speedup for matrices of different densities are shown in different colors. The blue, orange, grey, yellow, red, and green lines are the speedup for input matrices with density of $30 \%, 40 \%$, $50 \%, 60 \%, 70 \%$, and $80 \%$, respectively. When the speedup is 1.0 , shown by the dashed thick line in figure 11 and 12, the performance of the proposed method and the reference method are equally good. When the speedup is higher than 1.0, i.e. above the dashed thick line, the proposed method is faster than the reference method. On the other hand, when the speedup is lower than 1.0, i.e. below the dashed thick line, the proposed method is slower than the reference method.


Figure 11 Speedup of block_adapt_matmul compared to tf.matmul for matrices of overall density of $30 \%, 40 \%, 50 \%, 60 \%, 70 \%$, and $80 \%$, with varying sizes.

From both figure 11 and figure 12, when compared to both tf.matmul and tf.sparse_matmul, the speedup of block_adapt_matmul increases as the matrix size increases. Compared to tf.matmul as shown in figure 11, the performance of block_adapt_matmul is significantly faster than tf.matmul for larger matrices with density of lower than 60\%. Otherwise, the block_adapt matmul is slower than tf.matmul. However, the performance of block_adapt_matmul drastically decreases for smaller matrices such as $3000 \times 3000$ matrices because the overhead of dividing and merging submatrices outweighs the gain of using appropriate multiplication methods.


Figure 12 Speedup of block_adapt_matmul compared to tf.sparse_matmul for matrices of overall density of $30 \%, 40 \%, 50 \%, 60 \%, 70 \%$, and $80 \%$, with varying sizes

Compared to tf.sparse_matmul as shown in figure 12, block_adapt_matmul is faster than tf.sparse_matmul for $12000 \times 12000$ matrices when the density is as low as $40 \%$. For small matrices such as $3000 \times 3000$ matrices, block_adapt_matmul is slower than tf.sparse_matmul because the overhead is more than the gain of reducing the multiplication. For medium-size matrices such as $6000 \times 6000$ matrices, block_adapt_matmul is faster than tf.sparse_matmul when the density of matrix is higher than $40 \%$.

As we consider matrices with average distribution of nonzero values, the proposed method is not faster than tf.matmul and tf.sparse_matmul in some cases. We further examine the performance of the proposed method when the density difference is varied.

### 5.2 Performance of block_adapt_matmul with Varying Density Differences of

 Input MatricesIn this section, the execution time of block_adapt_matmul, tf.sparse_matmul, and tf.matmul is measured for matrices with varying density differences, i.e. the difference between the density of the higher-density region and the lower-density region of the input matrices. Figure 13 shows the execution time of each multiplication method on input matrices of size $3000 \times 3000$, $6000 \times 6000$, $9000 \times 9000$, and $12000 \times 12000$, with density differences of $20,40,60$, and 80 . The $y$ axis is the execution time in seconds, and the $x$-axis is the density differences. The execution time of block_adapt matmul, tf.sparse_matmul, and tf.matmul are shown in red, blue and green lines, respectively. Different marks on the line show the execution time for different matrix sizes. The execution time for $3000 \times 3000$ matrices, $6000 \times 6000$ matrices, $9000 \times 9000$ matrices, and $12000 \times 12000$ matrices are shown with $\boldsymbol{+}, \boldsymbol{\square}, \boldsymbol{*}$ and $\mathbf{X}$, respectively.

As shown in figure13, for all matrix sizes, the average execution time of the two TensorFlow's built-in methods tf.matmul and tf.sparse_matmul do not vary much with the density difference, and tf.sparse matmul is slightly faster than tf.matmul. On the other hand, the proposed method block_adapt_matmul is faster when the density difference is higher. Furthermore, the performance of block_adapt_matmul is comparable to tf.sparse_matmul when the density difference is low.


Figure 13 Execution times of block_adapt_matmul, tf.sparse_matmul and tf.matmul on matrices of size $3000 \times 3000,6000 \times 6000,9000 \times 9000$, and $12000 \times 12000$
with varying density difference

Figure 14 and figure 15 show the speedup of block_adapt_matmul compared to tf.matmul or $t f$.sparse_matmul, and the $y$-axis is the speedup and the $x$-axis is the matrix size. For a density difference $d$, the average execution time is measured from the multiplication of matrices with the density difference $d$ with all the overall densities. For example, for the density difference of $40 \%$ we use matrices with overall density of $40 \%, 50 \%, 60 \%, 70 \%$ and $80 \%$. The speedups when the density difference is $20,40,60$ and 80 are shown in blue line, orange line, grey line, and yellow line, respectively. Both figure 14 and figure 15 show that the speedup increases when the density difference increases. The block_adapt_matmul is faster when the density difference is at least $40 \%$. However, when the matrix is as small as $3000 \times 3000$, the proposed method is only faster than tf.matmul when the density difference is as high as $80 \%$.

From all experiments, we can conclude that the performance of our proposed method increases as the density difference of the input matrix increases. When the density difference of the input matrix is large, the proposed method outperforms both TensorFlow's built-in methods, except for small matrices. As a
result, our method should be used when the distribution of nonzero values in the matrix is uneven.

When we measure the average execution time for matrices with varying density difference, our proposed method is faster than both TensorFlow's built-in methods for medium-density matrices. However, when the distribution of nonzero values in the matrix is even, tf.matmul is still faster for very-dense matrices and $t f$.sparse_matmul is still faster for very-sparse matrices.


Figure 14 Speedup of block_adapt_matmul compared to tf.matmul for matrices of density differences of $20,40,60$ and 80 with varying sizes


Figure 15 Speedup of block_adapt_matmul compared to tf.sparse_matmul for matrices of density differences of 20, 40, 60 and 80 with varying sizes

## Chapter 6

## Conclusion

In conclusion, we proposed an implementation of matrix multiplication, which is called block-adaptive matrix multiplication or block_adapt_matmul, on TensorFlow platform. The proposed multiplication method is optimized for matrices which have large degree of unevenness of non-zero values distribution.

The method block_adapt_matmul partitions each input matrix into four smaller submatrices or "blocks", and then multiplies each pair of blocks using the appropriate multiplication method, chosen between tf.matmul or tf.sparse_matmul depending on the density of each pair of submatrices. This method is compared to TensorFlow's matrix multiplication methods, i.e. tf.matmul and tf.sparse_matmul, on CPUs. For input matrices larger than $6000 \times 6000$, the proposed method outperforms tf.matmul when the overall density of input matrices is not more than $70 \%$ and outperforms tf.sparse_matmul when the overall density of input matrices is at least $50 \%$. The performance of the proposed method increases proportionately with the density differences of the input matrices. Thus, the proposed method block_adapt_matmul is suitable for medium density matrices with uneven non-zero values distribution.

In conclusion, our proposed method block_adapt_matmul can perform well when the distribution of zeros in the input matrices is uneven. It performs better than both TensorFlow's matrix multiplication methods for large medium-density matrices. However, when it is slower than one of the two TensorFlow's matrix multiplication methods, the difference is small. The performance of this method depends on the difference between the performance of the two TensorFlow's matrix multiplication methods, which reflects on the criteria for choosing the multiplication method for submatrices. An advantage of our proposed method is that it can be implemented on any platform that supports TensorFlow. Additionally, the idea that appropriate multiplication methods being applied to different submatrices could be extended to any platform similar to TensorFlow that provides many implementations of matrix multiplication methods.

However, the disadvantage of our proposed method is that it can only be used on CPUs but not on GPUs because it depends of the built-in method tf.sparse_matmul, which is not supported on GPUs. As a preliminary step for future works, on GPUs, we have also explored using similar concept of separating input matrices into multiple submatrices and process each submatrix differently according to their properties. We divide input matrices into submatrices by either rows or columns based on their density. Then we applied tf.matmul, which is supported on GPUs directly to the dense submatrices, while each sparse submatrix is packed into a dense matrix before being applied the same method. We found that the performance of multiplying matrices directly using tf.matmul on GPUs is significantly more efficient compared to our pitot method most likely because tf.matmul is more suitable with GPUs SIMD parallelism.
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