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CHAPTER I

INTRODUCTION

At present, the research on the transition metal oxide (TMO) compounds

is one of very active fields since these compounds exhibit interesting phenomena

such as colossal magnetoresistance, high temperature superconducting state and

metal-insulator transition [1, 2]. These behaviors have been used to develop many

high efficiency electronic devices. In the theoretical study of electronic behavior

of TMO, we always consider a combination of charge, spin and orbital degree of

freedoms via reasonable models. In strongly correlated 3d transition metal oxides

[3], it is found that the orbital degeneracy has a large effect on magnetic, structural

and electrical properties. The degeneracy of the d electron level is associated with

five orbitals in which two orbitals are dx2−y2 and d3z2−r2 orbitals. These orbitals

have higher energy than other three orbitals, dxy, dyz and dzx orbitals. The dx2−y2

and d3z2−r2 orbitals are called eg orbitals and dxy, dyz and dzx orbitals are called

t2g orbitals. One system that the orbital degrees of freedom is very important

is the manganite compound La1−xCaxMnO3 with perovskite structure. When

x ∼ 0.3, the orbital degrees of freedom is only considered because the magnetic

phase is ferromagnetic. Then, the spin degrees of freedom has been neglected. In

the theoretical studies of electronic behaviors of this system, many crucial models

have been invented for describing these systems. The Hubbard model [4] is one

of the popular models that has been used to study strong correlated electronic

systems in many systems. When it includes the orbital degree of freedom, it has

been called the orbital Hubbard model. Therefore, it has been used to study the



2

effect of orbital occupied by electrons in many conditions; in finite on-site coulomb

potential U with full cubic symmetries by Yuan et al. [5], in the strong-coupling

limit with full cubic symmetries by Horsch at al. [6] and in U → ∞ with finite size

in 2D Hamiltonian by C. Srinitiwarawong and G. A. Gerhring [7]. These works

considered the finite system size as a full cubic symmetries and 2D cluster and

they studied the orbital ordering of the system in each case.

In this work we have calculated the ground-state properties of the two-orbital

Hubbard model at large-U limit and half-filling in one dimension. Assuming that

the Hamiltonian is in the ferromagnetic phase and the orbital degrees of free-

dom (eg orbitals) is described by a pseudo-spin operator. Before the calculation,

the Hamiltonian has been transformed by canonical transformation approach [8]

to reduce the complexity of the problem from the degenerated Hubbard model.

Accordingly, we will get the effective Hamiltonian. The ground state of the effec-

tive Hamiltonian has been obtained by using the Density Matrix Renormalization

Group method, invented by White [9] [10] in 1992, with infinite size algorithm

and the ground state energy is extrapolated to the thermodynamic limit. After-

ward, the obtained ground-state wave function is used to calculate the orbital

correlation.

This thesis is organized as follows: The strong correlation of doubly degen-

erate Hubbard model is presented in Chapter II. In this chapter we will derive

this model with orbital states at large-U limit and half-filling in one dimension

into the effective Hamiltonian in pseudo-spin representation which depends on the

electronic moving axes ( x-, y- and z-axis). The crucial method in this chapter is

the canonical transformation. The Density Matrix Renormalization Group which

is described in Chapter III is constructed and tested with Heisenberg spin chain

model in which the exact ground state has been known. Moreover, we will de-

fine some operators to observe the electronic correlation in the ground state. The

definition of hopping amplitudes in each directions used in this calculation, the

comparison between spin and orbital models and the result of ground-state prop-
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erties from these calculations are shown in Chapter IV. Finally, the summary and

conclusion are contained in Chapter V.



CHAPTER II

DOUBLE DEGENERATE

HUBBARD MODEL WITH

STRONG CORRELATION

In this chapter, we will discuss a derivation of two orbitals Hubbard Hamil-

tonian in the large-U limit at half-filling. This model considers orbital degrees

of freedom which represents the shape of the electron in solid. It is one of three

attributes (spin, charge and orbital) being important ingredients for causing the

variety of phenomena in the transition metal oxide such as high-temperature su-

perconductivity and colossal magnetoresistance. The correlation and ordering of

the electrons lead to the understanding of these behaviors. The manganite com-

pound, which is one of the transition metal oxides, is an important example for

studying the strong correlated electronic system. We start with explaining how

the orbital states are defined. Next, the orbital Hubbard Hamiltonian is described

and the effective Hamiltonian in the large-U limit at half-filling is derived in which

the pseudo-spin operators are used.

2.1 Orbital Bases

In this thesis, the manganite compound La1−xCaxMnO3 [1], which is one of the

transition metal oxides, is considered to be the model for strongly correlated elec-
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tronics system. The effects of electron correlation are intensively studied.

When we examine the structure of La1−xCaxMnO3, it is found that the

separation of energy bands is due to the manganese atoms that are surrounded by

oxygen atoms. The perovskite structure is shown in Figure 2.1[11]. This effects

the occupation of electrons in d-orbital. They are degenerated into two groups,

namely the t2g and the eg orbitals shown in Figure 2.2 [13]. The t2g have three

suborbitals dxy, dyz and dzx. They have lower energy than the eg orbital, which

have two suborbitals being d3z2−r2 and dx2−y2 . The important property of this

compound is the ferromagnetic alignment of spin of electrons when the Ca atom

are suitably doped (x∼ 0.3). Moreover, it is found that the t2g orbital are fully

filled with electrons while the eg orbital has only one electron associated with it.

Therefore we consider only the eg orbital, which we will get the new degree of

freedom calling the orbital degree of freedom. This degree of freedom is slightly

different from the spin degree of freedom which is neglected because the system is

in ferromagnetic phase. We will define the basis of eg orbital state that behaves in

a solid similar to that of the spin state. For convenience, we denote |dx2−y2〉 = |a〉
and |d3z2−r2〉 = |b〉 [3].
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2.2 Orbital Hamiltonian

As mentioned above, the eg orbital states can be used to make the orbital Hamil-

tonian which will be explained in this section. First, all local bases that associate

with the orbital exchange event and settings up the pseudo-spin in this system

are elucidated. Second, we will create the hopping Hamiltonian terms to find the

kinetic part. Next, the canonical transformation is used to evaluate the orbital

Hamiltonian in large-U limit and half-filling. Finally, we will derive the effective

Hamiltonian in the form of pseudo-spins operators.

2.2.1 Two-orbital Hubbard model

In this thesis the ground state of the two-orbital Hubbard model [12, 14] for the

case of one-dimensional chain is studied in the absence of spin degree of freedom.

The Hamiltonian is written as

H = Hhop + HU . (2.1)

They are separated for the description of opposing tendencies: metallic and insu-

lator phase. The HU denotes the on-site interaction term, which can be written

as

HU = U
∑

i

n̂ian̂ib, (2.2)

where n̂ia(b) is the number operator of an electron in a(b)-orbital at site i. This

term explains the Coulomb repulsion among electrons sharing the same site, with

U defines the Coulomb potential energy. The number operators are considered on

the same site i at different orbitals. This term tends to resist the living of two

electrons on the same site and leading to the insulator phase. In contrast, the Hhop,

which denote the hopping of one electron to nearest neighbor site, brings about

the metallic behaviors, which will be explained extensively in the next sections.
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2.2.2 Local basis and projection operators

The states of electrons occupying on a particular site i are defined as four basis

states in the followings:

|0〉i
|a〉i = c†ia|0〉i
|b〉i = c†ib|0〉i
|d〉i = c†iac

†
ib|0〉i

empty state at site i,(No electron occupies at site i) (2.3)

electron occupies a-orbital at site i, (2.4)

electron occupies b-orbital at site i, (2.5)

two electrons occupy both a and b-orbital at site i , (2.6)

where c†ia(b) is a creation operator which create an electron at site i with a(b) orbital.

Note that c†ibc
†
ia also represents the doubly occupied state, however, according to

(2.6) the relations c†iac
†
ib|0〉i = −c†ibc

†
ia|0〉i and c†ibc

†
ia|0〉i = −|d〉i hold.

To describe the motion of electrons, the projector operators will be defined as

P̂i0 = |0〉ii〈0| = (1 − n̂ia)(1 − n̂ib), (2.7)

P̂ia = |a〉ii〈a| = n̂ia(1 − n̂ib), (2.8)

P̂ib = |b〉ii〈b| = n̂ib(1 − n̂ia), (2.9)

P̂id = |d〉ii〈d| = n̂ian̂ib. (2.10)

Where n̂iσ is the number operator at site i and orbital σ which defined as n̂iσ =

c†iσciσ. Therefore the summation over all the local projector operators are equal

to the unit operator

P̂i0 + P̂ia + P̂ib + P̂id = 1̂. (2.11)

All four basis states are chosen to be orthonormal on-site, that is

〈0|a〉 = 0, 〈0|b〉 = 0, 〈0|d〉 = 0,

〈a|a〉 = 1, 〈a|b〉 = 0, 〈a|d〉 = 0,

〈b|a〉 = 0, 〈b|b〉 = 1, 〈b|d〉 = 0,

〈d|a〉 = 0, 〈d|b〉 = 0, 〈d|d〉 = 1.
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2.2.3 Pseudo-spin operators

As the local states in Hamiltonian Eq. (2.1) involves the orbital of electrons, the

operators that act on these states can be represented by a set pseudo-spin operators

�τ [3]. When orbital dx2−y2 is occupied, τ̂ z|dx2−y2〉 = 1
2
|dx2−y2〉 and when orbital

d3z2−r2 is occupied, τ̂ z|d3z2−r2〉 = −1
2
|d3z2−r2〉. It is found that these operators

have the commutation relation similar to that of the spin-1
2

operators, that is

[τ̂x, τ̂ y] = iτ̂ z. When |a〉 = |dx2−y2〉 and |b〉 = |d3z2−r2〉, the raising and lowering of

pseudo-spin operators being τ̂+ and τ̂− are defined as

τ̂+|a〉 = 0,

τ̂+|b〉 = |a〉,
τ̂−|a〉 = |b〉,
τ̂−|b〉 = 0,

τ̂ z|a〉 =
1

2
|a〉,

τ̂ z|b〉 = −1

2
|b〉. (2.12)

These relations can be written in terms of the creation and annihilation operators

as

τ̂ z =
1

2
(c†iacia − c†ibcib),

τ̂+ = c†iacib,

τ̂− = c†ibcia,

n̂i = c†iacia + c†ibcib. (2.13)

2.2.4 Hopping process

All possible hopping processes in two-orbital Hubbard model which correspond to

the doubly occupied state are separated into three parts; creating, annihilating,

and the processes that do not change the number of doubly occupied sites. In
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order to simplify the study, the projection operators in Eqs. (2.7) - (2.10) are

used.

The creation of doubly occupied site can be written in terms of a projected

hopping term. When local bases in Eqs. (2.3) - (2.6) are used, all possible

processes are shown in the diagrams below.

�
taa

a b

i j

� 0 d

i j

P̂i0P̂jdc
†
jaciaP̂iaP̂jb ⇒ P̂jdc

†
jaciaP̂ia (2.14)

�
tbb

b a

i j

� 0 d

i j

P̂i0P̂jdc
†
jbcibP̂ibP̂ja ⇒ P̂jdc

†
jbcibP̂ib (2.15)

�
tab

a a

i j

� 0 d

i j

P̂i0P̂jdc
†
jacibP̂iaP̂ja ⇒ P̂jdc

†
jbciaP̂ia (2.16)

�
tba

b b

i j

� 0 d

i j

P̂i0P̂jdc
†
jacibP̂ibP̂jb ⇒ P̂jdc

†
jacibP̂ib (2.17)

From observing an electronic transfer between sites, these processes can be clas-

sified into two types. The first case in Eq. (2.14) and Eq. (2.15), the hopping



11

electron does not change the orbital as it shifts from site i to j. Whereas the

process has shown in Eq. (2.16) and Eq. (2.17), the hopping electron changes the

orbital after moving from site i to j.

In Eqs. (2.14) - (2.17), the left hand side is a full projection operator form

when we consider states at both sites ( i and j ) before and after the hopping.

However, only the states of exchanged electron before and after hopping are con-

sidered then projected hopping terms can be rewritten as short terms which are

shown in the right hand site of Eqs. (2.14) - (2.17). For instance in Eq. (2.14),

the projected hopping terms can be reduced to P̂jdc
†
jaciaP̂ia. It means that the

electron before hopping is in a-state at site i and after hopping it is in d-state at

site j.

Using the definition of projection operators defined in Eqs. (2.7) - (2.10),

one can modify the projected hopping terms to be the number operator hopping

terms which will be

P̂jdc
†
jaciaP̂ia = n̂jan̂jbc

†
jacian̂ia(1 − n̂ib) = n̂jbc

†
jacia(1 − n̂ib), (2.18)

P̂jdc
†
jbcibP̂ib = n̂jan̂jbc

†
jbcibn̂ib(1 − n̂ia) = n̂jac

†
jbcib(1 − n̂ia), (2.19)

P̂jdc
†
jbciaP̂ia = n̂jan̂jbc

†
jbcian̂ia(1 − n̂ib) = n̂jac

†
jbcia(1 − n̂ib), (2.20)

P̂jdc
†
jacibP̂ib = n̂jan̂jbc

†
jacibn̂ib(1 − n̂ia) = n̂jbc

†
jacib(1 − n̂ia). (2.21)

All the hopping terms creating a doubly occupied sites can be written as

H+
taa

= −taa

∑
<ij>

{n̂ibc
†
iacja(1 − n̂jb) + H.c.}, (2.22)

H+
tbb

= −tbb
∑
<ij>

{n̂iac
†
ibcjb(1 − n̂ja) + H.c.}, (2.23)

H+
tab

= −tab

∑
<ij>

{n̂ibc
†
iacjb(1 − n̂ja) + n̂jac

†
jbcia(1 − n̂ib)}, (2.24)

H+
tba

= −tba
∑
<ij>

{n̂iac
†
ibcja(1 − n̂jb) + n̂jbc

†
jacib(1 − n̂ia)}, (2.25)
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where taa, tbb, tab and tba are the kinetic energy parameters according to the

exchange of electrons among sites. Besides, the letters H.c. denote the Hermitian

conjugate of the immediately preceding term. For instance, taa means that when

the electron hops from orbital a at site i to the orbital a at site j it will use energy

taa per one hopping. If site j has an electron orbital b, this site will be a doubly

occupied site after the hopping. But if site j does not have an electron, it will

have an electron at orbital a on site j after the hopping. It can be written in a

general form as follows

H+
tσ,σ

= −
∑
<ij>

∑
σ

tσ,σ{n̂i,−σc
†
iσcjσ(1 − n̂j,−σ) + H.c.}, (2.26)

H+
tσ,−σ

= −
∑
<ij>

∑
σ

tσ,−σ{n̂i−σc
†
iσcj,−σ(1 − n̂jσ) + n̂jσc

†
j,−σciσ(1 − n̂i,−σ)},(2.27)

where 〈i, j〉 means that the summation is taken only over the pair of nearest

neighbor sites and σ means a(b)-orbital, −σ is b(a)-orbital. They sum over all

orbital degrees of freedom which have the two states (a and b orbital).

Like the processes in 2.14 - 2.17, the processes of decreasing doubly occupied

sites are as the followings:

�
taa

d 0

i j

� b a

i j

P̂ibP̂jac
†
jaciaP̂idP̂j0 ⇒ P̂jac

†
jaciaP̂id (2.28)

�
tbb

d 0

i j

� a b

i j

P̂iaP̂jbc
†
jbcibP̂idP̂j0 ⇒ P̂jbc

†
jbcibP̂id (2.29)
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�
tab

d 0

i j

� b b

i j

P̂ibP̂jbc
†
jacibP̂idP̂j0 ⇒ P̂jbc

†
jbciaP̂id (2.30)

�
tba

d 0

i j

� a a

i j

P̂iaP̂jac
†
jacibP̂idP̂j0 ⇒ P̂jac

†
jbciaP̂id (2.31)

When the change of electron orbital is considered before and after hopping, the

process is divided into two types.

As in the case of creating doubly occupied site the processes in Eqs. (2.28)-

(2.31) can be written in the number operator terms as

P̂jac
†
jaciaP̂id = n̂ja(1 − n̂jb)c

†
jacian̂ian̂ib = (1 − n̂jb)c

†
jacian̂ib, (2.32)

P̂jbc
†
jbcibP̂id = n̂jb(1 − n̂ja)c

†
jbcibn̂ian̂ib = (1 − n̂ja)c

†
jbcibn̂ia, (2.33)

P̂jbc
†
jbciaP̂id = n̂jb(1 − n̂ja)c

†
jbcian̂ian̂ib = (1 − n̂ja)c

†
jbcian̂ib, (2.34)

P̂jac
†
jacibP̂id = n̂ja(1 − n̂jb)c

†
jacibn̂ian̂ib = (1 − n̂jb)c

†
jacibn̂ia. (2.35)

Consequently, the hopping terms become

H−
taa

= −taa

∑
<ij>

{(1 − n̂ib)c
†
iacjan̂jb + H.c.}, (2.36)

H−
tbb

= −tbb
∑
<ij>

{(1 − n̂ia)c
†
ibcjbn̂ja + H.c.}, (2.37)

H−
tab

= −tab

∑
<ij>

{(1 − n̂ib)c
†
iacjbn̂ja + (1 − n̂ja)c

†
jbcian̂ib}, (2.38)

H−
tba

= −tba
∑
<ij>

{(1 − n̂ia)c
†
ibcjan̂jb + (1 − n̂jb)c

†
jacibn̂ia}. (2.39)
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The general forms can be written as

H−
tσ,σ

= −
∑
<ij>

∑
σ

tσ,σ{(1 − n̂i,−σ)c†iσcjσn̂j,−σ + H.c.}, (2.40)

H−
tσ,−σ

= −
∑
<ij>

∑
σ

tσ,−σ{(1 − n̂i−σ)c†iσcj,−σn̂jσ + (1 − n̂jσ)c†j,−σciσn̂i,−σ}.(2.41)

Another hopping processes which do not change the number of doubly occupied

sites is shown below.

�
taa

d b

i j

� b d

i j

P̂idP̂jbc
†
jaciaP̂ibP̂jd ⇒ P̂jdc

†
jaciaP̂id (2.42)

�
taa

a 0

i j

� 0 a

i j

P̂iaP̂j0c
†
jaciaP̂i0P̂ja ⇒ P̂jac

†
jaciaP̂ia (2.43)

�
tbb

d a

i j

� a d

i j

P̂idP̂jac
†
jbcibP̂ibP̂jd ⇒ P̂jdc

†
jbcibP̂id (2.44)

�
tbb

b 0

i j

� 0 b

i j

P̂ibP̂j0c
†
jbcibP̂i0P̂jb ⇒ P̂jbc

†
jbcibP̂ib (2.45)
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�
tab

d a

i j

� b d

i j

P̂idP̂jac
†
jbciaP̂ibP̂jd ⇒ P̂jdc

†
jbciaP̂id (2.46)

�
tab

a 0

i j

� 0 b

i j

P̂iaP̂j0c
†
jbciaP̂i0P̂jb ⇒ P̂jbc

†
jbciaP̂ia (2.47)

�
tba

d b

i j

� a d

i j

P̂idP̂jbc
†
jacibP̂iaP̂jd ⇒ P̂jdc

†
jacibP̂id (2.48)

�
tba

b 0

i j

� 0 a

i j

P̂ibP̂j0c
†
jacibP̂i0P̂ja ⇒ P̂jdc

†
jacibP̂id (2.49)

These processes can be written in term of projected hopping terms as
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P̂jdc
†
jaciaP̂id = n̂jan̂jbc

†
jacian̂ian̂ib = n̂jbc

†
jacian̂ib,

P̂jac
†
jaciaP̂ia = n̂ja(1 − n̂jb)c

†
jacian̂ia(1 − n̂ib) = (1 − n̂jb)c

†
jacia(1 − n̂ib),

P̂jdc
†
jbcibP̂id = n̂jan̂jbc

†
jbcibn̂ian̂ib = n̂jac

†
jbcibn̂ia,

P̂jbc
†
jbcibP̂ib = n̂jb(1 − n̂ja)c

†
jbcibn̂ib(1 − n̂ia) = (1 − n̂ja)c

†
jbcib(1 − n̂ia),

P̂jdc
†
jbciaP̂id = n̂jan̂jbc

†
jbcian̂ian̂ib = n̂jac

†
jbcian̂ib,

P̂jbc
†
jbciaP̂ia = n̂jb(1 − n̂ja)c

†
jbcian̂ia(1 − n̂ib) = (1 − n̂ja)c

†
jbcia(1 − n̂ib),

P̂jdc
†
jacibP̂id = n̂jan̂jbc

†
jacibn̂ian̂ib = n̂jbc

†
jacibn̂ia,

P̂jac
†
jacibP̂ib = n̂ja(1 − n̂jb)c

†
jacibn̂ib(1 − n̂ia) = (1 − n̂jb)c

†
jacib(1 − n̂ia).

(2.50)

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)

Moreover, they can be written in form of the Hamiltonian as

H0
taa

= −taa

∑
<ij>

{n̂ibc
†
iacjan̂jb + (1 − n̂ib)c

†
iacja(1 − n̂jb) + H.c.}, (2.58)

H0
tbb

= −tbb
∑
<ij>

{n̂iac
†
ibcjbn̂ja + (1 − n̂ia)c

†
ibcjb(1 − n̂ja) + H.c.}, (2.59)

H0
tab

= −tab

∑
<ij>

{n̂ibc
†
iacjbn̂ja + (1 − n̂ib)c

†
iacjb(1 − n̂ja)

+n̂jac
†
jbcian̂ib + (1 − n̂ja)c

†
jbcia(1 − n̂ib)}, (2.60)

H0
tba

= −tba
∑
<ij>

{n̂iac
†
ibcjan̂jb + (1 − n̂ia)c

†
ibcja(1 − n̂jb)

+n̂jbc
†
jacibn̂ia + (1 − n̂jb)c

†
jacib(1 − n̂ia)}. (2.61)

Finally, the general cases are given by

H0
tσ,σ

= −
∑
<ij>

∑
σ

tσ,σ{n̂i,−σc
†
iσcjσn̂j,−σ + (1 − n̂i,−σ)c†iσcjσ(1 − n̂j,−σ) + H.c.},

H0
tσ,−σ

= −
∑
<ij>

∑
σ

tσ,−σ{n̂i,−σc
†
iσcj,−σn̂jσ + (1 − n̂i,−σ)c†iσcj,−σ(1 − n̂jσ)

+ n̂jσc
†
j,−σciσn̂i,−σ + (1 − n̂jσ)c†j,−σciσ(1 − n̂i,−σ)}.

(2.62)

(2.63)

To sum up, all possible types of hopping events can be written as

Hhop =
∑

σ

{H+
tσ,σ

+ H+
tσ,−σ

+ H−
tσ,σ

+ H−
tσ,−σ

+ H0
tσ,σ

+ H0
tσ,−σ

}. (2.64)
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2.2.5 Canonical transformation

When the strongly correlated electrons system are considered, the mixed states

between the two subbands, doubly occupied and singly occupied subbands, will

appear due to the hopping Hamiltonian; creating and annihilating the doubly

occupied states respectively as shown in Eqs. (2.26) - (2.27) and (2.40) - (2.41).

We need to separate these mix states . Therefore the canonical transformation

method [8, 12] is introduced to solve this problem. The unmixed states can be

found by rotating to such a new suitable basis. According to Eqs. (2.2) and (2.64)

in the orbital basis, the two-orbitals Hubbard Hamiltonian can be written as

H =
∑

σ

(H+
tσ,σ

+ H+
tσ,−σ

+ H−
tσ,σ

+ H−
tσ,−σ

+ H0
tσ,σ

+ H0
tσ,−σ

) + HU , (2.65)

when index σ refers to two orbitals (a and b). It can be written as

H = H+
taa

+ H+
tab

+ H+
tba

+ H+
tbb

+ H−
taa

+ H−
tab

+ H−
tba

+ H−
tbb

+ H0
taa

+ H0
tab

+ H0
tba

+ H0
tbb

+ HU . (2.66)

For convenience, the hopping Hamiltonian can be written as

H+
t = H+

taa
+ H+

tab
+ H+

tba
+ H+

tbb
, (2.67)

H−
t = H−

taa
+ H−

tab
+ H−

tba
+ H−

tbb
, (2.68)

H0
t = H0

taa
+ H0

tab
+ H0

tba
+ H0

tbb
. (2.69)

Then, the Hubbard model can be rewritten as

H = H+
t + H−

t + H0
t + HU . (2.70)

Hamiltonian in Eq. (2.70) is used to find the Hamiltonian which have two condi-

tions: large-U limit and half-filling. This Hamiltonian is called effective Hamilto-

nian

Heff = eiSHe−iS = H + i[S,H] +
i2

2
[S, [S,H]] + ... (2.71)



18

Heff = HU + H+
t + H−

t + H0
t + i[S,HU ]

+ i[S,H+
t + H−

t + H0
t ] +

i2

2
[S, [S,H]] + ... (2.72)

The generator S is chosen as to assure that Heff does not connect to different

subbands. The largest cross-terms, H+
t and H−

t , should be eliminated. They are

canceled from the commuted term, i[S,HU ]. This condition will be brought to

find the suitable generator S. Terms with orders of t higher than 2 are neglected.

The generator S is separated into two parts being S = S ′ +S ′′. We will let that S ′

and S ′′ are in the order of t and t2 respectively where t is the hopping amplitude

in all cases of an electron hopping between two sites. From Appendix. B, operator

S ′ can be chosen to be

S ′ =
−i

U
(H+

t − H−
t ), (2.73)

From Eq. (2.73) term of i[S,HU ] which is replaced by S = S′ + S ′′, becomes

i[S,HU ] = i[S ′, HU ] + i[S ′′, HU ]. (2.74)

The first term of the right-hand side is demonstrated in Appendix. B as being

i[S′, HU ] = −(H+
t + H−

t ). (2.75)

While, the second term of the right-hand side comes from the definition of operator

i[S ′′, HU ] as

i[S ′′, HU ] = − 1

U
[H+

t − H−
t , H0

t ]. (2.76)

Moreover, we get

i[S,H+
t + H−

t + H0
t ] = i[S ′, H+

t + H−
t + H0

t ] + i[S ′′, H+
t + H−

t + H0
t ]. (2.77)

The first term of the right-hand side which is the order of t2 can be separated into

two parts. They become

i[S ′, H+
t + H−

t ] =
2

U
[H+

t , H−
t ], (2.78)

and

i[S ′, H0
t ] =

1

U
[H+

t − H−
t , H0

t ], (2.79)
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where Eq. (2.79) is canceled by Eq. (2.76). Moreover, the second term of the

right hand side in Eq. (2.77) has disappeared because it is of the order t3.

Besides, the term of i2

2
[S, [S,HU ]] is demonstrated in Appendix. B as

i2

2
[S, [S,HU ]] = − 1

U
[H+

t , H−
t ]. (2.80)

Finally, substituting Eqs. (2.75), (2.76), (2.78), (2.79) and (2.80) into Eq. (2.72),

the effective Hamiltonian to the order of t2 can be written as

Heff = H0
t + HU +

1

U
[H+

t , H−
t ]. (2.81)

When H+
t , H−

t and H0
t in Eq. (2.81) are replaced with the full terms from Eqs.

(2.67)- (2.69), the effective Hamiltonian is rewritten as

Heff = H0
taa

+ H0
tab

+ H0
tba

+ H0
tbb

+ HU

+
1

U
[H+

taa
+ H+

tab
+ H+

tba
+ H+

tbb
, H−

taa
+ H−

tab
+ H−

tba
+ H−

tbb
]. (2.82)

This model is the two orbital Hubbard model.

In this thesis, the orbital Hubbard model for the ground state is considered

in the large-U limit and half-filled. Therefore, the term of H0
t and HU , which be

up against these conditions, are neglected. Then, we will only evaluate 1
U

[H+
taa

+

H+
tab

+H+
tba

+H+
tbb

, H−
taa

+H−
tab

+H−
tba

+H−
tbb

] by replacing with Eqs. (2.22) - (2.23) and

(2.36) - (2.37). For convenience, the suitable tool so-called Hubbard operators are

used for this evaluation. The Hubbard operator properties are shown in Appendix.

A. For example, the operator n̂ibc
†
iacja(1 − n̂jb), when replaced by the Hubbard

operators, is written as

Xb←b
i Xa←a

j (Xa←0
i + Xd←b

i )(X0←a
j + Xb←d

j )Xa←a
j Xb←b

i

= Xd←b
i X0←a

j . (2.83)

As results from Eqs. (A.4) - (A.7), the hopping Hamiltonian in Eqs. (2.22) -

(2.25) can be written as

H+
taa

= −taa

∑
<ij>

{Xd←b
i X0←a

j +Xd←b
j X0←a

i }, (2.84)
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H+
tab

= −tab

∑
<ij>

{Xd←b
i X0←b

j −Xd←a
j X0←a

i }, (2.85)

H+
tba

= −tba
∑
<ij>

{−Xd←a
i X0←a

j +Xd←b
j X0←b

i }, (2.86)

H+
tbb

= −tbb
∑
<ij>

{−(Xd←a
i X0←b

j +Xd←a
j X0←b

i )}. (2.87)

Using the function η(σ) defined in Eq. (A.10), we get

H+
t = H+

taa
+ H+

tab
+ H+

tba
+ H+

tbb
(2.88)

H+
t = −

∑
<ij>

∑
σ

{tσση(σ)(Xd←−σ
i X0←σ

j + Xd←−σ
j X0←σ

i )

+ tσ−σ(η(σ)Xd←−σ
i X0←−σ

j + η(−σ)Xd←σ
j X0←σ

i )}. (2.89)

Similarly, the Hamiltonians that decrease the number of doubly occupied site is

written as

H−
taa

= −taa

∑
<ij>

{Xa←0
i Xb←d

j +Xa←0
j Xb←d

i }, (2.90)

H−
tab

= −tab

∑
<ij>

{−Xa←0
i Xa←d

j +Xb←0
j Xb←d

i }, (2.91)

H−
tba

= −tba
∑
<ij>

{Xb←0
i Xb←d

j −Xa←0
j Xa←d

i )}, (2.92)

H−
tbb

= −tbb
∑
<ij>

{−(Xb←0
i Xa←d

j +Xb←0
j Xa←d

i )}. (2.93)

Finally we get

H−
t = H−

taa
+ H−

tab
+ H−

tba
+ H−

tbb
(2.94)

H−
t = −

∑
<ij>

∑
σ

{tσση(σ)(Xσ←0
i X−σ←d

j + Xσ←0
j X−σ←d

i )

+ tσ−σ(η(−σ)Xσ←0
i Xσ←d

j + η(σ)X−σ←0
j X−σ←d

i )}. (2.95)

The important term in the large-U limit and half-filling of Heff is 1
U
[H+

t , H−
t ],

this is H+
t H−

t − H−
t H+

t . Since we are interested in half filling, the Hilbert of the

effective Hamiltonian will contain only single occupied state. The H+
t H−

t term is

neglected since the value of operator H+
t H−

t operates on this Hilbert space will
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be zero. So, the remaining term which becomes the effective Hamiltonian is only

H−
t H+

t . We will replace the index σ′ into σ in Eq. (2.95) as

H−
t = −

∑
<ij>

∑
σ′

{tσ′σ′η(σ′)(Xσ′←0
i X−σ′←d

j + Xσ′←0
j X−σ′←d

i )

+ tσ′−σ′(η(−σ′)Xσ′←0
i Xσ′←d

j + η(σ′)X−σ′←0
j X−σ′←d

i )}. (2.96)

We use Eqs. (2.96) and (2.89) for substituting in − 1
U
H−

t H+
t to get

− 1

U
H−

t H+
t = −

∑
<ij>

∑
σ′

∑
σ

{tσ′σ′tσσ

U
η(σ′)η(σ)(Xσ′←0

j X−σ′←d
i Xd←−σ

i X0←σ
j )

+
tσ′σ′tσ−σ

U
η(σ′)η(σ)(Xσ′←0

j X−σ′←d
i Xd←−σ

i X0←−σ
j )

+
tσ′−σ′tσσ

U
η(σ′)η(σ)(X−σ′←0

j X−σ′←d
i Xd←−σ

i X0←σ
j )

+
tσ′−σ′tσ−σ

U
η(σ′)η(σ)(X−σ′←0

j X−σ′←d
i Xd←−σ

i X0←−σ
j )

+
tσ′σ′tσσ

U
η(σ′)η(σ)(Xσ′←0

i X−σ′←d
j Xd←−σ

j X0←σ
i )

+
tσ′σ′tσ−σ

U
η(σ′)η(−σ)(Xσ′←0

i X−σ′←d
j Xd←σ

j X0←σ
i )

+
tσ′−σ′tσσ

U
η(−σ′)η(σ)(Xσ′←0

i Xσ′←d
j Xd←−σ

j X0←σ
i )

+
tσ′−σ′tσ−σ

U
η(−σ′)η(−σ)(Xσ′←0

i Xσ′←d
j Xd←σ

j X0←σ
i )}. (2.97)

Eq. (2.97) can be solved from Eq. (A.3) as

− 1

U
H−

t H+
t = −

∑
<ij>

∑
σ′

∑
σ

{tσ′σ′tσσ

U
η(σ′)η(σ)(X−σ′←−σ

i Xσ′←σ
j )

+
tσ′σ′tσ−σ

U
η(σ′)η(−σ)(X−σ′←σ

i Xσ′←σ
j )

+
tσ′−σ′tσσ

U
η(σ′)η(σ)(X−σ′←−σ

i X−σ′←σ
j )

+
tσ′−σ′tσ−σ

U
η(σ′)η(−σ)(X−σ′←σ

i X−σ′←σ
j )

+
tσ′σ′tσσ

U
η(σ′)η(σ)(Xσ′←σ

i X−σ′←−σ
j )

+
tσ′σ′tσ−σ

U
η(σ′)η(−σ)(Xσ′←σ

i X−σ′←σ
j )

+
tσ′−σ′tσσ

U
η(−σ′)η(σ)(Xσ′←σ

i Xσ′←−σ
j )

+
tσ′−σ′tσ−σ

U
η(−σ′)η(−σ)(Xσ′←σ

i Xσ′←σ
j )}. (2.98)
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We will replace σ′ = σ and σ′ = −σ in Eq. (2.98)

− 1

U
H−

t H+
t =

∑
<ij>

{−
∑

σ

t2σσ

U
X−σ←−σ

i Xσ←σ
j +

∑
σ

tσσtσ−σ

U
X−σ←σ

i Xσ←σ
j

−
∑

σ

tσ−σtσσ

U
X−σ←−σ

i X−σ←σ
j +

∑
σ

t2σ−σ

U
X−σ←σ

i X−σ←σ
j

+
∑

σ

t−σ−σtσσ

U
Xσ←−σ

i X−σ←σ
j −

∑
σ

t−σ−σtσ−σ

U
Xσ←σ

i X−σ←σ
j

+
∑

σ

t−σσtσσ

U
Xσ←−σ

i Xσ←σ
j −

∑
σ

t−σσtσ−σ

U
Xσ←σ

i Xσ←σ
j

−
∑

σ

t2σσ

U
Xσ←σ

i X−σ←−σ
j +

∑
σ

tσσtσ−σ

U
Xσ←σ

i X−σ←σ
j

+
∑

σ

tσ−σtσσ

U
Xσ←σ

i Xσ←−σ
j −

∑
σ

t2σ−σ

U
Xσ←σ

i Xσ←σ
j

+
∑

σ

t−σ−σtσσ

U
X−σ←σ

i Xσ←−σ
j −

∑
σ

t−σ−σtσ−σ

U
X−σ←σ

i Xσ←σ
j

−
∑

σ

t−σσtσσ

U
X−σ←σ

i X−σ←−σ
j +

∑
σ

t−σσtσ−σ

U
X−σ←σ

i X−σ←σ
j }. (2.99)

When the effective Hamiltonian is considered by replacing σ with a and b orbital;

therefore Heff is written as

Heff =
∑
<ij>

{−t2aa

U
Xb←b

i Xa←a
j − t2bb

U
Xa←a

i Xb←b
j

+
taatab

U
Xb←a

i Xa←a
j +

tbbtba
U

Xa←b
i Xb←b

j

− tabtaa

U
Xb←b

i Xb←a
j − tbatbb

U
Xa←a

i Xa←b
j

+
t2ab

U
Xb←a

i Xb←a
j +

t2ba
U

Xa←b
i Xa←b

j

+
tbbtaa

U
Xa←b

i Xb←a
j +

taatbb
U

Xb←a
i Xa←b

j

− tbbtab

U
Xa←a

i Xb←a
j − taatba

U
Xb←b

i Xa←b
j

+
tbataa

U
Xa←b

i Xa←a
j +

tabtbb
U

Xb←a
i Xb←b

j

− tbatab

U
Xa←a

i Xa←a
j − tabtba

U
Xb←b

i Xb←b
j

− t2aa

U
Xa←a

i Xb←b
j − t2bb

U
Xb←b

i Xa←a
j
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+
taatab

U
Xa←a

i Xb←a
j +

tbbtba
U

Xb←b
i Xa←b

j

+
tabtaa

U
Xa←a

i Xa←b
j +

tbatbb
U

Xb←b
i Xb←a

j

+
t2ab

U
Xa←a

i Xa←a
j +

t2ba
U

Xb←b
i Xb←b

j

+
tbbtaa

U
Xb←a

i Xa←b
j +

taatbb
U

Xa←b
i Xb←a

j

− tbbtab

U
Xb←a

i Xa←a
j − taatba

U
Xa←b

i Xb←b
j

− tbataa

U
Xb←a

i Xb←b
j − tabtbb

U
Xa←b

i Xa←a
j

+
tbatab

U
Xb←a

i Xb←a
j +

tabtba
U

Xa←b
i Xa←b

j }. (2.100)

Substituting Eqs. (2.13) and (A.11) into Eq. (2.100), after some rearrangements

the effective Hamiltonian can be written in terms of pseudo-spin operators ,

Heff =
∑
<ij>

{ 2

U
(t2aa + t2bb)(τ̂

z
i τ̂ z

j − n̂in̂j

4
) − 2(t2ab + t2ba)

U
(τ̂ z

i τ̂ z
j +

n̂in̂j

4
)

+
2tabtba

U
(τ̂+

i τ̂+
j + τ̂−

i τ̂−
j ) +

2taatbb
U

(τ̂+
i τ̂−

j + τ̂−
i τ̂+

j )

+ 2(
taatab

U
− tbbtba

U
)
{
(τ̂ z

i τ̂+
j + τ̂ z

i τ̂−
j )

}

+ 2(
taatba

U
− tbbtab

U
)
{
(τ̂+

i τ̂ z
j + τ̂−

i τ̂ z
j )

}}, (2.101)

where τ̂ z
i(j), τ̂+

i(j) and τ̂−
i(j) are the pseudo-spin operators at site i(j). This Hamilto-

nian will be used to calculate the ground state in the next chapter.



CHAPTER III

DENSITY MATRIX

RENORMALIZATION GROUP

In this chapter, the Density Matrix Renormalization Group (DMRG) algo-

rithm, which is the main method to find the ground-state properties of the spinless

two orbital Hubbard model from Chapter two in this work, is described. We begin

with the basic idea of DMRG. This idea is used to the study of low-dimensional

quantum systems. In the second section, the infinite system algorithm, which is

one of the algorithm of DMRG used in this work, is explained. Next, the DMRG

method is applied to a simple model (the Heisenberg spin chain model). In the last

section, the measured parameters associated with the ground state of the system

obtained by DMRG method are described.

3.1 Concept of DMRG

In the study of real space lattice systems in which the number of included basis

states depend on the system size, if the system size is large, more number of the

included basis states are needed. Many approaches have been used for studying

these systems, one of them is the numerical methods. However, the problems

of calculation are found when the number of bases increases exponentially as the

system size is increased. Consequently, the studying of lattice systems approaching

to the thermodynamic limits are impossible as a results of the memory restriction
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and the computer run time. The Density Matrix Renormalization Group (DMRG)

is one method which rectifies this problem. It was invented by Write [9] in 1992.

The main idea of DMRG methods is to calculate some target states (e.g. ground

state) of the lattice system using only some of the basis states. These basis states

extremely affect the target state. Thus, if we keep only the most relevant basis

states by neglecting the less influential ones, this method provides highly accurate

results. Therefore, the number of basis states used in this method is smaller

than the exact number of the basis states in the system. As a result the related

dimension of effective Hilbert space is restricted even if we increase the system

size. In order to chose the relevant basis states, the density matrix is used. This

approach is proposed by Write and Noack [10].

The original DMRG is used to solve 1D lattices models to find the ground-

state properties in the real space [15, 16, 17, 18]. In recent years, the DMRG

has been used successfully and adopted to solve various 1D and coupled chain

problems, such as the spin chain [19], strongly correlated electron systems and

Hubbard models [20].

The procedure of the DMRG method starts with system with small number

of sites, in this case only 2 sites are considered. One is called ”from system site”

and the other is called ”added site”. These two sites are combined to be the left

enlarged block. From the symmetric properties of the left enlarged block, the right

enlarged block is defined. Then the left and right enlarged blocks are merged to

be the superblock. The target state, which is one of all states in the superblock,

is therefore can be calculated from the superblock. The next step after the target

state is obtained, the density matrix is formed from the target state. The density

matrix is used to consider the importance of basis states. Some basis states,

which are not importance, are neglected. Then, the number of basis states, which

correspond with calculation in ground state, are reduced. However, if the number

of kept states are large, the error will be small. However, the large number of basis

leads to the higher dimension of the Hilbert space. As a result, the restriction of
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memory and time evidently affect the calculations. Therefore, the suitable kept

number of bases are important.

These important bases will be used to create a new system block in the

next iteration. Accordingly, the number of lattice site of the next system block

will be two. In the next iteration, the number of system sites will be gradually

increased by adding one lattice site to the system block in the left enlarged block.

The iterative process has finished when the error is below a threshold or a desired

number of lattice size. The DMRG details of process will be thoroughly explained

in the next section.

The DMRG algorithm is used in two different systems, infinite and finite

system [15, 16, 17, 18, 19, 20]. In this thesis, we will use only the infinite system

in one dimension. Schematically, the algorithm can be described as follows:

1. Construct the left enlarged block BM
l •d, consisting of the system block

and one added site. The system block is denoted by BM
l where l is lattice sites

and M is the number of states. Moreover, if d denote the number of states at

a single site, the system block of l sites has M = dl states and denoted by Bdl

l .

While, the added site is denoted as •d where d is the number of states. The left

enlarged block is shown in Figure 3.1.

System block Added site

Left enlarged block

Figure 3.1: The left enlarged block



27

Consequently, the Hamiltonian and the operator only associated with the system

block can be written as matrices HS(M×M) and AS(M×M) of M × M dimension.

The left enlarged block BM
l •d is created by joining the system block BM

l to the

added single site •d. Consequently, it has Md states. Then, the Hamiltonian of

the left enlarged block is denoted as

HL
E(Md×Md) = HS(M×M) ⊗ δd×d + AS(M×M) ⊗ A•(d×d), (3.1)

where A•(d×d) is the operator of the added site and δd×d is the unit matrix which

has the same dimension as the operator in the added site. while the operator at

the added site of the enlarged block is denoted as

(A•)L
E(Md×Md) = δM×M ⊗ A•(d×d), (3.2)

where superscript L and subscript E indicate that these operators are in the left

(L) enlarged (E) block. Besides, A•(d×d) is the operator at added site. In Eq. (3.1),

the first term of the right-hand side show that the dimension of Hamiltonian matrix

of system block is expanded to agree with the dimension of the enlarged block.

While, the second term defines the interaction between a site in the system block

and the added site. In Eq. (3.2), δM×M is the unit matrix which has the same

dimension as the operator in the system block. Accordingly, the Hamiltonian

and the operator operated in BM
l •d will be matrices of Md × Md dimensions.

These matrices are formed as a direct product of the matrix representation of

Hamiltonian and operator of system block and a single site.

2. Construct the superblock by connecting two enlarge blocks, left enlarged

block and right enlarged block. Right enlarged block is constructed by using the

reflection symmetry of the left enlarged block. Therefore, we can define that

HR
E(Md×Md) = δd×d ⊗ HS(M×M) + A•(d×d) ⊗ AS(M×M), (3.3)

then it is given by

HR
E(Md×Md) = (HL

E(Md×Md))
†, (3.4)
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which is the Hamiltonian of the right enlarged block. While, the operator of the

right enlarged block is given by

(A•)R
E(Md×Md) = A•(d×d) ⊗ δ(M×M). (3.5)

Due to Eq. (3.2), the reflection symmetry, the operator of the right enlarged block

can be written as

(A•)R
E(Md×Md) = (AL

E(Md×Md))
†. (3.6)

The Hamiltonian of the superblock is constructed by connecting two enlarged

blocks via operator (A•)L
E and (A•)R

E which are defined as the operator of the

added sites belonging to left and right enlarged blocks respectively.

Superblock

Right enlarged blockLeft enlarged block

Added site

Figure 3.2: The superblock

In Figure 3.2, the notation of the superblock will be BM
l •d •dBM

l . The matrix

representation of the Hamiltonian of the superblock is written as

Hsuper
((Md)2×(Md)2) = HL

E(Md×Md) ⊗ δ(Md×Md) + δ(Md×Md) ⊗ HR
E(Md×Md)

+ (A•)L
E(Md×Md) ⊗ (A•)R

E(Md×Md), (3.7)

where δ(Md×Md) is the unit matrix which has the same dimension as the operator

in the right and left enlarged block. The contact of the two enlarged blocks in Eq.

(3.7) is (A•)L
E(Md×Md) ⊗ (A•)R

E(Md×Md). Next, this Hamiltonian is diagonalized to

find ground state (target state) in the next step.
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3. Construct the density matrix from the ground state. The ground state

can be written as

|ψ〉 =
Md∑
i=1

Md∑
j=1

ψij |i〉 |j〉, (3.8)

where |i〉 and |j〉 are the bases from the left enlarged block and the right enlarged

block, respectively. The coefficient is ψij =〈i|〈j|ψ〉 which is the representation of

bases in the left and the right enlarged block on the ground state in the superblock.

The density matrix can be written as

ρii′ =
Md∑
j

ψijψ
†
ji′ (3.9)

where ρii′ are the value of matrix element in the density matrix at row i and

column i′. The construction of the density matrix can be illustrated as follows:

For example, if Md = 4, the coefficients of the ground state of the superblock is

written in the vector form |ψ〉 as

|ψ〉 =

⎛
⎜⎜⎜⎜⎜⎜⎝

v1

v2

...

v16

⎞
⎟⎟⎟⎟⎟⎟⎠

16×1

. (3.10)

The ground state can be transformed from 16× 1 matrix by new alignment of all

matrix elements to 4× 4 matrix [20]. The square matrix of the ground states can

be written as

|ψ〉 =

⎛
⎜⎜⎜⎜⎜⎜⎝

v1 v2 v3 v4

v5 v6 v7 v8

v9 v10 v11 v12

v13 v14 v15 v16

⎞
⎟⎟⎟⎟⎟⎟⎠

4×4

, (3.11)

where the rows correspond to the complete basis of the left enlarged block, and

the columns correspond to the complete basis of the right enlarged block. Then,
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it can be transposed as

|ψ〉† =

⎛
⎜⎜⎜⎜⎜⎜⎝

v1 v5 v9 v13

v2 v6 v10 v14

v3 v7 v11 v15

v4 v8 v12 v16

⎞
⎟⎟⎟⎟⎟⎟⎠

4×4

. (3.12)

The density matrix for the left enlarged block is given by

ρ = ψψ†. (3.13)

Therefore from Eqs. (3.11) and (3.12), ρ is a 4 × 4 matrix corresponding to with

Eq. (3.9).

4. Diagonalize the density matrix to find the important states. From above,

when the density matrix is diagonalized, eigenvalue and eigenvector are wα and

|uα〉 respectively, with α = 1, . . . ,Md. Each wα represents the possibility of

the left enlarged block being in the state |uα〉, with
Md∑
α=1

wα = 1. Therefore, the

accuracy of the DMRG approximation method depends on the number of kept

states being the largest density matrix eigenvalue. If m states will be kept and

w1 > w2 >, . . . , > wm, the corresponding kept states being |u1〉, |u2〉, . . . , |um〉
respectively. If m = Md, it means that all the states are kept. Therefore, an error

cannot occurs in this process. But if m < Md, the error will occur.

For example in the previous step as Md = 4, if we choose m = Md and

w1 > w2 > w3 > w4, we will get |u1〉, |u2〉, |u3〉 and |u4〉 which are shown in the

matrix from for the important states in chronological order as

|u1〉 =

⎛
⎜⎜⎜⎜⎜⎜⎝

a1

a2

a3

a4

⎞
⎟⎟⎟⎟⎟⎟⎠

, |u2〉 =

⎛
⎜⎜⎜⎜⎜⎜⎝

b1

b2

b3

b4

⎞
⎟⎟⎟⎟⎟⎟⎠

, |u3〉 =

⎛
⎜⎜⎜⎜⎜⎜⎝

c1

c2

c3

c4

⎞
⎟⎟⎟⎟⎟⎟⎠

, |u4〉 =

⎛
⎜⎜⎜⎜⎜⎜⎝

e1

e2

e3

e4

⎞
⎟⎟⎟⎟⎟⎟⎠

. (3.14)

5. Form the truncation matrix O by keeping the finite states of the density
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matrix. The truncation matrix is

O =

⎛
⎜⎜⎜⎜⎜⎜⎝

|u1〉†

|u2〉†

|u3〉†

|u4〉†

⎞
⎟⎟⎟⎟⎟⎟⎠

. (3.15)

Obviously, the order of the important state is considered to construct truncation

matrix. From Eq. (3.14), it becomes

O =

⎛
⎜⎜⎜⎜⎜⎜⎝

a1 a2 a3 a4

b1 b2 b4 b4

c1 c2 c3 c4

e1 e2 e3 e4

⎞
⎟⎟⎟⎟⎟⎟⎠

4×4

. (3.16)

Evidently, the number of rows of O matrix depend on the number of kept states.

This point effects the size of Hilbert space in the next iteration. In the general

case, the matrix O will be m×Md. Accordingly, the truncation matrix O can be

written as Om×Md.

6. Truncate the left enlarged block to create the new system block. This

new system block consists of system block from the previous step and the added

site. All corresponding operators in the left enlarged block are truncated by the

truncation matrix O. For example, when HL
Md×Md and (A•)L

Md×Md are the Hamil-

tonian and Â operators on the left enlarged block having the dimension being

Md × Md, they are truncated by

Hnew
S(m×m) = Om×MdH

L
E(Md×Md)O

†
Md×m,

Anew
S(m×m) = Om×Md(A•)L

E(Md×Md)O
†
Md×m, (3.17)

where Hnew
S(m×m) and Anew

S(m×m) are the Hamiltonian and Â operator of the new

system block having m × m dimension.

7. Define the new system block. After we get a new Hamiltonian and an

operator Â from truncation, we will use them for the new system block, shown as

HS(m×m) = Hnew
S(m×m),
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AS(m×m) = Anew
S(m×m). (3.18)

Consequently, the dimension of the Hamiltonian and operators in the system block

is m×m, which will be constant because the number of the kept states m has been

defined before the iteration. This process leads to the limited size of the Hilbert

space. In Figure 3.3, it looks as if we expand the system block to cover the added

site.

Truncated left enlarged block New system block

Figure 3.3: Constructing the new system block

8. Add one site on the right-hand side of the system block to form the new

left enlarged block, Figure 3.4. The Hamiltonian of enlarged block in Figure 3.4

is written as

New left enlarged block

Figure 3.4: Constructing the new left enlarged block

H
L(new)
E(md×md) = HS(m×m) ⊗ δd×d + AS(m×m) ⊗ A•(d×d)

(A•)
L(new)
E(md×md) = δm×m ⊗ A•d×d (3.19)

After we get the Hamiltonian and operators of the new left enlarged block, we will

replace them in HL
E(Md×Md) and (A•)L

E(Md×Md) , i.e.

HL
E(md×md) = H

L(new)
E(md×md)

(A•)L
E(md×md) = (A•)

L(new)
E(md×md). (3.20)
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From Eq. (3.1), the process has the dimension of the enlarged block not exceeding

(md × md).

9. Go to step 2 for creating the new superblock. We will use HL
E(md×md) and

(A•)L
E(md×md) in step 8 to compute in step 2 for the next iteration process. Some of

the operators and truncation matrices in each loop will be kept for the calculation

of the parameters such as correlation and expectation values. This part will be

explained again in the next section. The process will finish, when convergence of

the target state eigenvalue of the superblock is reached.

New superblock

New left enlarged block New right enlarged block

New added site

Figure 3.5: Constructing the new superblock

3.2 Example: The Heisenberg Model

In this section, the infinite DMRG approach is implemented to calculate the

ground-state energy and spin correlation of antiferromagnetic Heisenberg spin-1/2

chain.

The Heisenberg spin chain [21] is used to describe magnetic systems with

interacting spins. In the antiferromagnetic phase, which the spin favors antiparallel
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arrangement, the Hamiltonian is given by

H = J
∑
<ij>

�Si.�Sj (3.21)

where < ij > means that the summation is to be taken over pair of nearest

neighbor sites only and J > 0. While, �Si(j) is the total spin operator at site i(j).

Consequently, The Hamiltonian becomes

H = J
L−1∑
i=1

�Si.�Si+1, (3.22)

when we consider in one-dimension with L length. Furthermore, the spin opera-

tors can be written as

�S = Ŝx + Ŝy + Ŝz,

Ŝ+ = Ŝx + iŜy,

Ŝ− = Ŝx − iŜy, (3.23)

where Ŝ+ and Ŝ− are the raising and lowering operators respectively. They affect

on the z component of the spin angular momentum by �.

Let | ↑〉( | ↓〉) be the eigenstate of operator Ŝz with eigenvalue 1
2
(−1

2
), i.e.

Ŝz| ↑〉 = 1
2
| ↑〉 and Ŝz| ↓〉 = −1

2
| ↓〉. The raising and lowering operators operate

on these bases can be written as

Ŝ+| ↑〉 = 0, Ŝ+| ↓〉 = �| ↑〉,
Ŝ−| ↓〉 = 0, Ŝ−| ↑〉 = �| ↓〉. (3.24)

The commutation relations are

[Ŝ+, Ŝ−] = 2Ŝz, (3.25)

[Ŝz, Ŝ±] = ±Ŝ±, (3.26)

and

[�S2, Ŝ±] = 0. (3.27)
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From the above equations, the scalar product of the spin operators becomes

�Si · �Si+1 = Ŝz
i · Ŝz

i+1 +
1

2
(Ŝ+

i · Ŝ−
i+1 + Ŝ−

i · Ŝ+
i+1). (3.28)

In this model for spin 1/2, each site has spin S =1/2, so the number of states per

site is 2S + 1 = 2. Therefore, all the corresponding on-site spin operators can be

expressed as 2 × 2 matrices as

Ŝ+ =

⎛
⎝ 0 1

0 0

⎞
⎠ , Ŝ− =

⎛
⎝ 0 0

1 0

⎞
⎠ , Ŝz =

1

2

⎛
⎝ 1 0

0 −1

⎞
⎠ , (3.29)

where we put � = 1. A unit matrix in one site is

δ =

⎛
⎝ 1 0

0 1

⎞
⎠ , (3.30)

which is used to expand the system for the DMRG algorithm. To demonstrate

the calculation using the DMRG algorithm, we will follow Section 3.2.

Step 1 We construct the left enlarged block having one site from the sys-

tem block and one site from added site. The on-site Hamiltonian matrix can be

enlarged by performing direct product with a unit matrix, HS(2×2) ⊗ δ2×2. The

Hamiltonian of the left enlarged block is written as

HL
E(4×4) = HS(2×2)⊗δ(2×2)+Ŝz

S(2×2)⊗Ŝz
•(2×2)+

1

2
(Ŝ+

S(2×2)⊗Ŝ−
•(2×2)+Ŝ−

S(2×2)⊗Ŝ+
•(2×2))

(3.31)

where subscript •, S and E of each operators indicate where operators act to the

added site, the system block and the enlarged block, respectively. Furthermore,

the dimension of them are shown in bracket subscripts. Eq. (3.31) is shown in a

matrix form as

HL
E =

⎛
⎝ 0 0

0 0

⎞
⎠ ⊗

⎛
⎝ 1 0

0 1

⎞
⎠

+
1

4

⎡
⎣

⎛
⎝ 1 0

0 −1

⎞
⎠ ⊗

⎛
⎝ 1 0

0 −1

⎞
⎠

⎤
⎦

+
1

2

⎡
⎣

⎛
⎝ 0 1

0 0

⎞
⎠ ⊗

⎛
⎝ 0 0

1 0

⎞
⎠ +

⎛
⎝ 0 0

1 0

⎞
⎠ ⊗

⎛
⎝ 0 1

0 0

⎞
⎠

⎤
⎦ (3.32)
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then we get

HL
E =

1

4

⎛
⎜⎜⎜⎜⎜⎜⎝

1 0 0 0

0 −1 2 0

0 2 −1 0

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎠

. (3.33)

In Eq. (3.31), HS is a zero matrix owing to the system block having only one site.

Accordingly, the interaction of two spins has never occurred.

Step 2 The superblock Hamiltonian is constructed by the left and right

enlarged block. Before starting this process, we will define the right enlarged

block HR
E from the left enlarged block HL

E as

HR
E = (HL

E)†. (3.34)

To link two enlarged blocks for creating the superblock, the sites at the edge of

two enlarge blocks are considered. They are the added sites of the left enlarged

block and the right enlarged block. The corresponding operators of the added site

of the left enlarged block can be obtained by

(Ŝ+
• )L

E(4×4) = δ(2×2) ⊗ Ŝ+
•(2×2),

(Ŝ−
• )L

E(4×4) = δ(2×2) ⊗ Ŝ−
•(2×2),

(Ŝz
•)

L
E(4×4) = δ(2×2) ⊗ Ŝz

•(2×2). (3.35)

Similarly in Eq. (3.34), we can generate the operators which belong to the added

site of the right enlarged block, being

(Ŝ+
• )R

E(4×4) = {(Ŝ+
• )L

E(4×4)}†,
(Ŝ−

• )R
E(4×4) = {(Ŝ−

• )L
E(4×4)}†,

(Ŝz
•)

R
E(4×4) = {(Ŝz

•)
L
E(4×4)}†. (3.36)

The superblock Hamiltonian is constructed by Eqs. (3.34), (3.35) and (3.36).

Then, it is defined as

Hsuper(16×16) = HL
E(4×4) ⊗ δ(4×4) + δ(4×4) ⊗ HR

E(4×4)
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+
1

4

[
(Ŝz

•)
L
E(4×4) ⊗ (Ŝz

•)
R
E(4×4)

]
(3.37)

+
1

2

[
(Ŝ+

• )L
E(4×4) ⊗ (Ŝ−

• )R
E(4×4) + (Ŝ−

• )L
E(4×4) ⊗ (Ŝ+

• )R
E(4×4)

]
.

The matric form of the superblock Hamiltonian Hsuper(16×16) is written as

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0.25 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0.5 −0.25 0 0.5 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0.25 0 0.5 0 0 0 0 0 0 0 0 0 0

0 0 0.5 0 −0.25 0 0 0 0.5 0 0 0 0 0 0 0

0 0 0 0.5 0 −0.75 0.5 0 0 0.5 0 0 0 0 0 0

0 0 0 0 0 0.5 −0.25 0 0 0 0.5 0 0 0 0 0

0 0 0 0 0 0 0 0.25 0 0 0 0.5 0 0 0 0

0 0 0 0 0.5 0 0 0 0.25 0 0 0 0 0 0 0

0 0 0 0 0 0.5 0 0 0 −0.25 0.5 0 0 0 0 0

0 0 0 0 0 0 0.5 0 0 0.5 −0.75 0 0.5 0 0 0

0 0 0 0 0 0 0 0.5 0 0 0 −0.25 0 0.5 0 0

0 0 0 0 0 0 0 0 0 0 0.5 0 0.25 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0.5 0 −0.25 0.5 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.25 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(3.38)

Step 3 After Hsuper, Eq. (3.38), is diagonalized, we obtain the lowest eigen-

value which is the ground-state energy E0 as -1.616 eV, and corresponding eigen-

vector which is the ground-state wave function |ψ0〉. The ground-state wave func-
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tion are expressed as

|ψ0〉 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

0

0

−0.14943

0

0.55768

−0.40825

0

0

−0.40825

0.55768

0

−0.14943

0

0

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (3.39)

Eq. (3.9), Eq. (3.39) is then transformed to a square matrix,

|ψ0〉4×4 =

⎛
⎜⎜⎝

0 0 0 −0.14943

0 0.55768 −0.40825 0

0 −0.40825 0.55768 0

−0.14943 0 0 0

⎞
⎟⎟⎠ . (3.40)

After we get |ψ0〉4×4, it will be used to construct the density matrix from Eq. (3.9)

as

ρ =

⎛
⎜⎜⎝

0.022329 0 0 0

0 0.47767 −0.45534 0

0 −0.45534 0.47767 0

0 0 0 0.022329

⎞
⎟⎟⎠. (3.41)

Step 4 In order to decide which states of the left enlarged block are the most

important for the ground state of the superblock, one diagonalizes the density

matrix Eq. (3.41). Then, we get wα and |uα〉 being

w1 = 0.93301 w2 = 0.022329 w3 = 0.022329 w4 = 0.022329

|u1〉 =

⎛
⎜⎜⎝

0

0.70711

−0.70711

0

⎞
⎟⎟⎠, |u2〉 =

⎛
⎜⎜⎝

−0.51873

0.48311

0.48311

−0.51393

⎞
⎟⎟⎠, |u3〉 =

⎛
⎜⎜⎝

0.27334

−0.30904

−0.30904

−0.8569

⎞
⎟⎟⎠, |u4〉 =

⎛
⎜⎜⎝

0.81006

0.41364

0.41364

−0.039962

⎞
⎟⎟⎠

.

(3.42)

Then, we get w1 > w2 > w3 > w4.
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Step 5 If assume that they are non-degenerate states and the truncation

matrices are created by keeping only three states, then the error occurs because

of the disappearing of |u4〉. Therefore, from Eq. (3.15), the truncation matrix O

for m = 3 is given by

O3×4 =

⎛
⎝

0 0.70711 −0.70711 0

−0.51873 0.48311 0.48311 −0.51393

0.27334 −0.30904 −0.30904 −0.8569

⎞
⎠. (3.43)

For each iteration, O is kept and labeled with an index to be used to calculate the

expectation value of operators such as spin correlation.

Step 6 We will truncate all operators of the left enlarged block to make a

new system block. The processes are

H
L(new)
S(3×3) = O3×4H

L
E(4×4)O

†
4×3,

(Ŝ+
• )

L(new)
S(3×3) = O3×4(Ŝ

+
• )L

E(4×4)O
†
4×3,

(Ŝ−
• )

L(new)
S(3×3) = O3×4(Ŝ

−
• )L

E(4×4)O
†
4×3,

(Ŝz
•)

L(new)
S(3×3) = O3×4(Ŝ

z
•)

L
E(4×4)O

†
4×3. (3.44)

Then, all of the corresponding operators become 3 × 3 matrices, and the size of

the Hilbert space is reduced from 4 to 3.

Step 7 Construct the new system block which consists of 2 sites. The

system block operators are replaced by the new system block operators which are

obtained from step 6. Therefore, the operators of the system block become

HL
S(3×3) = H

L(new)
S(3×3) ,

(Ŝ+
• )L

S(3×3) = (Ŝ+
• )

L(new)
S(3×3),

(Ŝ−
• )L

S(3×3) = (Ŝ−
• )

L(new)
S(3×3),

(Ŝz
•)

L
S(3×3) = (Ŝz

•)
L(new)
S(3×3). (3.45)

Step 8 The system block of 2 sites combined with added site becomes the

new enlarged block. The new left enlarged block operators are constructed as the
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following,

H
L(new)
E(6×6) = HL

S(3×3) ⊗ δ(2×2),

HL
E(6×6) = H

L(new)
E(6×6),

(Ŝ+
• )

L(new)
E(6×6) = δ(3×3) ⊗ Ŝ+

•(2×2),

(Ŝ+
• )L

E(6×6) = (Ŝ+
• )

L(new)
E(6×6),

(Ŝ−
• )

L(new)
E(6×6) = δ(3×3) ⊗ Ŝ−

•(2×2),

(Ŝ−
• )L

E(6×6) = (Ŝ−
• )

L(new)
E(6×6),

(Ŝz
•)

L(new)
E(6×6) = δ(3×3) ⊗ Ŝz

•(2×2),

(Ŝz
•)

L
E(6×6) = (Ŝz

•)
L(new)
E(6×6). (3.46)

Step 9 The process continues by repeating step 2 by using Eq. (3.46) to

produce the superblock Hamiltonian. Since the operators belonging to the added

site of the right enlarged block are

HR
E = (HL

E)†,

(Ŝ+
• )R

E(6×6) = {(Ŝ+
• )L

E(6×6)}†,
(Ŝ−

• )R
E(6×6) = {(Ŝ−

• )L
E(6×6)}†,

(Ŝz
•)

R
E(6×6) = {(Ŝz

•)
L
E(6×6)}†. (3.47)

Then, the superblock Hamiltonian resembles to Eq. (3.38). However, the dimen-

sion of the matrix has been changed according to the size of Hilbert space. Thus

it becomes

Hsuper(36×36) = HL
E(6×6) ⊗ δ(6×6) + δ(6×6) ⊗ HR

E(6×6)

+
1

4

[
(Ŝz

•)
L
E(6×6) ⊗ (Ŝz

•)
R
E(6×6)

]
(3.48)

+
1

2

[
(Ŝ+

• )L
E(6×6) ⊗ (Ŝ−

• )R
E(6×6) + (Ŝ−

• )L
E(6×6) ⊗ (Ŝ+

• )R
E(6×6)

]
.

Hence in step 3, the ground state becomes |ψ0〉36×1 which is transformed to the

square matrix being |ψ0〉6×6. The density matrix equivalents to ρ6×6. When ρ
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is diagonalized, we will get wα and |uα〉6×1, where α = 1, . . . , 6. In step 5

three states are kept according to the number of kept states m=3. Therefore, the

truncation matrix is equal to O3×6. For this reason, the truncation in the next

step affects to all of the operators of the system block having the matrix dimension

being 3 × 3. Consequently, the dimension matrices of the enlarged block (being

6 × 6) and superblock (being 36 × 36) are constant in every loop until the end of

the process. The iteration process will finish when convergence of the ground-state

energy has been reached. Another way to stop iteration is that the define system

size has been reached. However, the system size should large enough to ensure the

convergence.

3.3 Measurement

In this section, measurement processes by using the DMRG algorithm are demon-

strated. Both the ground-state energy and the spin correlation are described.

Moreover, the measurement results from the Heisenberg spin chain model in the

last chapter are represented. Furthermore, the results from the Matlab program

have been compared with the exact result from the calculation of Bethe ansatz

[19].

3.3.1 Ground state energy

When the superblock Hamiltonian is diagonalized, the ground-state energy is de-

termined every time. The convergence of ground-state energy of iteration process

leads to the true ground-state energy of the total system. Above all, the accuracy

of the ground-state energy depends on the number of kept states. From Figure

3.6, this calculation are calculated by the length of sites L as many as 2002 sites

(from L=2i+2 when i= 1000 being number of iteration loop). Moreover, the kept
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Figure 3.6: A DMRG calculation from The average ground energy per site for

antiferromagnetic spin 1/2 Heisenberg chain keeping various number of kept states.
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states are varied to be m = 4, 8, 14 and 18. We found that the ground-state en-

ergy will converge as the length goes to infinity. Furthermore, the result are in

good agreement with the exact result as the number of kept state m is increased.

The exact result [19] has been used to compare with these result. The difference

between the exact and DMRG calculation have been demonstrated in Table 3.1

when exact refers to the ground-state energy from the exact solution.

m Energy per site EDMRG
0 − Eexact

0

4 -0.43811 5.04 × 10−3

8 -0.44178 1.37 × 10−3

14 -0.44206 1.09 × 10−3

18 -0.44238 0.77 × 10−3

exact[19] -0.44315

Table 3.1: Difference of the average ground-state energy per site for antiferromag-

netic spin 1/2 Heisenberg chain between a DMRG calculation and the exact result

keeping different number of kept states.

The ground-state energy and the error of the ground-state energy from

DMRG algorithm at each number of kept states are shown in Table. (3.1). The

error decreases with increasing the number of kept states (m).

3.3.2 Correlations

Besides the groundstate energy, the expectation value of interested operators cor-

responding to the system can be found likewise, for example the spin correlation

operator. The calculation of the correlation operators depends on the position of

the spin in the left enlarged block as shown in Figure 3.7. When we compute the

nearest neighbor spin correlation, spin at site i in the system block and spin at

site i + 1 being added site, are considered.
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Left enlarged block

System block Added site

i 1i +

Figure 3.7: Different position of the two operators on the left enlarged block.

For example, the spin correlations are described with operators from two

different sites of the left enlarged block. That is, Ŝz
i operator acts on site i in the

system block and Ŝz
i+1 operator acts on site i + 1 in added site. Since, the ground

state has been transformed every time in each iteration. Therefore, the truncation

matrix is stored for every iteration.

To consider each operator, (Ŝz
i )

e
i+1 represents the Ŝz operator on site i of

the left enlarged block with total number of i + 1 site . Oi+1 represents truncate

matrix. Spin-spin correlation can be found in subsequent calculations. If the left

enlarged block has the chain size of i + 1, the local spin operator for site i can be

written as

(Ŝz
i )

e
i+1 = (Oi(δb ⊗ Sz)O†

i ) ⊗ δd, (3.49)

where δb and δd are unit matrices corresponding to the system block and added

sites matrix in each iteration respectively. Also the spin operator for added site is

written as

(Ŝz
i+1)

e
i+1 = δb ⊗ Sz. (3.50)

Then, the spin correlation is

(Ŝz
i Ŝ

z
i+1)

e
i+1 = (Oi(δb ⊗ Sz)O†

i ) ⊗ δd)(δb ⊗ Sz). (3.51)

Thus if |ψ0〉 is the ground state, the spin correlation can be calculated as

〈ψ0|Ŝz
i Ŝ

z
j |ψ0〉 ⇒ 〈Ŝz

i Ŝ
z
j 〉. (3.52)



45

After we get the operator at each site of the system, the correlation at the ground

state can be calculated as

〈Sz
i S

z
i+1〉 = 〈ψ0|(Sz

i S
z
i+1)

e
i+1 ⊗ δR

E |ψ0〉 (3.53)

where δR
E is a unit matrix having size the same as the dimension of right enlarged

block.



CHAPTER IV

GROUND STATE PROPERTIES

OF THE SPINLESS

TWO-ORBITAL HUBBARD

MODEL IN ONE DIMENSION

In this chapter the ground state of Hamiltonian in Chapter two, which is

derived from Hubbard model in the large-U limit at half-filling, has been calculated

in one dimension by using infinite DMRG algorithm. We start with the definition

of hopping amplitudes by introducing the condition of manganite compounds and

using DMRG algorithm to calculate the ground state of the effective Hamiltonian

for one-dimensional spinless orbital Hubbard model. A comparison between the

Heisenberg spin chain and spinless orbital Hubbard chain is presented, including

the calculation of ground-state energy of spinless orbital Hubbard at various axes (

x-, y- and z- axis). Finally, the orbital orders and correlations of electronic ground

state are described.

4.1 Definition of Hopping Amplitude

In this section, the parameters which correspond to the hopping terms are de-

scribed. The processes of electronic hopping leading to the calculation of hopping
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amplitudes for transition metal oxide have been explained by Slater and Koster

in [23]. Especially, the hopping processes in manganite compound in Figure 2.1

with Perovkite structure in which the manganese ions are surrounded by oxygen

ions, are investigated. The important phenomena occur when the orbital degrees

of freedom of electron are considered. The exchange of electrons among neighbor

sites of manganese ions occurs as the p-orbitals of the oxygen ions and d-orbitals of

manganese ions overlap. Hence, one of the important parameters are the pdσ bond

which is the overlap integral between the dσ and pσ orbitals. Additional informa-

tion can be found in the original paper by Slater and Koster [23]. In this paper,

the effective hopping amplitude of electrons between two nearest manganese ions

via the oxygen ion orbitals along the x-axis, y-axis and z-axis can be written as

txaa =
3

4
(pdσ)2,

txbb =
1

4
(pdσ)2,

txab = −
√

3

4
(pdσ)2, (4.1)

tyaa =
3

4
(pdσ)2,

tybb =
1

4
(pdσ)2,

tyab =

√
3

4
(pdσ)2, (4.2)

tzaa = 0,

tzbb = (pdσ)2,

tzab = 0, (4.3)

where a denotes x2 − y2 orbital and b denotes 3z2 − r2 orbital. By using t0 which

is defined as t0 = (pdσ)2, the hopping amplitude along the x- and y- axis can be

rewritten as follows:

x-axis

txab = txba = −
√

3

4
t0,

txaa = αtxab = −
√

3txab,
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txbb = βtxab = − 1√
3
txab, (4.4)

y-axis

tyab = tyba =

√
3

4
t0,

tyaa = αtyab =
√

3tyab,

tybb = βtyab =
1√
3
tyab. (4.5)

We let taa = αtab and tbb = βtab, and tab = tba = t and the eigenvalue of n̂ is 1.

Then Eq. (2.101) becomes

Heff =
∑
<ij>

{2t2

U
(α2 + β2)(τ̂ z

i τ̂ z
j − 1

4
) − 4t2

U
(τ̂ z

i τ̂ z
j +

1

4
)

+
2t2

U
(τ̂−

i τ̂−
j + τ̂+

i τ̂+
j ) +

2t2αβ

U
(τ̂+

i τ̂−
j + τ̂−

i τ̂+
j )

+
2t2

U
(α − β)

{
τ̂+
i τ̂ z

j + τ̂ z
i τ̂+

j + τ̂−
i τ̂ z

j + τ̂ z
i τ̂−

j

}}. (4.6)

However of the special case in z-axis, Heff has been modified since tzaa = tzab =

tzba = 0 and tzbb = t0, and it is given by

Heff =
2

U
(tzbb)

2(τ̂ z
i τ̂ z

j − n̂in̂j

4
). (4.7)

4.2 DMRG for Spinless Orbital Hubbard Model

In this section, the DMRG for spinless orbital Hubbard model is described in the

first loop. The effective Hamiltonian is separated into two cases; along x- or y- axis

and along z- axis. For example, we begin with the construction of Hamiltonian for

the left enlarge block which contains the system block and added site as in Figure

3.1. For the case of electrons hopping along x- or y- axis, it is written as

HL
E = HS ⊗ δ• +

2t2

U
(α2 + β2){τ̂ z

S ⊗ τ̂ z
• − 1

4
(δS ⊗ δ•)} +

2t2

U
{τ̂−

S ⊗ τ̂−
• + τ̂+

S ⊗ τ̂+
• }

+
2t2αβ

U
{τ̂+

S ⊗ τ̂−
• + τ̂−

S ⊗ τ̂+
• } −

4t2

U
{τ̂ z

S ⊗ τ̂ z
• +

1

4
(δS ⊗ δ•)}

+
2t2

U
(α − β){τ̂+

S ⊗ τ̂ z
• + τ̂ z

S ⊗ τ̂+
• + τ̂−

S ⊗ τ̂ z
• + τ̂ z

S ⊗ τ̂ z
• }, (4.8)
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which are shown in matrix form in the first loop of Matlab programming in Eqs.

(D.1) and (D.2) following the direction of an electron hopping. For moving along

z-axis it becomes

HL
E = HS ⊗ δ• +

2

U
(τ̂ z

bb)
2{τ̂ z

S ⊗ τ̂ z
• +

1

4
(δS ⊗ δ•)}. (4.9)

Where subscripts S and • refer to the pseudo spin operator in the system block

and the added site, respectively. Moreover from Eqs. (4.8) and (4.9), HS is the

Hamiltonian in the system block. The matrix form of the left enlarged block for

an electron hopping along z-axis is denoted in Eq. (D.3).

To construct the superblock Hamiltonian, the Hamiltonian of two enlarged

blocks, the left and right enlarged blocks, are considered. Hence, we will construct

the connecting point between the left and right enlarged blocks via operators at

the added sites. Then, operations at the added site of the left enlarged block are

given by

(τ̂+
• )R

E = δS ⊗ τ̂+
• ,

(τ̂−
• )R

E = δS ⊗ τ̂−
• ,

(τ̂ z
• )R

E = δS ⊗ τ̂ z
• . (4.10)

According to Eqs. (3.4) and (3.5), the Hamiltonian and the operators at the added

site of the right enlarged block can be written as

HR
E = δ• ⊗ HS +

2

U
(τ̂ z

bb)
2{τ̂ z

• ⊗ τ̂ z
S +

1

4
(δ• ⊗ δS)}

(τ̂+
• )R

E = τ̂+
• ⊗ δS,

(τ̂−
• )R

E = τ̂−
• ⊗ δS,

(τ̂ z
• )R

E = τ̂ z
• ⊗ δS. (4.11)

So, they can be written in form of left enlarged block as

HR
E = (HL

E)†,
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(τ̂+
• )R

E = ((τ̂+
• )L

E)†,

(τ̂−
• )R

E = ((τ̂−
• )L

E)†,

(τ̂ z
• )R

E = ((τ̂ z
• )L

E)†. (4.12)

Consequently, the superblock Hamiltonian, which is created from two enlarged

blocks for the case of electrons moving along x- or y-axis cases, is given by

Hsuper = HL
E ⊗ δR

E + δL
E ⊗ HR

E

+
2t2

U
(α2 + β2){(τ̂ z

• )L
E ⊗ (τ̂ z

• )R
E − 1

4
(δL

E ⊗ δR
E)}

+
2t2

U
{(τ̂−

• )L
E ⊗ (τ̂−

• )R
E + (τ̂+

• )L
E ⊗ (τ̂+

• )R
E}

+
2t2αβ

U
{(τ̂+

• )L
E ⊗ (τ̂−

• )R
E + (τ̂−

• )L
E ⊗ (τ̂+

• )R
E}

− 4t2

U
{(τ̂ z

• )L
E ⊗ (τ̂ z

• )R
E +

1

4
(δL

E ⊗ δR
E)}

+
2t2

U
(α − β){(τ̂+

• )L
E ⊗ (τ̂ z

• )R
E + (τ̂ z

• )L
E ⊗ (τ̂+

• )R
E

+ (τ̂−
• )L

E ⊗ (τ̂ z
• )R

E + (τ̂ z
• )L

E ⊗ (τ̂ z
• )R

E}. (4.13)

When an electron hops in x- and y-axis, the matrices form of the superblock

Hamiltonian are shown in Eqs. (D.4) and (D.5). For the case of electron moving

along z-axis, the superblock Hamiltonian can be written as

Hsuper = HL
E ⊗ δR

E + δL
E ⊗ HR

E

+
2t2bb
U

{(τ̂ z
• )L

E ⊗ (τ̂ z
• )R

E − 1

4
(δL

E ⊗ δR
E)}. (4.14)

The matrix form of the superblock in this case is shown in Eq. (D.6). When we

get the superblock Hamiltonian, it is diagonalized to find the ground-state wave

function and ground-state energy. After, the optimized states are found by using

the density matrix method. The truncation matrix can be constructed by the

optimized state. The truncation matrix is used to transform the operators in the

left enlarged block:

HS = OHL
EO†,
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τ̂+
S = O(τ̂+

• )L
EO†,

τ̂−
S = O(τ̂−

• )L
EO†,

τ̂ z
S = O(τ̂ z

• )L
EO†. (4.15)

Furthermore, these operators, which have been truncated, are used as the opera-

tors in the system block in the next iteration. When the convergence of ground-

state energy (in the superblock) is reached, we will get the ground-state energy

and ground-state wave function of the total system.

4.3 Comparing of Orbital and Spin Model

In this section, we will check the orbital model by defining its parameter similar to

the case of the spin model. Evidently, the difference of the orbital and spin model

are the off-diagonal hopping amplitudes. Moreover, the hopping amplitude of spin

model is isotopic because the directions of spin do not effect the hopping amplitude

while the hopping amplitude of orbital model is either isotopic or anisotropic

depending on the occupation of electronic orbital. Obviously, the orbital model

can be reduced to the spin model by defining hopping amplitude parameter as

taa = tbb = t and tab = tba = 0. Hence the effective H is written as

Heff =
4t2

U
(τ̂ z

i τ̂ z
j − 1

4
) +

2t2

U
(τ̂+

i τ̂−
j + τ̂−

i τ̂+
j )

=
4t2

U
(τ̂ z

i τ̂ z
j +

1

2
(τ̂+

i τ̂−
j + τ̂−

i τ̂+
j ) − 1

4
)

=
4t2

U
(�τi.�τj − 1

4
). (4.16)

Evidently, the effect of 1
4

in bracket can be neglected because it is constant. As a

reason, the ground-state energy of the Heisenberg spin chain model and the orbital

model can be compared as in Figure 4.1.
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Figure 4.1: Comparison of ground state of Spin model and Orbital model using

DMRG by keeping 16 states.
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4.4 Ground State Energy

The ground-state energy of the spinless orbital Hubbard model with DMRG cal-

culations are computed in each axis (x-, y- and z-axis). The conditions of hopping

amplitudes are mentioned earlier. We have found that the calculated ground-state

energies of all axes are equivalent. When we use pdσ bond to be −1.97 eV and

U = 4 eV [25] and the number of sites to be 2002 (i=1000 and site=2i+2). This

number of sites is large enough to ensure the convergence to the ground-state

energy. The convergent to the ground state are reached which can be seen from

Figure 4.2. Moreover, this result is extrapolated to the thermodynamic limit as

1
N

−→ 0 shown in Figure 4.3., which the ground-state energy is -3.7635 eV.

4.5 Order Parameters

In this work we will focus on the change of orbital degrees of freedom in the

ground state then the crucial considered parameters are the orbital correlation

[6, 7]. Possible types of orbital ordering will be calculated by operator τ̂ z
i (θ) in the

ground state where index i indicates the site number in the chain and parameter

θ is the rotating angle of the new basis |ã〉 and |b̃〉 from original starting basis |a〉
and |b〉. Operator τ̂ z

i (θ) is pseudo-spin operators correspond to the basis states

|ã〉, |b̃〉 and τ̂ z
i is pseudo-spin operators correspond to the |a〉 and |b〉. The relation

between new and old bases is
⎛
⎝ |ã〉

|b̃〉

⎞
⎠ =

⎛
⎝ cos θ sin θ

− sin θ cos θ

⎞
⎠

⎛
⎝ |a〉

|b〉

⎞
⎠ . (4.17)
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Figure 4.2: Ground-state energy per site of the one-dimension spinless orbital

Hubbard model are plotted in three axis, namely x-, y- and z-axis with 16 kept

states and 2002 sites of infinite DMRG algorithm. The optimum of a number

of iteration are considered from the time of calculation and the convergence of

ground-state energy.
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Figure 4.3: The extrapolation is used to finding the ground-state energy as N →
∞.
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The pseudo-spin operators are defined as

τ̂ z
i (θ) = τ̂ z

i cos 2θ + τ̂x
i sin 2θ, (4.18)

τ̂ z
i =

1

2
(nia − nib), (4.19)

τ̂x
i =

1

2
(c†ibcia + c†iacib). (4.20)

We are interested in the orbital correlation. It is the expectation value of the

operator τ̂ z
i (θi)τ̂

z
j (θj) which is defined as

τ̂ z
i (θi)τ̂

z
j (θj) = τ̂ z

i τ̂ z
j cos 2θi cos 2θj + τ̂x

i τ̂x
j sin 2θi sin 2θj

+ τ̂ z
i τ̂x

j cos 2θi sin 2θj + τ̂x
i τ̂ z

j sin 2θi cos 2θj. (4.21)

The event of strong orbital correlation between site i and j emerges when the

expectation value of this operator is maximum or minimum. For maximum ex-

pectation value, it is highly possible that the electrons occupy the orbital |ãi〉(|b̃i〉)
at site i and orbital |ãj〉(|b̃j〉) at site j simultaneously. Similarly, for the minimum

expectation value this event should have electrons occupy on the orbital |ãi〉(|b̃i〉)
at site i and orbital |b̃j〉(|ãj〉) at site j simultaneously.

4.6 Orbital Correlation

In this section we discuss the nearest-neighbor orbital correlations at position

j − i = 1. This result is calculated by DMRG method and kept only 16 states

which are shown in Figure 4.4, 4.5 and 4.6 in x-, y- and z- axis respectively. The

hopping amplitudes are defined according to the electronic hopping on each axis

and pdσ is set to be -1.97 eV [25], which is the value of pdσ bonding between

d-orbital of Mn atom and p-orbital of O atom.

The expectation values 〈τ̂ z
i (θi)τ̂

z
j (θj)〉 at ground state have been shown in

Figure 4.4, 4.5 and 4.6 as the following. The results that appear in these graphs

can be analyzed and discussed. For example in Figure 4.4, the maximum of the
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expectation value of pseudo-spin correlation operator is 0.25. At this point, both

θi and θj are found to be 60◦ and 150◦, respectively. The linear combination of

states |a〉 and |b〉 is calculated according to Eq. (4.17). They can be written as

|ãi〉 = cos 60|a〉 + sin 60|b〉,
|b̃i〉 = − sin 60|a〉 + cos 60|b〉, (4.22)

and

|ãj〉 = cos 150|a〉 + sin 150|b〉,
|b̃j〉 = − sin 150|a〉 + cos 150|b〉. (4.23)

Then, they are

|ãi〉 =
1

2
|a〉 +

√
3

2
|b〉,

|b̃i〉 = −
√

3

2
|a〉 +

1

2
|b〉, (4.24)

and

|ãj〉 = −
√

3

2
|a〉 +

1

2
|b〉,

|b̃j〉 = −1

2
|a〉 −

√
3

2
|b〉. (4.25)

According to Eqs. (4.24) and (4.25) we found that

|ãj〉 = |b̃i〉,
|b̃j〉 = −|ãi〉. (4.26)

We can define the new notations as

|ãi〉 = −|b̃j〉 = | ↑〉,
|b̃i〉 = |ãj〉 = | ↓〉. (4.27)
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The positive peak at θi = 60◦ and θj = 150◦ show that the electrons occupies two

possible basis either |ãiãj〉 or |b̃ib̃j〉. When ↑ and ↓ are replaced in both |ãiãj〉 and

|b̃ib̃j〉, it is shown that these states are antiferro-orbital state as

|ãiãj〉 = | ↑↓〉,
|b̃ib̃j〉 = −| ↓↑〉. (4.28)

Thus, we can conclude that it has antiferro-orbital correlation between two nearest

neighbor sites when we consider hopping of electrons along x-axis at the ground

state.

Similarly, the orbital correlation of the case of Figure 4.4, 4.5 and 4.6 are

summarized in Table (4.1).
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Figure 4.4: A plot of 〈τ̂ z
i (θi)τ̂

z
j (θj)〉 on x-axis in θi and θj space.
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Figure 4.5: A plot of 〈τ̂ z
i (θi)τ̂

z
j (θj)〉 on y-axis in θi and θj space.
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Figure 4.6: A plot of 〈τ̂ z
i (θi)τ̂

z
j (θj)〉 on z-axis in θi and θj space.
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Table 4.1: DMRG calculation of the orbital correlation for ground state at one

dimension setting the number of sites to be 2002 and considering peaks from Figure

4.4, 4.5 and 4.6, θi and θj are chosen from the maximum of the expectation value

of the pseudo-spin correlation operator.

Axis θi θj Occupied orbital (i) Occupied orbital (j) Orbital

at site i at site j correlation

X 60◦ 150◦ 1
2
|a〉 +

√
3

2
|b〉 −

√
3

2
|a〉 + 1

2
|b〉 AF

−
√

3
2
|a〉 + 1

2
|b〉 −(1

2
|a〉 +

√
3

2
|b〉) AF

Y 30◦ 120◦
√

3
2
|a〉 + 1

2
|b〉 −1

2
|a〉 +

√
3

2
|b〉 AF

−1
2
|a〉 +

√
3

2
|b〉 −(

√
3

2
|a〉 + 1

2
|b〉) AF

Z 0◦ 90◦ |a〉 |b〉 AF

|b〉 −|a〉 AF

*AF=Antiferro-orbital

Shape of electron wave functions of the states in Table (4.1) are shown in

Figure 4.7, 4.8 and 4.9.
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Figure 4.7: Shape of electron density of states ±(1
2
|a〉 +

√
3

2
|b〉) = ±(1

2
(x2 − y2) +

√
3

2
(3z2 − r2)) and −

√
3

2
|a〉 + 1

2
|b〉 = −

√
3

2
(x2 − y2) + 1

2
(3z2 − r2).
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√

3
2
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3

2
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1
2
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2
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√
3

2
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2
(x2 − y2) +

√
3

2
(3z2 − r2).
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Figure 4.9: Shape of electron density of states ±|a〉 = ±(x2−y2) and |b〉 = 3z2−r2.



CHAPTER V

SUMMARY AND

CONCLUSION

In this thesis we have been able to derive the effective model for strongly

correlated electrons in two-fold degenerate eg band. This model consists of the

orbital degrees of freedom in the absence of spin degrees of freedom in large-U limit

and half-filling, namely the two orbital Hubbard model. This model has been

realized in the system with ferromagnetic metallic phase of several metal oxide

compounds. Afterward, the ground-state properties of the effective Hamiltonian

in one-dimension have been calculated.

We start with the Hubbard Hamiltonian for the electron in transition metal

oxides with perovskite structure. Accordingly, the orbital degrees of freedom is

added in this effective model. On the other hand, the spin degrees of freedom

can be neglected since the spin arrangement of electrons of Mn ions are the ferro-

magnetic. Moreover, the effective Hamiltonian can be derived in the form of the

pseudo-spin operator with the aid of canonical transformation. This transforma-

tion has separated the overlapped states occurring from the hopping of electron

between nearest neighbor sites. As a result the doubly occupied and singly occu-

pied states can be separated. We choose the effective Hamiltonian that operates

on the single occupied states only.

We have used the infinite DMRG algorithm as the numerical method to

study the ground-state properties of the interested system. It is constructed and
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tested with the spin 1/2 Heisenberg model in which the exact result for one-

dimension nearest neighbor sites interacting system has been known. In this work,

the number of kept states is 16 states and the number of iterations is 1000, meaning

that the number of sites is 2002 which is enough for the ground-state to converge.

When we compare the results from our program with the exact result, we get

satisfactory results.

In addition, the hopping amplitudes are crucial parameters to find the

ground-state properties of the two orbital Hubbard model. These are defined

according to the manganite system. However, we have only operated the effective

Hamiltonian in one-dimension. Then, the hopping amplitude parameters in each

axis (x- ,y- and z- axes) are considered. In this work, pdσ = −1.97 eV is used.

The infinite DMRG method is used with this model to calculate the ground-state

energy and the ground-state wave function. We have found that the ground-state

energy are equivalent for the electrons moving in x-, y- or z-axis. The ground-state

energy has been found to be −3.7635 eV. The ground-state wave function is used

to calculate the nearest neighbor orbital correlation. The evidence suggests that

these correlations are in antiferro-orbital phase in the orbital pseudo-spin space in

all axes.

The complexity of the interested model in the general cases, such as in-

cluding the spin degree of freedoms as well as the difficulties to understand and

program the DMRG algorithm in higher dimensions, lead to the restricted con-

ditions such as the large-U limit and half filling in one dimension. Furthermore,

infinite DMRG algorithm has been programmed with MATLAB and has been run

in a personal computer then the numbers of kept states are restricted due to the

memory and speed of the computer, therefore affecting the accuracy of the ground

state. However, the result is satisfied because the ground state of this system is

reasonably converged.

Although we have only studied the system in one dimension, it provides
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us an opportunity to study the basic many-body quantum systems and to use a

numerical method to solve the interesting problem. For the future this work would

be implemented in the higher dimensions (2D and 3D) which will provide results

resemble to real systems in the thermodynamic limit.
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APPENDIX A

HUBBARD OPERATORS

When we consider the electron states before and after the hopping, the process can

be described via Hubbard operator. For example, notation of Hubbard operator

show that an a-state becomes a b-state at the same site j after the hopping process

Xb←a
j = |b〉jj 〈a| (A.1)

which all events will be written

Xa←a
j = |a〉jj 〈a| ,

Xa←b
j = |a〉jj 〈b| ,

Xb←b
j = |b〉jj 〈b| ,

Xd←a
j = |d〉jj 〈a| ,

Xd←b
j = |d〉jj 〈b| ,

Xa←d
j = |a〉jj 〈d| ,

Xb←d
j = |b〉jj 〈d| ,

Xa←0
j = |a〉jj 〈0| ,

Xb←0
j = |b〉jj 〈0| ,

X0←a
j = |0〉jj 〈a| ,

X0←b
j = |0〉jj 〈b| , (A.2)

where |a〉 and |b〉 denote the basis of occupation of an electron in a and b orbital

respectively. Products of Hubbard operators behave like

Xc←f
j Xb←a

j = δbfX
c←f
j Xb←a

j = Xc←a
j . (A.3)

In this thesis, the orbital Hubbard model in the large-U limit and half-filled are

written in creation and annihilation operators, which are substituted with the
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Hubbard operators form as

c†ja = Xa←0
j + Xd←b

j , (A.4)

c†jb = Xb←0
j − Xd←a

j , (A.5)

cja = X0←a
j + Xb←d

j , (A.6)

cjb = X0←b
j − Xa←d

j . (A.7)

These equations series can be expressed as

c†jσ = Xσ←0
j + η(σ)Xd←−σ (A.8)

cjσ = X0←σ
j + η(σ)X−σ←d (A.9)

where η(σ) is defined depending on σ

η(σ) =

⎧⎨
⎩

+1 if σ = a

−1 if σ = b.
(A.10)

Another form that the Hubbard operators link with the creation and annihilation

operators are

Xa←a
i = c†iacia,

Xa←b
i = c†iacib,

Xb←a
i = c†ibcia,

Xb←b
i = c†ibcib. (A.11)
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APPENDIX B

DERIVATION

In this appendix we show the detail of some parameters used for the Canon-

ical transformation method. Furthermore, some solving processes are elucidated

for more understanding.

B.1 Choosing of S ′

The term of i[S ′, HU ] is important for the reason to choose S ′. The S ′ should

consists of H+
t and H−

t . First we consider a set of commuting operators as

[n̂ibc
†
iacja(1 − n̂jb), n̂ian̂ib] = −n̂ibc

†
iacja(1 − n̂jb), (B.1)

[n̂iac
†
ibcja(1 − n̂jb), n̂ian̂ib] = −n̂iac

†
ibcja(1 − n̂jb), (B.2)

[n̂ibc
†
iacjb(1 − n̂ja), n̂ian̂ib] = −n̂ibc

†
iacjb(1 − n̂ja), (B.3)

[n̂iac
†
ibcjb(1 − n̂ja), n̂ian̂ib] = −n̂iac

†
ibcjb(1 − n̂ja). (B.4)

We can rewrite Eqs. (B.1) - (B.4) as

[H+
taa

, HU ] = −UH+
taa

, (B.5)

[H+
tab

, HU ] = −UH+
tab

, (B.6)

[H+
tba

, HU ] = −UH+
tba

, (B.7)

[H+
tbb

, HU ] = −UH+
tbb

. (B.8)

Thus, they can be written as

[H+
t , HU ] = −UH+

t . (B.9)

Similarly,

[(1 − n̂ib)c
†
iacjan̂jb, n̂ian̂ib] = (1 − n̂ib)c

†
iacjan̂jb, (B.10)
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[(1 − n̂ia)c
†
ibcjan̂jb, n̂ian̂ib] = (1 − n̂ia)c

†
ibcjan̂jb, (B.11)

[(1 − n̂ib)c
†
iacjbn̂ja, n̂ian̂ib] = (1 − n̂ib)c

†
iacjbn̂ja, (B.12)

[(1 − n̂ia)c
†
ibcjbn̂ja, n̂ian̂ib] = (1 − n̂ia)c

†
ibcjbn̂ja, (B.13)

which they can be written as

[H−
taa

, HU ] = UH−
taa

, (B.14)

[H−
tab

, HU ] = UH−
tab

, (B.15)

[H−
tba

, HU ] = UH−
tba

, (B.16)

[H−
tbb

, HU ] = UH−
tbb

. (B.17)

Accordingly, they are given by

[H−
t , HU ] = UH−

t . (B.18)

The both UH−
t and UH+

t have the order of t (hopping amplitude). Then, we will

choose S ′ as

S ′ =
−i

U
(H+

t − H−
t ). (B.19)

B.2 Substitute S ′ in i[S ′, HU ]

Substituting S ′ from Eq. (B.19) into the operator i[S ′, HU ], it becomes

i[S ′, HU ] =
1

U
[H+

t − H−
t , HU ]

= −(H+
t + H−

t ). (B.20)

B.3 Execution with i2

2 [S, [S, HU ]]

When i2

2
[S, [S,HU ]] is substituted with S = S ′ + S ′′, it becomes

i2

2
[S ′ + S ′′, [S ′ + S ′′, HU ]] =

i2

2
[S ′, [S ′ + S ′′, HU ]] +

i2

2
[S ′′, [S ′ + S ′′, HU ]]
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=
i2

2
[S ′, [S ′, HU ]] +

i2

2
[S ′, [S ′′, HU ]]

+
i2

2
[S ′′, [S ′, HU ]] +

i2

2
[S ′′, [S ′′, HU ]] (B.21)

where the underlined terms of the right hand side can be neglected because they

are higher order than t2 when we know that S ′ and S ′′ are in the order of t and t2

respectively. The remaining terms become

i2

2
[S ′, [S ′, HU ]] = − 1

U
[H+

t − H−
t , H+

t + H−
t ]

= − 1

U
[H+

t , H−
t ]. (B.22)
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APPENDIX C

FLOW CHART OF DMRG

construct system block  

construct the right 
enlarged block

add 1 site to system  block to form the 
left enlarged block

diagonalize
density matrix

construct truncate matrix

transform the left enlarged block 
Hamiltonian by truncation matrix 
    to form a new system block

i=i+1

setup kept state 
& the number of iteration ( id)

define all operators 
in matrices from

the number of iteration is equal to
starting definition ( i = id)

i=1

startstart

construct super block

diagonalize Hamiltonian of
super block for finding the ground state

keep ground state energy 
& ground wave function

construct density matrix from
ground state wave function

endend
yes

no



APPENDIX D

HAMILTONIAN IN THE FIRST LOOP

In these results, the spinless two-orbital Hubbard model is calculated in the first loop of MATLAB programming with DMRG

algorithm. The calculation are separated in three cases following the direction of an electron hopping as the number of kept states

is 16.

D.1 Left Enlarged Block Hamiltonian

D.1.1 The Electron Hopping Along x-axis

⎛
⎜⎜⎝

−1 412 −0 81522 −0 81522 1 412

−0 81522 −2 3533 1 412 0 81522

−0 81522 1 412 −2 3533 0 81522

1 412 0 81522 0 81522 −1 412

⎞
⎟⎟⎠ (D.1)
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D.1.2 The Electron Hopping Along y-axis

⎛
⎜⎜⎝

−1 412 0 81522 0 81522 1 412

0 81522 −2 3533 1 412 −0 81522

0 81522 1 412 −2 3533 −0 81522

1 412 −0 81522 −0 81522 −1 412

⎞
⎟⎟⎠ (D.2)

D.1.3 The Electron Hopping Along z-axis

⎛
⎜⎜⎝

0 0 0 0

0 −3 7653 0 0

0 0 −3 7653 0

0 0 0 0

⎞
⎟⎟⎠ (D.3)
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D.2 Superblock Hamiltonian

D.2.1 The Electron Hopping Along x-axis

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−4 236 −0 81522 −1 6304 1 412 −1 6304 0 1 412 0 −0 81522 0 0 0 1 412 0 0 0

−0 81522 −5 1774 1 412 0 0 −1 6304 0 1 412 0 −0 81522 0 0 0 1 412 0 0

−1 6304 1 412 −6 1187 0 81522 1 412 0 0 0 0 0 −0 81522 0 0 0 1 412 0

1 412 0 0 81522 −5 1774 0 1 412 0 0 0 0 0 −0 81522 0 0 0 1 412

−1 6304 0 1 412 0 −6 1187 −0 81522 0 1 412 1 412 0 0 0 0 81522 0 0 0

0 −1 6304 0 1 412 −0 81522 −7 06 1 412 1 6304 0 1 412 0 0 0 0 81522 0 0

1 412 0 0 0 0 1 412 −6 1187 0 81522 0 0 1 412 0 0 0 0 81522 0

0 1 412 0 0 1 412 1 6304 0 81522 −5 1774 0 0 0 1 412 0 0 0 0 81522

−0 81522 0 0 0 1 412 0 0 0 −5 1774 −0 81522 −1 6304 1 412 0 0 1 412 0

0 −0 81522 0 0 0 1 412 0 0 −0 81522 −6 1187 1 412 0 0 0 0 1 412

0 0 −0 81522 0 0 0 1 412 0 −1 6304 1 412 −7 06 0 81522 1 412 0 1 6304 0

0 0 0 −0 81522 0 0 0 1 412 1 412 0 0 81522 −6 1187 0 1 412 0 1 6304

1 412 0 0 0 0 81522 0 0 0 0 0 1 412 0 −5 1774 −0 81522 0 1 412

0 1 412 0 0 0 0 81522 0 0 0 0 0 1 412 −0 81522 −6 1187 1 412 1 6304

0 0 1 412 0 0 0 0 81522 0 1 412 0 1 6304 0 0 1 412 −5 1774 0 81522

0 0 0 1 412 0 0 0 0 81522 0 1 412 0 1 6304 1 412 1 6304 0 81522 −4 236

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(D.4)
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D.2.2 The Electron Hopping Along y-axis

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−4 236 0 81522 1 6304 1 412 1 6304 0 1 412 0 0 81522 0 0 0 1 412 0 0 0

0 81522 −5 1774 1 412 0 0 1 6304 0 1 412 0 0 81522 0 0 0 1 412 0 0

1 6304 1 412 −6 1187 −0 81522 1 412 0 0 0 0 0 0 81522 0 0 0 1 412 0

1 412 0 −0 81522 −5 1774 0 1 412 0 0 0 0 0 0 81522 0 0 0 1 412

1 6304 0 1 412 0 −6 1187 0 81522 0 1 412 1 412 0 0 0 −0 81522 0 0 0

0 1 6304 0 1 412 0 81522 −7 06 1 412 −1 6304 0 1 412 0 0 0 −0 81522 0 0

1 412 0 0 0 0 1 412 −6 1187 −0 81522 0 0 1 412 0 0 0 −0 81522 0

0 1 412 0 0 1 412 −1 6304 −0 81522 −5 1774 0 0 0 1 412 0 0 0 −0 81522

0 81522 0 0 0 1 412 0 0 0 −5 1774 0 81522 1 6304 1 412 0 0 1 412 0

0 0 81522 0 0 0 1 412 0 0 0 81522 −6 1187 1 412 0 0 0 0 1 412

0 0 0 81522 0 0 0 1 412 0 1 6304 1 412 −7 06 −0 81522 1 412 0 −1 6304 0

0 0 0 0 81522 0 0 0 1 412 1 412 0 −0 81522 −6 1187 0 1 412 0 −1 6304

1 412 0 0 0 −0 81522 0 0 0 0 0 1 412 0 −5 1774 0 81522 0 1 412

0 1 412 0 0 0 −0 81522 0 0 0 0 0 1 412 0 81522 −6 1187 1 412 −1 6304

0 0 1 412 0 0 0 −0 81522 0 1 412 0 −1 6304 0 0 1 412 −5 1774 −0 81522

0 0 0 1 412 0 0 0 −0 81522 0 1 412 0 −1 6304 1 412 −1 6304 −0 81522 −4 236

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(D.5)
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D.2.3 The Electron Hopping Along z-axis

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 −3 7653 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 −7 5307 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 −3 7653 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 −7 5307 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 −11 296 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 −7 5307 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 −3 7653 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 −3 7653 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 −7 5307 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 −11 296 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 −7 5307 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 −3 7653 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 −7 5307 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 −3 7653 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(D.6)
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