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resource management. 
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index (NDWI) to extract water bodies from satellite images. Lastly, using machine learning to 

cluster the objects into each class. The weakness of the second and third methods is that there 

are water bodies beyond the study scope and solid bodies disrupt the specific area 

identification. Therefore, this study applies deep convolutional neural networks to extract Main 

river and Oxbow lake specifically together with calculating water surface highly accurately and 

automatically to improve the water resource management in local areas rapidly and efficiently. 
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Chapter 1  
Introduction 

1.1 Introduction 

Machine learning is becoming more widely used for classification objects; for instance, 

urban monitoring, fire detection, flood prediction from remotely sensed multispectrum, and 

radar images. They significantly impact economic and environmental issues (Camps-Valls, 

2009). The remote sensing applications are classified objects in satellite images such as urban, 

agriculture, stream channel, etc., but some problems are found. The supervised classification 

needs to add the input features which are in the training process, to define the object If the 

training data is insufficient or not representative, the classification results will also be 

inaccurate. Similarly, the unsupervise classification requires adjusting the best threshold of 

parameters to classify accurately. Even though each satellite image is taken in the same area, 

they have reflectance values differently due to light and season factors. Therefore, either the 

supervised and unsupervised learnings have a high cost to fine-tune the parameters (Richards, 

2013). 

This study aims to create an automated system to extract stream channels and oxbow 

lakes in the satellite images using a convolutional neural network (CNN). For machine learning, 

extracting the channels and oxbow lakes have to define the training area or refine the 

threshold in every image because of reflectance values of the channels various in each time 

which factors are sediments in the channels, cloud, and sunlight. Unlike the CNN method, 

CNN is the most popular deep learning architecture, a mathematic operation series containing 

a convolution layer and pooling layer. It extracts the objects’ features such as shape and 

color along the operation to identify what the object is (Dernart, 2017), which makes CNN 

automatically extract the stream channels and oxbow lakes without passing through the 

training process or refine the parameters in every image. When channels and oxbow lakes 

can be extracted from satellite images automatically, besides saving a lot of time. Thus, 

applying CNN to extract the channels can use for further planning, improve water 

management and agriculture in the local area. 
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1.2 Objective 

1. To create a tool that can be automated extract main channel and oxbow lake by 

using object detection 

2. To compare model performance between Faster R-CNN ResNet50 and RetinaNet-50  

1.3 The scope of this study 

Use satellite image from Sentinel-2 along the Mun river on January-May 2020 to train 

model and detect main channels and oxbow lakes in the images by using K-means clustering, 

object detection base on faster R-CNN ResNet-50 FPN. The total number of the satellite image 

is 98 images which 80% of images are used as a training set, 20% are used as a validation set.  

1.4 Study area 

Along the Mun River in Thailand compose of Ubon Ratchathani province, Si Sa Ket 

province, Surin province, Buri Ram province, Nakhon Ratchasima province (Figure 1.1) 

 

 

  

Figure 1.1 Study area map with 480x190 square meters. 
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Chapter2  

Literature reviews 

2.1 Object detection 

Object detection is the process of deep learning algorithms to allow the computer or 

machine to specify the position of objects in form of a bounding box in images. Object 

detection is applied in many industries such as detected cancer in the medical industry, 

autonomous driving in the vehicle industry, or face recognition in security industry  

Object detection has a lot of models that purposed by many researchers such as SSD, 

RetinaNet, YOLOv3, Fast R-CNN, Faster R-CNN, etc.  

Testing the performance of models, researchers use a standard dataset: PASCAL Visual 

Object Classes (VOC) or COCO to compare the accuracy of their own model with other 

models by using mAP value.  

Research of google researchers (Huang et al., 2016) compare the accuracy of SSD, Faster 

R-CNN model. In the research, they compare the result of two models by using several images 

(Figure 2.1). The result is Faster R-CNN model is more accurate than the SSD model because 

the SSD model can’t detect some small objects and has an overall mAP smaller than Faster 

R-CNN. 

Object detection in remote sensing images by Li et al., 2020 is another research. This 

study aims to compare the performance of SSD, Faster R-CNN, and RetinaNet models using 

the mAP value to detect objects in aerial photographs and satellite images. According to the 

findings, the Faster R-CNN and RetinaNet have a higher mAP value than the SSD model  

(Figure 2.2). 

Therefore, the aim of this study will compare the performance between Faster R-CNN 

and RetinaNet by using mAP value. 
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Figure 2.2 Comparing model performance between SSD, Faster R-CNN, RetinaNet by using mAP  

(Li et al., 2020) 

     
   

          

      6

            63  

         6  7

Figure 2.1  Comparing model performance between SSD (a and c) and Faster R-CNN (b and d) 

(Huang et al., 2016) 

 (a) (b) 

(c) (d) 
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2.2 Satellite Image 

2.2.1 Sentinel-2 

Sentinel-2 is satellite which has a wide-swath, high-resolution, multi-spectral 

imaging mission supporting Copernicus Land Monitoring studies, including the 

monitoring of vegetation, soil and water cover, as well as observation of inland 

waterways and coastal areas. Sentinel-2  

In this study uses Sentinel-2 Level-2A which has a product is corrected by any 

distortion of atmosphere, terrain and cirrus clouds. 

 

Table 1 Resolution and wavelength in each bands of Sentinel-2 

 

  

Name Description 
Resolution  

(m.) 

Wavelength 

(nm.) 

B1 Aerosols 60 443.9 

B2 Blue 10 496.6 

B3 Green 10 560 

B4 Red 10 664.5 

B5 Red Edge 1 20 703.9 

B6 Red Edge 2 20  740.2 

B7 Red Edge 3 20  782.5 

B8 NIR 10  835.1 

B8A Red Edge 4 20  864.8 

B9 Water vapor 60  945 

B10 SWIR cirrus 60  1375 

B11 SWIR 1 20  1613.7 

B12 SWIR 2 20  2202.4 
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2.3 K-means clustering 

K-means clustering aims to partition data into k clusters in a way that data points in the 

same cluster are similar and data points in the different clusters are farther apart. A similarity 

of data points is determined by the distance between them. Measuring distance between 

data points in K-means is used Euclidean distance (Equation 1).  

 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √(𝑥1
2 − 𝑦1

2) + (𝑥2
2−𝑦2

2)      (Equation 1)     

 

Process of K-means is iterative, it works by executing the following steps (Figure 2.3): 

 

 

  

(1) (2) (3) 

(4) (5) 

Figure 2.3 Illustrate of K-means clustering process (Yildirim, 2020) 

1. Randomly select centroids (center of cluster) for each cluster. 

2. Calculate the Euclidean distance of all data points to the centroids. 

3. Assign data points to the closest cluster. 

4. Find the new centroids of each cluster by taking the mean of all data points in the cluster. 

5. Repeat steps 2,3 and 4 until all points converge and cluster centers stop moving. 
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2.4 Convolutional Neural Networks (CNN) 

A Convolutional Neural Network (CNN) is a Deep learning algorithm which can take in an 

input image, learnable weights and biases to various aspects/objects in the image and be 

able to differentiate one from the other. The CNN compose of many layers such as 

Convolution layer, Pooling layer. All of the layers have connectivity pattern of neurons like 

human brain and have different function (Figure). The shared weights parameter in Figure 2.4 

is a significant number that controls probability of predicted class. Then, each weights will be 

optimized in training phase with optimizer such as Stochastic Gradient Descent (SGD), 

Adaptive Moment Estimation (Adam). 

  

Figure 2.4 Schematic of overall CNN layer which compose of Input layer, Hidden layer 

and Output layer. (Otuyama, 2000) 
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2.5 Convolutional layer 

A convolutional layer is the one of Hidden Layer in Figure 2.4 which composes of 

filter or kernel that has size 3x3 (green boxes) in the Figure 2.5. The filter will multiply over 

the pixel values of the input image (blue boxes) and sum all result in the filter box then serve 

the output called feature map (red boxes)  

Figure 2.5 Illustrate of function of convolutional layer. Blue box is pixel value of input image, 

Green box is filter or kernel 3x3, Red box is sum of values from each pixel multiply by filter 

3x3 called Feature Map (Dernart, 2017). 
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2.5.1 Pooling layer 

After the convolution operation, the feature map is passed into a pooling layer 

to reduce the height and width of the feature map for avoid overfitting and reduce 

training time. The most common type of pooling is max pooling which just takes the 

max value in the pooling window (Figure 2.6). 

2.5.2 Softmax layer 

A softmax layer is the lastest layer of neural network which contain the 

activation function called softmax function. The softmax function transforms each 

value of output layer into probabilities of each class of the input image by use the 

equation in Figure 2.8. 

 

 

 

 

 

 

 

 

 

 

Figure 2.6 Illustrate of max pooling `2x2. It gets the max pixel value of each 2x2 windows around 

the image then the result still preserves characteristic of the image (Dernart, 2017).   

Figure 2.7 Processing of the Softmax activation function that use vector of output layer 

to calculate in the equation to get the probability of each class in detected object. 
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2.6 Faster R-CNN and ResNet-50 

Faster R-CNN ResNet-50 model compose of ResNet-50 which is convolutional neural 

network (CNN), Faster R-CNN (Figure 2.9 (b)). The model is used for object detection task. 

The input image is passed through the process in Figure 2.9 (b), then visualize the loss of 

classification and bounding box around the predicted class. For each part of the architecture 

will be explained in next topic.  

  

(a) 

(b) 

Figure 2.8 Schematic of RCNN and Faster R-CNN model architecture (Li et al.,2018) 



11 

 

2.6.1 Faster R-CNN 

In the normal R-CNN model (Figure 2.9 (a)) is proposed by Girshick et al., 2014. 

The goal of the model is defining the objects in an image by bounding box. The 

process of R-CNN is work with following steps (Lui et al., 2018): 

1. Selective Search (Region Proposal), creating random bounding box in the 

input image in k boxes. 

2. Image Warping, preparing image in each bounding box by resize each 

image into the same size. 

3. Extracted Features, each bounding box are extracted features by CNN 

model. 

4. Classification, each bounding box are classified to each class. 

5. Bounding box Regression, If probability of class more than 0.5, the 

regressor will generate an accurate box of that class. 

However, training time of R-CNN is too much because the CNN have to extract 

the feature of each k proposed box. To solve this problem Ren et al. propose Faster 

R-CNN which faster than normal R-CNN in 100 times.  

A Faster R-CNN concept is proposed by Ren et al., 2017 that using CNN model 

before Region proposal process. This concept reduces a huge of training time because 

CNN is computed in 1 time, then get feature maps (Figure 2.8 (b)). The feature maps 

are be the input to Region Proposal Network (RPN) and RoI Pooling.  

2.6.1.1 Region Proposal Network (RPN) 

RPN is another CNN model of Faster R-CNN that come to solve of 

slowing training of selective search. The function of RPN is learning and propose 

bounding boxes from the feature maps. 
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2.6.1.2 RoI Pooling (Region of Interest Pooling) 

The function of RoI pooling quite similar to max pooling. But difference 

between Max pooling and RoI Pooling is the RoI separates region proposal 

(Figure 2.10 (2)) into their size (In Figure 2.10 (3) is 2x2) and each section can 

contain many pixel values. Output of the RoI is max pixel values of each 

section (Figure2.10 (4)). 

 

 

 

 

 

 

 

 

 

 

  

(2) 

 

(1) 

 

(3) 

 

(4) 

 

Figure 2.9 Illustrate of RoI pooling proess ordered by 1-4 (https://blog.deepsense.ai/) 
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2.6.1.3 Intersection Over Union (IoU) 

After RoI Pooling, the output (Figure 2.9 (4)) is passed through 

Classification layer like Soft-max and created bounding box of the class. 

An accuracy of class prediction can be measured in binary term which 

is correct or wrong from labeled class. But the accuracy of bounding box has 

to use IoU method (Equation 2) to measure the accurate of model (Liu et al., 

2018) 

𝐼𝑜𝑈(𝑃, 𝐿) =
|𝑃 ∩ 𝐿|
|𝑃 ∪ 𝐿|  (𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 2) 

Where, P is area of predicted bounding boxes 

L is area of labeled bounding boxes 

2.6.2 ResNet-50 

Residual Network (ResNet) is a deep convolutional neural network model 

(proposed by He et al., 2016) for solve the problem of deep neural network which 

is degradation and saturation of accuracy of a deep learning model when the depth 

of neural network is increased. ResNet used the skip connection to propagate 

information across layers to solve the problem. 

Faster R-CNN ResNet-50 uses ResNet-50 to be the CNN model which compute 

the feature maps which contain the feature of labeled object of the input image 

such as color, shape, edge. ResNet-50 is a variant of ResNet model (Table 2) which 

has 48 Convolution layers along with 1 Max pooling and 1 Average pooling layer 

(Figure 2.10). It is a widely used ResNet model in deep learning and computer 

vision tasks base on PyTorch. 
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2.7 RetinaNet-50 

Traditionally, in computer vision, featurized image pyramids have been used to detect 

objects with varying scales in an image. Featurized image pyramids are feature pyramids built 

upon image pyramids. This means one would take an image and subsample it into lower 

resolution and smaller size images (thus, forming a pyramid). 

With the advent of deep learning, these hand-engineered features were replaced by 

CNNs. Later, the pyramid itself was derived from the inherent pyramidal hierarchical structure 

of the CNNs. In a CNN architecture, the output size of feature maps decreases after each 

successive block of convolutional operations, and forms a pyramidal structure. 

RestinaNet is purposed by Lin et al., 2017 which has four major components of a model 

architecture (Figure 2.11): 

a) Bottom-up Pathway The backbone network in RetinaNet50 is ResNet-50 which was 

mentioned in 2.6.2. 

Figure 2.10 Illustrate of ResNet-50 architecture (He et al., 2016) 

Table 2 Each ResNet architectures is different from the amount of convolution layers. (He et al., 2016) 
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b) Top-down pathway and Lateral connections The top down pathway upsamples the 

spatially coarser feature maps from higher pyramid levels, and the lateral connections merge 

the top-down layers and the bottom-up layers with the same spatial size. 

c) Classification subnetwork It predicts the probability of an object being present at each 

spatial location for each anchor box and object class. 

d) Regression subnetwork It's regresses the offset for the bounding boxes from the anchor 

boxes for each ground-truth object. 

 

  

Figure 2.11 Schemation of RetinaNet model architecture (Lin et al, 2017) 
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Chapter3  

Methodology 

 

3.1 Overview of the workflow 

  

Figure 3.1 Schematic of workflow in this study   
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3.2 Data collection and feature engineering 

3.2.1 Download satellite images from Google Earth Engine 

Download 98 stacked satellite images of Sentinel-2 Level-2A in January – May 

2020 along the Mun river from Google Earth Engine (Figure 3.2). Use the images in this 

period because it’s summer season which doesn’t have temporary water body and 

large clouds (Figure 3.3), this makes the classification process of K-means less 

complicated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 Study area in Google Earth Engine (GEE) with downloaded polygon   

Figure 3.3 Two samples of band432 of downloaded images (left 061.tiff, right 077.tiff)  
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3.2.2 Using K-means clustering to classify water body 

The classifying process of K-means clustering was previous mentioned in 

Chapter 2. This study uses K-means clustering from Scikit-learn to classify objects in 

the satellite images into two classes: water and land. In the classified process K-means 

will pull each band of the satellite images and give the result into the classified image. 

Then, the result of band 8 is the best band to classify water out of land because 

different of reflectance between water and land is high (Figure 3.4) in the wave length 

of band 8. Therefore, in this project is going to use band 8 of the Sentinel-2 to 

implement in the next steps because band 8 of Sentinel-2 have wavelength 835.1 

nm. that can classify water out of soil and vegetation because water does not reflect 

in this wavelength. But soil and vegetation have high reflectance at this length (Figure 

3.5 and 3.6). Thus, K-means can be identified water body easily (Figure 3.8).  

    

Figure 3.4 Reflectance curve of water (blue line), Vegetation (green line) and Soil 

(red line) along the wavelength in range 0-2.5 micrometer (Serco Italia SPA, 2017) 
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 Figure 3.6  Comparing plot between Band 7 and Band 8 of image 071.tiff 

 

Figure 3.5 Comparing plot between Band 7 and Band 8 of image 066.tiff 
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Figure 3.8 Two samples of classified images which is classified into two classes:  

1. Water (violet color), 2. Land & vegetation (yellow color) 

 

Figure 3.7 Two samples of band 8 of downloaded images 
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3.3 Labeling 

Labeling is drawing the bounding box (green rectangle in Figure 3.9) around the wanted 

class in the images. Labeling is the required method in object detection task that machine 

will learn and recognize the labeled object in the images in training process. If we have the 

more labeled object, the more accurate the model can be. 

In this study uses opensource labeling tool named LabelImg from Tzutalin, 2015 in Github 

to label oxbow lake and main channels in the classified images (Figure 3.9). After labeling of 

all 98 dataset images, the amount of Main channel class equal 102 objects and Oxbow lake 

equal 160 objects (Figure 3.10).  

  

Figure 3.9 LebelImg tool from LabelImg from Tzutalin, 2015 

Figure 3.10 Illustrate of the amount of labeled object in each classes. 
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Figure 3.11 Illustrate of Faster R-CNN architecture. (Modify from Mohan and Vinayakumar et 

al., 2019) 

3.4 Building neuron network architecture 

This study use MMDetection (Chen et al., 2019), which is open-source object detection 

toolbox based on PyTorch, to build and train Faster R-CNN ResNet-50 and RetinaNet50. 

PyTorch is an open-source machine learning library based on the Torch library, mainly 

developed by Facebook's AI Research lab for applications such as object detection and others 

computer vision.  

Write python code to use the MMDetection API to retrieve both models from Pytorch 

and save it to a local host (Appendix A). The pipeline of the input images is passed through 

the model (Figure 3.11 and Figure 3.12), and the model learns and identifies the object in 

the image before computing and predicting the objects.  

 

  

Figure 3.12 Illustrate of Retinanet architecture. (Modify from Zeng, 2019) 
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3.5 Training models 

This process will separate dataset from 98 images into two part, 80% for Training set (78 

images) 2. 20% for Validation set (20 images). Training set is used for the training process but 

Validation set is used for evaluate model after finished the training in each epoch. 

The training model is a process that machine extracts and learns the features of 

the objects in the input images (Figure 3.13). The detail of the learning process of Faster R-

CNN ResNet-50 and RetinaNet50 was previous mentioned in Chapter 2. 

The training model has many algorithms to optimize weight parameters in the neural 

network such as Stochastic Gradient Descent (SGD), Adaptive Moment Estimation (Adam). In 

this study uses SGD because of research from Wilson et al., 2018 which has an experiment 

to compare training performance among SGD, Adam, RMSProp, and AdaGrad. The result of 

the research show SGD has better performance than the others in both training and testing 

process.  

The SGD has three significant parameters:  

1. Learning rate (lr) controls how fast the optimizer decreases or increases the weight 

parameter in the neural network.  

2. Weight decay (wd) controls decaying of weight in each training epoch. If using appropriate 

value, the model can avoid the overfitting problem.  

3. Momentum is a parameter that plus into the gradient term in stochastic gradient descent 

to avoid machine get stuck on the local minima (Figure 3.14). Therefore, the Momentum is a 

parameter that improves both training speed and accuracy of the model. 
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Figure 3.13 Result of features map in layer 1 (left) and layer 49 (right) when pass the classified 

image into Resnet-50 

Figure 3.14 Functioning of Momentum parameter is helped the gradient of SGD to skip the 

local minima. (Dong, 2019) 
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After the end of the learning feature in Resnet-50 Convolutional Layers, the machine 

creates bounding boxes whole the image (Figure 3.15), then use the IoU method (Explained 

in Chapter 2) to filter the usable boxes which have IoU > 0.5. The usable boxes is predicted 

what is the class in there by using the Softmax function with weight parameter in each training 

Epoch.    

 

  

c) 

a) b) 

d) 

Figure 3.15 Illustrate of Region Proposal which is process of creating bouding boxes in object 

detection task. a) Create anchors whole of the image. b) Create bounding boxes from anchors. 

c) Filter the usable boxes by using IoU d) Filtered bounding boxes 
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Chapter4  

Result and Discussion 

4.1 Evaluate models  

From several tests, we found that the best SGD’s parameters yielded low error 

(CrossEntropy, L1) of the models are shown in table 3.  

 

Table 3 The best SGD’s parameters of each models 

Model Learning rate Weight decay Momentum 

Faster R-CNN Resnet50 0.0025 0.0001 0.9 

RetinaNet50 0.003 0.0001 0.9 

 

Evaluation from the training set gets loss of class (CrossEntropy) and loss of bounding 

box (SmoothL1). The result of the two models is shown in Figure 4.1 and Figure 4.2. Loss of 

RetinaNet50 is higher than Faster R-CNN ResNet-50 in Early training Epoch but the end of 

training overall loss of RetinaNet50 is lower than Faster R-CNN ResNet-50. CrossEntropy and 

L1 are the loss function which is used for measure error from prediction of model. 

CrossEntropy (Equation 3) is an equation that calculate error of probability of predicted class 

compare with labeled class in softmax activation function. L1 (Equation 4) is an equation that 

calculate error of predicted bounding boxes compare with labeled boxes.    

 

Cross Entropy (i) =  −klog (
ezi

∑ ezjK
j=1

) − (1 − k) ∑ log (
ezi

∑ ezjK
j=1

) (Equation 3)
j≠i

 

Where, k = number of classes 

K = total columns of matrix in output layer 

i,j = refer to row and column of matrix 

Z = value of row i, column j in matrix  
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L1 loss = MAE(P, L)   (Equation 4) 

Where, MAE = Mean absolute error  (1
𝑛

∑ |𝑃𝑖 − 𝐿𝑖|)𝑛
𝑖=1  

P = coordinate of predicted bounding box (xmin, ymin, xmax, ymax) 

L = coordinate of labeled bounding box (xmin, ymin, xmax, ymax) 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 Illustrate of learning curve in training process of Faster R-CNN ResNet-50. The model 

gets loss of class around 0.02 and loss of bounding box around 0.05 
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Next, evaluate the models from the validation set. Even though the loss of Faster R-

CNN ResNet-50 in the training set is lower than RetinaNet50 but in the validation set Faster 

R-CNN ResNet-50 has high value of mAP than RetinaNet50. The model can reach a value of 

mAP to 0.78 (Figure 4.3) compare with RetinaNet50 is 0.67. But the RetinaNet50 uses 120 

Epoch to reach the highest mAP that has a long training time than Faster R-CNN ResNet-50. 

 Mean Average Precision (mAP) is a value which is summation of average precision (AP) 

of each class in the validation set (Equation 5). 

𝑚𝐴𝑃 =  ∑ 𝐴𝑃𝑘

𝑘=𝑛

𝑘=1

  (𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 5) 

Where, APk = Average precision of class k  

 n = the number of classes 

  

Figure 4.2 Illustrate of learning curve in training process of Faster R-CNN ResNet-50. The 

model gets loss of class around 0.01 and loss of bounding box around 0.06 
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Figure 4.4 Illustrate of learning curve in training process of Faster R-CNN ResNet-50. The 

model gets mAP value around 0.78 

Figure 4.3 Illustrate of learning curve in training process of RetinaNet50. The model gets 

mAP value around 0.67 
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4.2 Testing models 

After evaluating the models from the value of loss and mAP, this study uses a testing 

process imported from other images. We do not include the images in the dataset. The 

separation can avoid bias from training and validation models, which will lead to the 

proficiency of inference and predicting models. The result shows in Figure 4.5 and Figure 4.6. 

For Figure 4.5, both models can completely detect all objects (one oxbow lake and one main 

channel) with high probability. On the other hand, in Figure 4.6 shows the difference of both 

models clearly. Faster R-CNN RestNet50 is more accurate than RetinaNet50 because the 

model can detect all objects (4 oxbow lakes and 1 main channel) in the test image with high 

probability. Different from Retinanet50, none of all the objects can’t be detected (2 oxbow 

lakes and 1 main channel). Moreover, the detected position of bounding boxes of Faster R-

CNN ResNet-50 is also greater than RetinaNet50.  

Therefore, Faster R-CNN ResNet-50 is selected to be the base model for implement the 

last process that is evaluate water surface areas in the detected objects.  

Figure 4.5 test image number test001.jpg. Result of prediction from Faster R-CNN Resnet50 (Left), and 

RetinaNet50 (Right). 
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4.3  The evaluation of water surface areas 

Before evaluate water surface areas in each detected object, this study uses a coordinate 

(xmin, ymin, xmax, ymax) of the detected bounding boxes. Then use the coordinate eachs 

box to crop the object in the original image. 

This process uses image segmentation (Thongsang et al., 2021) to clean noise, which refers 

to small ponds in the detected object automatically before calculate the water surface areas 

in the oxbow lake and main channel. Cleaning noises is using connectivity of pixel, if the 

amount of connected water pixels is low those pixels value will be turn into zero. The result 

of cleaning is shown in Figure 4.7- Figure 4.13 

Calculating water surface areas is using count amount of water pixels (Purple color) after 

cleaning process. Then bring the amount of the pixels multiply by band 8 resolution (100 m2) 

(Equation 5) 

Figure 4.6 test image number test002.jpg. Result of prediction from Faster R-CNN ResNet50 (Left) is more 

accurate than RetinaNet50 (Right) because 4 oxbow lakes and 1 main channel in the image can be completely 

detected by Faster R-CNN ResNet-50. While Retinanet50 can detect just 2 oxbow lakes. Moreover, the 

precision of creating bounding. boxes of Faster R-CNN ResNet-50 is higher than RetinanNet50.  
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water surface = water pixels × 102   (Equation 6) 

 

Notice of the cleaning noises in the image. When the detected bounding box has more 

than one object in the box (Figure 4.12) like two oxbow lake in one box. the cleaning process 

can’t delete the nearly oxbow lake that effect to value of water surface areas is over in 

calculating water surface areas process.  

  

Figure 4.7 Cropped image of main channel from test001.jpg (Figure 4.5 (left)). Detected 

object (left) and cleaned image (right) that can be measured the water surface areas 

equal to 488,000 m2 
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Figure 4.9 Cropped image of main channel from test002.jpg (Figure 4.6 (left)). Detected object (left) 

and cleaned image (right) that can be measured the water surface areas equal to 2,592,400 m2 

Figure 4.8 Cropped image of oxbow lake from test001.jpg (Figure 4.5 (left)). Detected object (left) 

and cleaned image (right) that can be measured the water surface areas equal to 231,800 m2 
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Figure 4.11 Cropped image of oxbow lake from test002.jpg (Figure 4.6 (left)). Detected object (left) and 

cleaned image (right) that can be measured the water surface areas equal to 375,400 m2 

Figure 4.12  Cropped image of oxbow lake from test002.jpg (Figure 4.6 (left)) detected object (left) 

and cleaned image (right) that can be measured the water surface areas equal to 256,000 m2 

 

Figure 4.10 Cropped image of oxbow lake from test002.jpg (Figure 4.6 (left)). Detected object (left) and 

cleaned image (right) that can be measured a water surface areas equal to 877,700 m2 
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 To summarize, testing the models by using validation set, Faster R-CNN ResNet-50 has 

more accurate than RetinaNet50. Therefore, this study selects Faster R-CNN ResNet-50 to 

detect main channel and oxbow lake in the test image. Then, the detected objects is 

calculated water surface areas by using image segmentation and equation 6.  

Figure 4.13 Cropped image of oxbow lake from test002.jpg (Figure 4.6 (left)) detected object (left) and 

cleaned image (right) that can be measured the water surface areas equal to 491,200 m2 
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Chapter5  

Conclusion 

5.1  Model performance  

 Faster R-CNN ResNet-50 can extract oxbow lake and main channel in the validation set 

and the testing images with high performance than RetinaNet50 when compare by using 

value of mAP (Figure 5.1) 

 

 

 

 

 

 

 

5.2 User’s experience 

First, author already uploads python source code to Github repository which contains 

tutorial python notebook that can be activated it on Google Colab and all python code for 

this study. Follow the link in Figure 5.2 for download source code and the tutorial notebook. 

Inside the tutorial notebook users can activate it in Google Colab by click the Open in Colab 

button (Figure 5.3) 

After users opened the tutorial notebook in Google Colab already. Users have to copy 

the notebook into own Google Colab account (Figure5.4) 

 

  

    

    

   

    

   

    

   

                                

 
  

                                                                            

Figure 5.1 Bar plot compare the models performance by using value of mAP. 
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Figure 5.2 Aut  r’s G t u  r p s t ry f r  mp  m  t t  s study. 

https://github.com/phakornintt/channel_network_extraction 

Figure 5.3 Illustrate of Tutorial notebook in Github. Author recommends new users enter 

the tutorial notebook in Google Colab. 

https://github.com/phakornintt/channel_network_extraction
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 Next, Users just download a satellite image (tiff file) then input into the Google Colab 

website by drag and drop (Figure 5.5). Then, change your filename in some line of python 

code in the noteboo (Figure5.6). 

 

 

Figure 5.4  How to copy Google Colab Notebook to your own Google Colab. 

Figure 5.5 Drag and drop the input satellite image (tiff file) into Google Colab. 
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 If users changed filename already, click Run all to execute all of code in the notebook 

(Figure 5.7). Then, the input image will be transformed to the classified image by K-means 

clustering (Figure 5.8). Later, the classified image will be passed to the model that will detects 

main channels and oxbow lakes automatically (Figure 5.9).  

 

 

 

 

  

Figure 5.6 Change your own file name in some line of python code before execute it. 

Figure 5.7 Click Run all to execute all python code in the notebook. 
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Figure 5.8 test_002.tif will be transformed to classified image (test_002.jpg) which is 

collected in transform_kmean folder. 

 

  

  

Figure 5.9  Main channel and oxbow lakes will be detected automatically. 

Classified image 
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Lastly, User will receive the cleaned images of detected objects and 1 csv file which 

contains object name and water surface areas column (Figure 5.10). If users want to download 

to the result to own local computer, users just click Download button (Figure 5.11). 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.10 At the end of tutorial, users will receive all cleaned images of detected objects 

(a), and csv file (b) in result folder automatically. 

Detected objects 

csv file 

Figure 5.11 Users can download the result file into own local computer by click the 

Download button. 
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5.3 Limitation 

1. This code version can’t use the satellite images that have large cloud cover, low 

resolution (more than 10 m.) and the input image resolution is recommended in 

range 300 – 1000 pixels.  

2. If the input images have more floodplain. The machine will lose accuracy 

detecting objects process. 

5.4 Upcoming projects 

  

Figure 5.12 Upcoming projects of this study: 

1. Increase dataset to improve accuracy of model or add more detected features e.g. 

man-made ponds. 

2. This tool is available especially python code. If transform code into open-source 

plug-in that is used for QGIS, it more accessible and friendly for the users. 

3. Combine gaussian process regression to predict changing of water body in each 

detected objects in time series. 
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