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Zika virus (ZIKV) infection has become a public health concern worldwide. 

The recent epidemiological data have revealed a possible association of ZIKV 

infection with neurological manifestations in both newborn children and adults. 

Currently, there is no anti-ZIKV drug or vaccine available for preventing or 

controlling ZIKV infection. An attractive drug target for ZIKV treatment is 

NS2B/NS3 serine protease that plays a crucial role to cleave the peptide bond during 

the viral replication process. Initially, the ZIKV NS2B/NS3 serine protease in 

complex with four peptide substrates were studied to investigate the binding 

recognition and protein-substrate interactions using conventional molecular 

dynamics (MD) simulations. The results indicate that the P1 and P2 positions of the 

substrate play a major role in binding with the enzyme, while the P3 and P4 positions 

show a less contribution in binding interaction. Afterwards, the cleavage reaction 

mechanism for the ZIKV protease with its peptide substrate (TGKRS) was studied 

by hybrid quantum mechanics/molecular mechanics (QM/MM) approach. QM/MM 

(PM6/ff14SB) free-energy simulations indicate that proton transfer from S135 to H51 

and nucleophilic attack on the substrate by S135 are concerted. Importantly, higher-

level QM/MM calculations also support a concerted reaction mechanism for this 

particular reaction. In addition, QM/MM calculations were performed to determine 

the inhibition mechanism of the ZIKV protease by a dipeptidyl aldehyde inhibitor 

(acyl-KR-aldehyde). The results show that the transfer of proton from the catalytic 

S135 to H51 take places in concert with nucleophilic addition on the aldehyde 

warhead by S135. The anionic covalent complex between the dipeptidyl aldehyde 

and the ZIKV protease resembles the tetrahedral intermediate for substrate 

hydrolysis. Therefore, the computational approaches presented here are helpful for 

further designing of potent NS2B/NS3 inhibitors. 
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CHAPTER I 

INTRODUCTION 

 

1.1 Research rationality 

Zika virus (ZIKV), a mosquito-borne flavivirus, was first isolated from sentinel 

rhesus monkey in the Zika Forest of Uganda in 1947. Originally, it was not considered 

a relevant human pathogen because the majority of its infections is asymptomatic until 

the large outbreak starting in Brazil in 2015. The virus is mainly transmitted to humans 

by Aedes species mosquitoes. In addition, the recent epidemiological data have revealed 

that this relatively harmless virus was now related to serious pathological disorders 

including Guillain–Barré syndrome (GBS) in adults and microcephaly in newborns. 

The incidences of GBS and microcephaly associated with ZIKV infection have led the 

World Health Organization to declare ZIKV infection as a global public health 

emergency since February of 2016. Unfortunately, there is no either currently available 

vaccine or antiviral drug for preventing or controlling ZIKV infection; thus, drug design 

and development of anti-ZIKV agents with effective and safe properties have become 

an imperative necessity. One of the attractive drug-targets for ZIKV treatment is the 

viral NS2B/NS3 serine protease, which plays a crucial role during viral replication 

process. Basically, one approach for the rational design of protease inhibitors begins 

with the optimization of the substrate sequence, which is possibly transformed into the 

new effective inhibitors. Therefore, the aims of this research are to investigate the 

protein-ligand interactions of natural substrates/inhibitors by means of molecular 

dynamics (MD) simulations and to understand the reaction mechanism of ZIKV 

NS2B/NS3 serine protease by hybrid Quantum Mechanics and Molecular Mechanics 

(QM/MM) approach. Molecular understanding from this observation would be very 

useful for the design of novel protease inhibitors with high specificity and efficiency 

toward the ZIKV protease. 
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1.2 Viral structure 

 As mentioned above, ZIKV mainly transmitted to humans by mosquitoes has 

emerged as a global public health concern. ZIKV infection is associated with serious 

neurological complications in adults, and infection in pregnant women is linked to 

congenital abnormalities, including fetal and newborn microcephaly. ZIKV was first 

isolated from rhesus monkey cells in 1947 in Uganda [1]. Moreover, it can be further 

classified into two genotypes, African and Asian, based on phylogenetic analysis [2]. 

ZIKV belongs to the Genus Flavivirus in the Family Flaviviridae and has the same 

genome organization as all flaviviruses, including Dengue virus (DENV), West Nile 

virus (WNV), yellow fever virus and Japanese encephalitis virus [3]. The ZIKV 

genome containing positive-sense single-stranded RNA ((+) ssRNA) of approximately 

11 kb is translated into a single polyprotein precursor in the cytoplasm of infected host 

cells. After that, the polyprotein is cleaved and processed by both host and viral 

proteases into three structural proteins (capsid (C), premembrane/membrane (prM/M), 

and envelope (E)), and seven nonstructural (NS) proteins (NS1, NS2A, NS2B, NS3, 

NS4A, NS4B, and NS5) at a later stage (Figure 1). The structural proteins play a key 

role in forming the viral particle, while the NS proteins have important functions in 

viral genome replication and polyprotein processing [4]. It should be noted that the (+) 

ssRNA genome of ZIKV is enclosed by an icosahedral capsid [5], surrounded by the E 

protein [6] and prM/M proteins which are embedded to a lipid membrane [7]. In 

addition, the E protein with high thermostability is possibly related to the virulence of 

ZIKV by increasing the survival rate of the virus in the unfavorable environments such 

as saliva, urine and semen [8]. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 3 

 

Figure  1. The genome of Zika virus. The single-stranded positive-sense RNA ((+) 

ssRNA) genome encodes three structural and seven nonstructural (NS) proteins. 

Structural proteins include capsid (C), precursor of membrane/membrane (prM/M) and 

envelope (E) proteins. The (+) ssRNA genome is encapsulated by the prM, E and C 

proteins, forming as an immature virion. Whereas mature virion is formed when the 

prM protein is cleaved into the M protein. The open reading frame of virus also encodes 

seven NS proteins (NS1, NS2A, NS2B, NS3, NS4A, NS4B and NS5), forming the 

replication complex necessary for viral genome replication [9]. 

 

1.3 Flavivirus Life Cycle 

At the initial step of the ZIKV infection, the E protein on the mature ZIKV 

virion binds to the host cell receptors, leading to an uptake of the virus through 

endocytosis to form an endosome in the infected cell (Figure 2) [10]. Due to the acidic 
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condition inside the endosome, the E protein undergoes conformational change into the 

form which can fuse with the host endosome membrane and consequently release the 

RNA genome [11]. The viral (+) ssRNA genome is translated on the endoplasmic 

reticulum (ER) membrane into a single polyprotein complex, which is further cleaved 

by viral protease in the cytoplasm and host protease in the ER lumen [12].  

As the polyprotein processing progresses, the original viral (+) ssRNA genome 

is replicated at the ER membrane [13]. Newly produced NS proteins form the 

replication complex to activate the subsequent replication course. The (+) ssRNA is 

firstly transcribed into double stranded RNA (dsRNA) through the activity of RNA-

dependent RNA polymerase (RdRp) on the C-terminus of NS5 protein [14, 15]. 

Afterward, the dsRNA is separated and remodeled into (+) and negative-sense (–) 

ssRNA strands using the helicase on the C-terminus of NS3 protein as a catalyst [16]. 

Note that the original (+) ssRNA template is longer than the (–) ssRNA, as it contains 

a methylated group. The (–) ssRNA strand is further transcribed into dsRNA by RdRp 

enzyme [14]. After that, the dsRNA is unwound [15] and remodeled by NS3 helicase, 

producing the separated (–) and (+) ssRNA strands in the second round of the process 

[16]. It is worth mentioning that the resulting (–) ssRNA may be reused as a template 

to transcribe multiple (+) ssRNA strands. Finally, the newly synthesized (+) ssRNA is 

methylated by the methyltransferase on the N-terminus of NS5 protein, in preparation 

for viral particle assembly at the late stage of infection [14]. 

The immature virions consisting of the methylated (+) ssRNA genome, C, prM 

and E proteins are formed in the ER [17]. The immature virions move out from the ER 

to the Golgi apparatus, and then mature in the trans-Golgi network. Due to the acidic 

condition of the trans-Golgi network, it induces a conformational change of the spiky 

E–prM heterodimer on the immature virion into a herringbone-like array of E 

homodimers parallel to the viral surface [18, 19]. This structural reorganization induces 

cleavage of the prM into M by the host protease (i.e. furin), maturing the viral particle, 

reducing the viral diameter from ~60 nm to ~50 nm, and inducing exocytosis [20]. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 5 

 

Figure  2. Life cycle of Zika virus. Initially, the mature virion binds to the host cell 

membrane receptor, and undergoes receptor-mediated endocytosis. Afterward, the viral 

E protein fuses with the endosomal membrane, resulting in the release of the viral 

genome into the host cytoplasm. The (+) ssRNA genome is then translated by host 

ribosomes at the endoplasmic reticulum (ER) membrane. A polyprotein is formed and 

cleaved by host and viral proteases. After polyprotein processing, seven NS proteins 

(NS1, NS2A, NS2B, NS3, NS4A, NS4B, and NS5) form the replication complex 

essential for viral genome replication at the ER membrane. RNA dependent RNA 

polymerase (RdRp) on the C-terminus of NS5 protein transcribes a complementary (–) 
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ssRNA strand from the original (+) ssRNA genome, forming the dsRNA. The dsRNA 

is further unwound and remodeled into two separated (–) and (+) ssRNA strands by 

NS3 helicase. The (–) ssRNA is used as a template to generate new (+) ssRNA by NS5 

RdRp, producing another dsRNA strand. This new dsRNA is unwound and remodeled 

by NS3 helicase, forming separated (–) and (+) ssRNA strands used for another round 

of replication process. The resulting (–) ssRNA strand may be reused to transcribe 

several (+) ssRNA products. Alternately, the newly separated (+) ssRNA strand is 

capped by methyl group using NS5 methyltransferase. The methylated (+) ssRNA 

gathers at the ER membrane with the C, E and prM proteins to form an immature virion, 

which moves out of the ER into the Golgi apparatus. The immature virion matures in 

the trans-Golgi network, where prM protein is cleaved into M protein by furin. The M, 

E and C proteins enclose the methylated (+) ssRNA, forming a mature virion, then 

undergoing exocytosis and infecting other cells [9]. 

 

1.4 Pathogenesis and Clinical Presentations 

ZIKV is mainly transmitted to human by the Aedes mosquito vector during 

blood feeding [21]. Besides blood, ZIKV has been isolated from human urine [22], 

saliva [23], breastmilk [24], female genital tract [25] and semen [26]. In addition, sexual 

transmission of ZIKV has been reported [27, 28]. More seriously, ZIKV transmission 

can also occur during pregnancy, in which ZIKV may cross the placenta and lead to 

symptoms in the developing fetus [29]. Nevertheless, ZIKV infection is asymptomatic 

in most cases (75% to 80%) [30]. Of the symptomatic cases, the typical clinical 

appearances are nonspecific, self-limiting flu-like symptoms together with myalgia 

(muscle pain), arthralgia (joint pain), fever, headache, rash, conjunctivitis (pink eye), 

and fatigue (tiredness) [31]. These symptoms are quite similar to other viral infectious 

symptoms, such as DENV and WNV fever.  

There are now growing evidences, indicating that ZIKV infection may be 

associated with severe neurological problems, such as encephalitis [32], acute myelitis 

[33], macular atrophy [34], GBS [35], and microcephaly [36]. GBS related to ZIKV 

infection, first described in the French Polynesian outbreak in 2013, is an acute 

inflammatory demyelinating polyradiculoneuropathy with transient or permanent 

flaccid paralysis and loss of motor function [35]. Additionally, GBS can severely cause 
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death to human due to respiratory failure, pneumonia, sepsis and pulmonary embolism 

[37]. In the large outbreak in Brazil in 2015, there were many reports, showing that 

ZIKV infection during pregnancy was linked to microcephaly in the developing fetus. 

From these information, ZIKV has been confirmed as the causal agent. In addition to 

microcephaly, other neuronal abnormalities to fetal caused by ZIKV have been 

determined, and the overall phenotype associated with ZIKV infection can lead to the 

term of congenital Zika syndrome [38]. Although the severity of neurological 

complications related to ZIKV infection has been well studied, there are no effective 

vaccines or antiviral drugs currently available for clinical use [39, 40]. 

 

 

Figure  3. Clinical manifestations and consequences of ZIKV infection. Schematic 

illustration of the effects described in adults and fetuses/newborns after ZIKV infection 

[41]. 

 

1.5 Flaviviral NS2B/NS3 serine protease  

 Similar to other flaviviral NS3 proteins, the ZIKV NS3 protein (~70 kDa) 

consists of two functional domains consisting of a protease domain and a helicase 
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domain. The C-terminal region of the ZIKV NS3 protein encodes a helicase–nucleoside 

triphosphatase (NTPase), whereas the N-terminal region of the NS3 protein encodes a 

chymotrypsin-like serine protease that specifically recognizes substrates containing 

amino acid residues with basic property such as arginine at the P1 position and lysine 

at the P2 position [42, 43]. Based on the common structures of flavivirus proteases, the 

active form of the ZIKV protease composes of the N-terminal protease domain of NS3 

protein, which contains the catalytic residues, known as catalytic triad (H51, D75 and 

S135), and the membrane-bound NS2B protein. Assembly of NS3 protease with the 

membrane-bound NS2B rearranges the NS3 active site to yield the optimal structure 

for enzyme catalysis, as has observed for related flavivirus proteases [44, 45]. The two-

component NS2B/NS3 serine protease is necessary for viral polyprotein processing to 

produce mature structural and NS proteins; hence, this enzyme is a particularly 

promising flavivirus therapeutic target for the design of novel antiviral agents [46-48].  

 Recently, several research groups have reported the X-ray structures of the NS3 

protease domain of ZIKV complexed with the membrane-bound NS2B (~40 amino 

acids), covalently bonded through a glycine-rich linker to the N-terminus of NS3, which 

shows strong peptidolysis [42, 49]. Interestingly, a peptidomimetic boronic acid 

inhibitor (cn-716) covalently linked to the ZIKV protease induces a conformational 

change in NS2B protein structure, showing a more compact “closed” form, with the 

NS2B polypeptide wrapped around NS3 [42]. In addition, a high-resolution of 1.8 Å 

crystal structure of ZIKV NS2B/NS3 protease bound with the last four amino acids 

T127-G128-K129-R130 (TGKR) of the NS2B protein has also been solved (Figure 4) [43]. 

This “TGKR” proteolytic product could bind to S1, S2 and only partially to S3 pockets 

of the ZIKV protease through mainly charge-charge and hydrogen bonding 

interactions. More recently, the unlinked ZIKV NS2B/NS3 protease construct in apo 

state and bound form with a reversely oriented peptide has been produced and 

investigated by X-ray crystallography [50]. The closed conformation of this construct 

suggests that NS2B is necessary for NS3 to generate a substrate-binding pocket. This 

is distinguished from the relaxed or open form, as found in the NS2B-(linker)-NS3 

construct [49] and as has been reported for other flavivirus NS2B/NS3 proteases [45]. 

Furthermore, it was observed from the study reported in ref 50 that four amino acids 

K14-K15-G16-E17 (KKGE) from the neighboring NS3 could bind to the ZIKV protease 
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and resist proteolysis. Altogether, this information has provided a good starting point 

for further design of anti-ZIKV agents with high specificity and efficiency. 

 

 

Figure  4. Three-dimensional structures of the ZIKV protease in complex with the 

tetrapeptide “TGKR” of the NS2B domain (PDB ID: 5GJ4). The catalytic triad (D75, 

H51 and S135) and the co-crystalized tetrapeptide (orange) are shown. 

 

1.6 Reaction mechanism of flaviviral NS2B/NS3 serine protease 

The NS2B/NS3 serine protease exhibits a favorable cleavage site of a peptide 

bond within a peptide substrate, which has an amino acid sequence generally 

represented by -P4-P3-P2-P1-P1′-P2′-P3′-P4′-. Note that the peptide bond is cleaved at 

the P1 and P1′ boundary by the protease (Table 1). With the structural similarities of 

flaviviral proteases to other proteins in the same family [51], it has been proposed that 

these enzymes should present a similar catalytic mechanism. Theoretical and 

experimental evidence provide a common reaction mechanism for chymotrypsin–like 

serine proteases involved in two steps; acylation and deacylation processes [52-54]. In 

the acylation process, the imidazole ring of H51 is in the position to deprotonate the 

nucleophilic hydroxyl group of S135 in the Michaelis complex (MC), and the D75 side 

chain is in the orientation to stabilize the positively charged H51 after accepting the 

proton from S135. Subsequently, the peptide bond is cleaved by a nucleophilic attack 

on the substrate carbonyl carbon by the oxygen atom on the hydroxyl group of S135, 

producing a tetrahedral intermediate (TI) formation that is stabilized by hydrogen bonds 

with some residues located in the oxyanion hole (formed by the backbone amides of 

G133 and S135). The peptide bond is then cleaved, releasing the N-terminus of the 
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peptide substrate and acyl enzyme (AE) (Figure 5). The deacylation process involves 

the hydrolysis reaction on the AE, leading to a liberation of the C-terminus of the 

substrate and the catalytic residues of the protease. According to the reaction 

mechanism proposed for serine proteases, the acylation process is considered as the 

rate-limiting step, in which the reaction rate is determined by formation of a relatively 

stable TI [53, 55, 56]. In addition, for most serine proteases, the acylation process is 

known as the rate-limiting step for hydrolysis of amide bonds, while the deacylation 

process is rate-limiting step for hydrolysis of ester bonds [57-59].  

 

Table  1. The cleavage sites between P1 and P1′ junction for each substrate. 

Substrate 
Peptide positions  

P4 P3 P2 P1 P1′ P2′ P3′ P4′ 

Capsid C V T R R G S A Y 

NS2A/NS2B S G K R S W P P 

NS2B/NS3 T G K R S G A L 

NS3/NS4A A G K R G A A F 

NS4B/NS5 V K R R G G G T 
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Figure  5. Proposed reaction mechanism for the reaction of the acylation process 

catalyzed by the ZIKV protease. This process is involved in proton transfer and 

nucleophilic attack, leading to the formation of a tetrahedral intermediate (TI), and 

thereafter the peptide bond breaking to produce acyl enzyme (AE). The QM region 

(labeled in blue) consists of a fragment of the catalytic residues (H51, D75 and S135) 

of the NS3 protease and its substrate. Four hydrogen link atoms are displayed in black 

circles. The atomic labels involved in the reaction mechanism are also given. 

 

1.7 Inhibition mechanism of flaviviral NS2B/NS3 protease by peptidyl 

aldehyde inhibitors 

 Interestingly, protease inhibitors have been successful for the treatment of 

human immunodeficiency virus and hepatitis C virus (HCV) infections, for which 

several peptidomimetic inhibitors are currently in clinical use [60]. Highlighting this 

point is the fact that the substrate-binding site in HCV and flavivirus proteases is 

relatively shallow and thus not easy to bind to small-molecule compounds. Moreover, 

the flaviviral proteases is preferential to recognize dibasic or polybasic substrate 

sequences at enzyme recognition sites [61-63]. Of the highly anionic nature at the 

protease active site, the recognition motifs in inhibitors should present basic or polar 

characters, which could lead to the limitation of cell membrane permeability [64-67]. 

Even though it is challenging to develop peptidomimetic inhibitors into drug-like 

molecules targeting the protease active site with basic recognition preferences, the 

NS2B/NS3 protease is well conserved across the flaviviruses and no mutations have 

been reported in the ZIKV protease sequence, making it a promising viral target for the 

development of inhibitors with broad activity [68]. Fortunately, some successful 
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examples for development of inhibitors toward other proteases with basic recognition 

preferences (e.g. thrombin and factor Xa) have been introduced [69, 70], and thus may 

be valuable for the development of therapeutically effective inhibitors of flavivirus 

proteases. 

 Many studies have focused on the design of peptidomimetic inhibitors. The 

rationale designs include optimization of the P1 and P2 basic residues through natural 

or non-natural building blocks to enhance binding affinity [65, 71], incorporation of the 

C-terminal electrophilic group to react with catalytic residue in the active site [64, 66, 

72, 73], and addition of a suitable cap to the N-terminal improve inhibitory activity [65, 

74-76]. Peptidyl aldehydes are powerful reversible inhibitors that showed high 

inhibitory potency against DENV serotype 2 (DENV‑2) [73] and WNV [64, 77] 

proteases. For instance, cationic tripeptidyl aldehyde (phenacetyl-KKR-aldehyde) 

derived from -P1-P2-P3- residue positions of substrate was demonstrated to be active 

toward WNV protease. In addition, it was stable in serum and cell permeable, as well 

as showed antiviral activity against WNV without detected cytotoxicity [64]. Recently, 

dipeptidyl aldehyde (acyl-KR-aldehyde) derived from P1 and P2 of ZIKV protease 

substrate has been shown to be a potent competitive inhibitor toward the ZIKV 

protease. Moreover, the X-ray crystal structure revealed that the aldehyde moiety on 

this inhibitor could form a covalent bond with the catalytic S135 of NS3, inducing the 

closed conformation of the ZIKV protease [78, 79] (Figure 6). Nuclear magnetic 

resonance (NMR) studies also demonstrated that the ZIKV protease in complex with 

this dipeptide inhibitor formed a stable complex in solution, which is in line with the 

X-ray crystal structure [78]. From this point of view, these information are very useful 

for further design of potent protease inhibitors. Nonetheless, the clinical potential of 

peptidyl aldehydes is still uncertain, but it is important for understanding the molecular 

recognition and inhibition mechanism toward the flavivirus proteases [66, 80, 81]. 
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Figure  6. (A) Three-dimensional structure of the ZIKV NS2B/NS3 serine protease in 

complex with a dipeptide inhibitor (acyl-KR-aldehyde) (PDB ID: 5YOF [79]), where 

surface charge of the ZIKV protease structure was calculated using coulombic surface 

coloring with default setting implemented in UCSF Chimera [82], shading from red 

(high negative charge) to blue (high positive charge). (B) Two-dimensional chemical 

structure of a dipeptidyl aldehyde inhibitor used in this study. 

 

As mentioned above (section 1.6), the general cleavage mechanism of substrate 

by serine proteases has been purposed comprising two steps; acylation and deacylation 

processes [53, 54, 83]. The acylation process is involved in the formation of a transient 

anionic tetrahedral intermediate and a covalent acyl-enzyme, while the decylation step 

is involved in the hydrolysis reaction on acyl-enzyme to liberate the C-terminus of the 

substrate. Peptidyl aldehydes are reversible inhibitors covalently bonded to the catalytic 

S135 of flavivirus proteases [72, 80, 81], in which a covalent tetrahedral adduct or 

known as hemiacetal formation is formed (Figure 7). This covalent tetrahedral adduct 

mimics the tetrahedral transition state on the protease reaction pathway. The peptidyl 

aldehydes are thus considered as transition-state analogues [84]. Although the 

inhibitory potency of the peptidyl aldehydes has been assessed experimentally among 

several flaviviruses [72, 73, 77, 78], mechanistic details and energetics of the inhibition 

mechanism between ZIKV protease and the peptidyl aldehydes, that can be revealed 

computationally, remain unknown. Here, we explored the activation barriers, the 
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reaction energies and the key interactions corresponding to stationary points, including 

noncovalent Michaelis complex, transition state, and covalent complex, which would 

be helpful for the design of other transition state analogues with desirable properties. 

 

 

Figure  7. Proposed reaction mechanism of the ZIKV protease inhibition by peptidyl 

aldehyde. The process is involved in proton transfer and nucleophilic addition reaction 

to produce a covalent anionic hemiacetal adduct. The relevant atoms in QM region are 

labeled in blue comprising fragments of the catalytic triad (H51, D75 and S135) of the 

NS3 protease and the peptidyl aldehyde as well as four hydrogen link atoms (black 

circles) applied to saturate the QM/MM boundary. The atomic labels involved in the 

inhibition mechanism are also given for further discussion. 
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1.8 Objectives of the study 

In this research, the accepted computational chemistry approaches such as 

molecular dynamics simulation (MD) and hybrid quantum mechanics/molecular 

mechanics (QM/MM) were selected to investigate the molecular interactions and 

catalytic mechanism of the ZIKV protease with its substrate and peptidyl aldehyde 

inhibitor. The aims of this work cover: 

1. To determine the protein-ligand interactions, structure and dynamic 

properties of the ZIKV NS2B/NS3-substrate/inhibitor complexes using 

MD simulations 

2. To investigate the reaction mechanism and inhibition mechanism of ZIKV 

NS2B/NS3 serine protease with its substrate and peptidyl aldehyde 

inhibitor using combined QM/MM approach 
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CHAPTER II 

THEORIES 

 

2.1 Molecular mechanics 

 Molecular mechanics (MM) is a classical mechanics-based model, in which 

molecular structure is described by a series of atoms (point charges) connected to bonds 

(springs). The types of atoms and bonds are identified in terms of atomic size and bond 

length, respectively. MM framework is based on empirical approximations, called 

“force field”, which are used for calculating interactions and evaluating the potential 

energy of the systems as a function of atomic coordination. All common force fields 

can be classified potential energy functions into two classes: Bonded and non-bonded 

interactions. Bonded interactions compose of covalent bond stretching  

( bondE ), angle bending ( angleE ), and torsional rotation ( dihedralE ), all which are generally 

fixed throughout a simulation. Meanwhile, non-bonded interactions comprise van der 

Waals ( vdWE ) and electrostatic ( eleE ) interactions. The definition and corresponding 

equations of each term are summarized in Table 2. The total potential energy ( totalE ) 

of a molecule [85] is a summation of each interaction term as following equation: 

 

elevdWdihedralanglebondtotal EEEEEE                (1) 

 

Table  2. Force field in molecular mechanics 

Interaction Definition and equations 

Bonded terms:  

Bond stretching 

 

 

The covalent bond stretching is a bonded 

interaction between two atoms i and j. The bond 

stretching energy on each pair of atoms is based on 

Hooke's law for a spring in a harmonic form as 

following equation: 

 20

bond

bond
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1
rrkE b                                (2) 
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Interaction Definition and equations 

where bk is the force constant for bond stretching; r and 

0r are the actual and equilibrium bond length, 

respectively. 

Bond bending 

 

 The bond angle interaction is the interaction 

between three atoms i, j, and k. Similar to the bond 

length energy term, the bond angle energy is based on 

Hooke's law with respect to angle as following equation: 

 2

0

angle

angle
2

1
  kE                             (3) 

where k is the force constant for bond bending;   and 

0 are the actual and equilibrium bond angle, 

respectively. 

Dihedral  

 

The dihedral-angle interaction is the interaction 

between four atoms i, j, k, and l. The torsional angle 

energy can be written as following equation:  

 )cos(1
2dihedral

dihedral    n
V

E n                (4) 

where nV  is the rotation barrier height; n  is the rotate 

periodic;   is the torsional angle;   is the 

conformation of molecule in phase. 

Non-bonded terms:  

van der Waal 

 

The van der Waal interactions are commonly used 

to describe steric interactions of molecule. Basically, the 

Lennard-Jones potential which represents the 

summation of attractive and repulsive terms is used to 

evaluate the van der Waal interactions as expressed 

below. 
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Interaction Definition and equations 

where   is a constant determining the depth of the 

potential well;   is the diameter of the particle; The 

term  12
/ ijr reflects a strong repelling force at very 

short distances, whereas the term  6/ ijr indicates an 

attracting force with a longer interaction range. 

Electrostatics 

 

The electrostatic energy is related to the 

electrostatic interactions between two distributed 

charged atoms. The electrostatic interactions are 

described by Coulombic potential function as following 

equation:  





atoms

0

ele
4ji ij

ji

r

qq
E


                                (6) 

where iq  and jq  are the fractional charges on atoms i 

and j, respectively; ijr is the distance between atoms i 

and j; 0 is the dielectric constant. 

 

2.2 Molecular dynamics 

Molecular dynamics (MD) is a form of computer simulation technique which is 

widely used to describe equilibrium and dynamics properties of complex system that 

cannot be calculated analytically. In this technique, atoms and molecules are allowed 

to interact for a period of time, providing a view of the particles movement. MD can be 

a powerful research tool for scientists to study the motion of individual atoms in a case 

which is impossible in laboratory experiments [86]. 

MD simulation has been considered as “statistical mechanics by numbers” and 

“Laplace’s vision of Newtonian mechanics” for prediction of future by animating 

nature’s forces. This provides detailed insight into molecular motion at atomic level. 

MD simulation represents an interface between theoretical information and laboratory 

experiments, known as a virtual experiment. It combines the relationship between 

molecular structure, motion and function. All classical MD methods depend on force 
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field for calculating interactions and evaluating the potential energy of the systems as a 

function of atomic coordination. A force field consists of both sets of equations used to 

calculate the potential energy and forces from particle coordinates, including a 

collection of parameters used in the equations [87] (see Molecular mechanics section). 

MD simulation is a very powerful technique in modern molecular modeling, and 

enables us to follow and understand structure and dynamics of biological molecules 

with extreme details. This method is based on the calculation of the time dependent 

behavior of a molecular system. MD simulations are able to provide theoretical 

information in terms of fluctuations and conformational changes of biological systems 

including proteins, carbohydrate, fatty acids, and nuclei acids. Moreover, this method 

is commonly used to determine the structures, dynamical behavior, and 

thermodynamics properties of biological molecules and their complexes taken from X-

ray crystallography and from NMR experiments. In addition, biological systems exhibit 

a wide range of time scales for dynamics as shown in Figure 8 

 

 

Figure  8. Range of time scales for dynamics in biological systems. 

 

Classical MD simulation is an important method used to investigate the 

microscopic behaviors by integrating the motion of particles or molecules based on the 

Newton’s second law equation of motion. Fundamentally, the acceleration of particles 

can be calculated by the first-order derivative of velocity ( iv ) or second-order 

derivative of the atomic position ( ir ) with respect to time t (Eq. 7) 
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where iF  is the total force exerted on the particle i, im  and ia  are mass and acceleration 

of the particle i at given time t, respectively. In addition, the external force acting on 

the particle i can be obtained from the negative gradient of potential energy (U) as 

shown in Eq. 8 

 

UF ii                     (8) 

 

Combination of all mentioned equations leads us to obtain (Eq. 9) 

 

2

2

i
dt

rd
m

dt

dv
mamUF i

i
i

iiii      (9) 

 

The total potential energy is the summation between the bonded and non-

bonded interactions, as shown in Eq. (1). In bonded term, the mechanical molecular 

model considers atoms as spheres and bonds as springs. The mathematics of spring 

deformation can be used to describe the ability of bonds to stretch, bend, and twist. In 

non-bonded term, intermolecular interactions consist of van der Waals attraction, steric 

repulsion and electrostatic attraction/repulsion.   

In molecular system, the potential energy is the summation of MM energies 

(i.e., bonded and non-bonded interactions), as previously described. Again, bonded 

interactions compose of covalent bond-stretching, angle-bending, and dihedral angle 

potentials as described by harmonic oscillator function. Meanwhile, non-bonded 

interactions consist of electrostatic and van der Waals interactions, which are described 

by coulomb potential and Lennard-Jones potential, respectively. The sum of potential 

energy interactions [85] can be expressed as follows (Eqs. 10-11): 

 

   
nonbondedvdWelebondeddihedralsanglesbonds EEEEEU                 (10) 

 

       

















atoms

612

atoms

dihedrals

2

angles

2

bonds

cos1
2

1

2

1

2

1

ji ij

ij

ij

ij

ji ij

ji

neqeqb
r

B

r

A

Dr

qq
nVkrrkU 

(11) 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 21 

 Currently, MD simulation can be achieved by several free or commercial 

software packages (e.g. AMBER, GROMACS, NAMD and CHARMM). A simplified 

scheme of the standard MDs algorithm is schematically illustrated in Figure 9. 

 

 

Figure  9. Simplified schematic of MD algorithm. 

 

2.2.1 Integration algorithm 

MD simulation generates the structures along the simulation time yielding 

trajectories of the system. The integration algorithm is needed to calculation the 

movement of atoms through a simulation time step. The integration algorithms include 

Verlet, Leap frog and velocity Verlet, and so on. The Leap frog algorithm [88] is widely 

used as simple and numerically stable of integration algorithm. Additionally, this 

integration algorithm implemented in AMBER program was used throughout this 

research as described below. The velocities are calculated at a half of time step ( 2/t ) 

to improve the accuracy of simulation (Eqs. 12-13). 
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After subtraction of the two above equations, the leap frog equation in terms of 

velocity and position are obtained in the similar way (Eqs. 14-15). 
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2.2.2 Periodic boundary condition 

 To avoid surface artifacts, periodic boundary condition is used for typical 

biomolecular simulations because a molecule that exits to the left of periodic box can 

reappear on the right (Figure 10). A molecule will not significantly interact with their 

periodic replicates if the box is sufficiently large. This is associated with the non-

bonded interactions, which ideally should be summed over all neighbors in the resulting 

infinite periodic system. The simple cut-offs can effectively work for Lennard-Jones 

potential that decay very rapidly, while Coulomb interactions can lead to large errors if 

a sudden cut-off is applied. The use of particle mesh Ewald summation (PME) is a good 

option to calculate the infinite electrostatic interactions by splitting the summation into 

short-range and long-range parts. In PME summation method, the long-range part is 

treated by assigning charges to a grid that is solved in reciprocal space through Fourier 

transforms [89]. 
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Figure  10. Schematic representation of periodic boundary condition. 

(http://wiki.cs.umt.edu/classes/cs477/images/e/e3/Pbc.png) 

 

2.2.3 Constraint dynamics 

 One of the most demanding part of MD simulations is the computation of non-

bonded interactions, because millions of pairs must be calculated for each time step. 

Extending the time step is an important way to improve simulation performance. 

Unfortunately, errors are occurred in bond vibrations already at 1 fs. However, the bond 

vibrations are not of interest in most simulations; thus, it can be removed entirely by 

introducing bond constraint algorithms such as the SHAKE or LINCS algorithms. 

Constraints allow to use a larger time steps of 2 fs, and fixed-length bonds are likely 

better approximations of the quantum mechanical grounds state than harmonic springs 

[90]. 

 

2.2.4 Water models 

The most important solvent in nature is water. Nevertheless, it has many special 

properties due to the ability of water molecules to form hydrogen bonds with other 

water molecules or other molecules in three-dimensional networks. In addition, water 

molecules are necessary to include in computational simulations to get more accurate 

results and to compare with experimental data. Three-dimensional model of water 
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molecules is developed from the important parameters of the macroscopic properties 

(e.g. geometry, density, hydrogen bond, atomic charges and Lennard-Jones 

interaction). For the simple water model, water molecule is treated as rigid molecule 

and only involved in non-bonded interactions. The non-bonded interactions rely on the 

electrostatic interaction based on Coulomb's law and van der Waal interaction using the 

Lennard-Jones potential as expressed below: 

 

6
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aon  bon  

12
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qqk
E

i j ij

jic

ab                            (16) 

 

where ck is the electrostatic constant; iq and jq are the partial atomic charges; ijr is the 

distance between two atoms or dummy charged sites (e.g. lone pairs); A and B are the 

Lennard-Jones parameters. 

It should be noted that the Lennard-Jones term is only treated with oxygen-

oxygen interaction. Furthermore, the exact parameters of model geometries (i.e. O-H 

distance and H-O-H angle) are based on each water model. There are many types of 

water models such as 3-, 4-, 5- and 6-site depending on the number of interacting sites 

(Figure 11). For instance, the 3-site water models consisting of three interaction points 

over three atoms of a water molecule is widely used in MD simulations such as TIP3P, 

SPC and SPC/E water models, balancing accuracy and computational cost. 

 

 

Figure  11. Type of water molecule models generated by 3-, 4-, 5- and 6-site of point 

charges. (https://en.wikipedia.org/wiki/Water_model) 

 

2.2.5 Continuum solvation 

 To reduce computational expense relating all-atom MD simulations, continuum 

solvation or implicit solvent models are used instead of individual “explicit” solvent 
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molecules based on different water models. The continuum model is frequently used to 

roughly calculate free energy interaction between solute and solvent. This model treats 

the solvation as an electrostatic interaction of dielectric media and a solute molecule 

using a specified dielectric constant to represent the average properties of the real 

solvent, which has a specific value for each solvent. The total solvation free energy  

( solvG ) is the summation of the nonpolar (
nonpolar

solvG ) and electrostatic (
ele

solvG ) terms 

(Eq. 17): 

 

ele

solv

nonpolar

solvsolv GGG                (17) 

 

The implicit solvation states that the continuous medium can be disrupted by a 

cavity formation of a solute molecule. The favorable dispersion interaction and the 

unfavorable cavity formation between solute and solvent environment are typically 

assigned as the nonpolar solvation free energy. The 
nonpolar

solvG contribution can be 

approximated by the linear function of the solvent accessible surface area (SASA) 

approach (see Eq. 18). The SASA is evaluated by an exact radius of solvent as a probe 

rolling on the van der Waals surface of a solute molecule, whereas the 
ele

solvG  can be 

calculated with the two well-known approaches: Poisson-Boltzmann (PB) and 

generalized Born (GB) models, which are described in more details below. 

 

  SASAGGG dispersioncavity

nonpolar

solv                         (18)  

 

where  and   are surface tension and offset values, respectively. 

 

2.2.5.1 Poisson-Boltzmann (PB) model 

For the Poisson’s equation, the electrostatic potential, )(r , is computed as a 

function of charge distribution, )(r , and position-dependent dielectric constant, )(r

, as expressed in Eqs. 19-20.  

 

)(4)()( rrr                             (19) 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 26 

 

)(

)(4
)(2

r

r
r







                           (20) 

 

However, this equation is valid when mobile ions are absent. For the existing of 

electrolyte in solvation, the Boltzmann distribution is employed to describe the 

distribution of mobile ions inside the potential field, leading to the so-called Poisson-

Boltzmann (PB) equation. The linear PB equation is simplified for adopting in 

biomolecular simulations as shown in Eq.21, where iq  and in  are the atomic charge of 

electrolyte and density of each ion, respectively. Bk is the Boltzmann constant and T is 

temperature. 
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For linear PB equation, the 
ele

solvG is the difference of the electrostatic potentials 

in solution ( sol ) and gas ( gas ) phases, as expressed below: 

 

  drrG ))((
2

1
gassol

ele

solv               (22) 

 

2.2.5.2 Generalized Born (GB) model 

The generalized Born (GB) model is a spherical cavity model approximation, 

which is more simplicity and computational efficiency compared with the PB model. 

Based on the GB model, each atom in a molecule is represented as a sphere of the Born 

radius ( iR ) and a charge ( iq ) which has the lower dielectric constant than environment. 

The interior atom uniformly defined by a dielectric constant of 1 in gas phase is 

surrounded by the high dielectric constant of solvent (e.g. 80  of water). The GB 

model is used to calculate the 
ele

solvG , as shown in Eq. 23 below: 
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where ijr is the distance between atoms i  and j , iR is the effective Born radii, GBf is a 

smooth function interpolating the atomic radii and distance between pair of atoms (Eq. 

24).  
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Note that the effect of the salt concentration can be achieved by the Debye-

Hückel screening parameter ( ). For a single ion, the atom radius is equal to its van 

der Waals radius, i . In pure water ( 0 ), the 
ele

solvG  of a single ion is written below: 
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The effective Born radii are approximated as equal to the distance from atom to the 

molecular surface. The conformational change of molecule can directly affect the 

effective Born radii, leading to an inaccuracy of the calculation. Moreover, in the case 

of atom is surrounded by the other atoms, its electrostatics will be screened according 

to the low dielectric constant of environment, instead of high dielectric of solvent, 

called as de-screening. The effective radii of each atom can be evaluated from the 

degree of de-screening. Thus, the different atomic de-screening results in many GB 

models. 

 

2.3 Investigation of pKa of a titratable amino acid 

 The instantaneous pKa of a titratable group is determined by its electrostatic 

environment, which is affected by the given conformation of protein and protonation 

states of other titratable residues. Changes in the conformation of the protein can affect 
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the electrostatics, which may, in turn, induce a shift in the pKa of titratable groups. 

Furthermore, complex formation between protein and small molecules or other proteins 

can also induce changes in the pKa values of titratable groups on either binding partner. 

The most widely used techniques to investigate the pKa values of titratable amino acids 

are constant pH molecular dynamics (CpHMD) and constant pH replica exchange 

molecular dynamics (CpH-REMD) simulations. 

 

2.3.1 Constant pH molecular dynamics 

 The CpHMD method uses the GB implicit solvent model with periodic Monte 

Carlo (MC) sampling of protonation states. Electrostatic interactions are modeled 

through GB potential, which are used to calculate the protonation state energies. At 

each MC step, a titratable residue and a new protonation state are randomly assigned. 

The free energy of transition ( G ) for protonation or deprotonation is calculated as: 

 

  refelec,elecrefa, 10lnpKpH GGTkG B                           (26) 

 

where Bk  is the Boltzmann constant, T is the temperature, pH denotes the specified 

solvent pH, refa,pK  is the apK  of the reference compound, elecG is the electrostatic 

energy component of the titratable residue, and refelec,G  is the electrostatic component 

of the transition energy of the chosen reference peptide. The free energy calculated from 

this equation forms the basis of the application of the Metropolis criterion to determine 

whether the transition of the protonation state is accepted. If the MC move is accepted, 

MD is continued with the changed protonation state of the residue; otherwise, the 

simulation is carried on with the residue in the unchanged protonation state. 

 

2.3.2 Constant pH replica exchange molecular dynamics 

Based on this approach, each replica is simulated at a separated pH. In CpH-

REMD, adjacent replicas in the pH ladder swap pH with the MC exchange probability 

for replicas i and j: 
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    jijiji NNP pHpH10lnexp,1min                                   (27) 

 

where iN  is the number of titratable protons present in replica i and ipH  is the pH of 

replica i prior to the exchange attempt. 

 

2.4 Quantum mechanics  

 One of the main limitations of standard MM potential functions is that it cannot 

model the breaking and making of chemical bonds and electronic reorganization 

involved in a chemical reaction. Hence, modelling enzyme-catalyzed reactions need to 

use a method capable of describing the bond breaking and bond making. Quantum 

mechanical (QM) (also known as electronic structure or quantum chemical) methods 

can solve these problems. Such methods model the distributions of electrons in 

molecules explicitly. They are widely used to study the geometries, electronic structure 

and reactions of small molecules. A number of different QM methods exist, and many 

(so called ‘wavefunction-based’ methods) involve finding the solution to the 

Schrödinger equation. The Schrödinger equation cannot be solved exactly for 

molecular systems containing more than one electron and hence approximations are 

required for many-body systems. Different QM methods differ depending on the 

approximations made, and can be divided roughly into three types: semi-empirical 

density functional theory (DFT) and ab initio approaches. 

 Semi-empirical methods are generally used and considered as the least 

computationally intensive of the QM methods presented here, but they typically exhibit 

the least accuracy, unless specifically parameterized for a particular property. Such 

methods can be applied to larger systems than DFT or correlated ab initio methods. 

They can also be combined with MD simulations. Examples of semi-empirical QM 

(molecular orbital) methods include those based on the Modified Neglect of Diatomic 

Differential Overlap (MNDO) approximation, such as AM1, PM3 and PM6. The self-

consistent charge density functional tight binding (SCC-DFTB) semi-empirical method 

is based on DFT and has been shown in many cases to provide geometries and relative 

energies comparable to DFT and ab initio calculations. 
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 Density functional theory methods are superior to semi-empirical methods and 

can provide accuracy approaching that of the correlated ab initio methods with the 

lower computational cost. The basis of DFT is that the ground-state energy of a 

molecule can be calculated just from a knowledge of the electron density distribution. 

The density is a function of only three variables and is thereby much simpler than the 

ab initio wavefunction, a function of 3N variables, where N is the number of electrons. 

However, the exact form of the functional relating the density to the energy remain 

unknown. Numerous approximate functionals have been developed based on a mixture 

of trial and error and known limiting features of the exact functional, but there is (as 

yet) no systematic way to improve them. One popular density functional is B3LYP, 

termed a ‘hybrid’ functional, in which a degree of Hartree–Fock (HF) exact exchange 

is mixed with contributions from other functionals including the Becke88 exchange 

functional and the Lee–Yang–Parr (LYP) correlation functional. 

 The simplest useful ab initio QM methods apply HF theory, in which it is 

approximated that each electron’s spatial distribution is not dependent on the 

instantaneous motion of the other electrons. This approximation turns out to be the main 

flaw of HF theory: it ignores electron correlation, the tendency of electrons to avoid 

each other. The neglect of this effect in the calculation of the total energy has significant 

implications for chemistry: HF calculations on reactions often give large errors. Many 

‘correlated’ ab initio methods, including those based on Møller–Plesset perturbation 

theory (e.g. MP2), configuration interaction, or coupled cluster theory, use HF 

wavefunctions as a starting point. These methods offer a significant improvement in 

accuracy over HF calculations, but also have much higher computational cost, which 

currently makes their application for systems with many tens of atoms difficult. 

 

2.5 Combined quantum mechanics and molecular mechanics (QM/MM) 

 Combined or hybrid QM/MM approaches have become the method of choice 

for modeling reactions in biomolecular systems. In QM/MM methods, the region of the 

system in which the chemical process takes place is treated at an appropriate level of 

quantum chemistry (QM) theory, while the remainder is described by force-field-based 

molecular mechanics (MM) methods. In general, the decision for dividing a system into 

regions that are described at different levels of theory is the local characteristic of most 
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chemical reactions in condensed phases. For instance, to model large biomolecular 

system, the logical approach is to combine the two techniques and to use a QM method 

for the chemically active region (e.g., substrates and active site in an enzymatic 

reaction) and an MM treatment for the surrounding environment (e.g., the rest of protein 

and solvent). The common concept of hybrid QM/MM strategy is illustrated in Figure 

12. 

 

 

Figure  12. Illustration of the QM/MM concept. The QM region (labeled in violet), in 

which a chemical reaction occurs, is treated at a sufficiently high level of QM theory. 

The rest of the system (labeled in light blue) is described at the MM level [91]. 

 

2.5.1 QM/MM calculations 

 After partition of QM and MM regions, the energy calculation on both regions 

can be carried out using the commonly used two coupling schemes: additive and 

subtractive coupling schemes. In the additive scheme, the total QM/MM energy of the 

system is obtained from the summation of the energy of the QM region, MM region, 

and between QM and MM region as follows: 

 

)MMQM()MM()QM( MM-QMMMQMTOTAL  EEEE                (28) 

 

 The terms QM and MM in the parenthesis indicate the atoms in the QM and 

MM subsystems, respectively. The subscripts denote the level of theory at which the 

potential energies are calculated. 
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 In the subtractive scheme (Figure 13), the total QM/MM energy of the system 

is obtained from the MM energy of the QM and MM regions, plus the QM energy of 

the isolated QM subsystem, minus the MM energy of the QM subsystem. The 

subtraction term is used to correct for double counting of the interactions within the 

QM subsystem: 

 

)QM()QM()MMQM( MMQMMMTOTAL EEEE                       (29) 

 

 

Figure  13. Illustration of subtractive QM/MM coupling scheme [91]. 

 

2.5.2 QM/MM boundary treatment 

 The QM/MM boundary treatment is important for the QM/MM method. The 

selection of the QM region can be performed by two different ways: with and without 

the QM/MM bond cutting. In many cases, a straightforward cut through the covalent 

bonds that cross the QM/MM boundary is commonly used, resulting in the creation of 

one or more unpaired electrons in the QM subsystem. The approaches which can solve 

the artefact of such open valences are needed. One of the most commonly used methods 

is the “link atoms” approach, which can place an additional atom at a suitable position 

along the cut bonds between the QM and MM atoms (Figure 14A). Hydrogen like atom 

is most general used due to its simplicity; however, any type of the link atoms can be 

used to treat the QM/MM boundary. 

 Alternatively, a double occupied molecular orbital is another popular approach 

to replace a chemical bond that passes through the QM and MM regions. The two most 

commonly used schemes are the localized hybrid orbital method, or known as the 

localized self-consistent field method [92], which introduces orbitals at the QM atom 

(Figure 14B), and the generalized hybrid orbital approach [93], which places additional 

orbitals on the MM atom (Figure 14C). 
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Figure  14. Different approaches to treat the QM/MM boundary. (A) link atoms and 

(B and C) frozen orbitals [91]. 

 

2.5.3 Calculations of energy profiles and barriers for reactions 

 Structural and energetic information involving the reactant, transition state and 

product along the reaction path are the main points in modeling enzyme-catalyzed 

reactions. Such information can be obtained either from static methods or dynamical 

methods (Figure 15). The former methods are involved in the optimization of structures 

along the reaction path, while the latter methods are involved in the generation of 

structure ensembles. For the static methods, one approach commonly used in locating 

approximate transition states and reaction paths on QM/MM potential energy profiles 

is the so-called ‘‘adiabatic mapping’’ method. In this approach, a reaction coordinate is 

defined (e.g. group of distances, angles, or torsions). The energy of the system is further 

minimized while constraining this coordinate to a set of slowly changed values using a 

force constant, giving a potential energy surface. The difference in electronic energy 

between the transition state and the reactants provides the potential energy barrier for 

the reaction. By addition of zero-point energy correction (for the atoms in the QM 

region) and calculation of vibrational frequencies, it is possible to obtain the activation 

energy, enthalpy and free energy. Thus, this free energy can be directly compared to 

experimental activation free energy.  
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Figure  15. Two different approaches used in QM/MM reaction modelling (A) static 

methods and (B) dynamical methods. 

 

 Nevertheless, the reaction potential energy profile may not be obtained using 

the adiabatic mapping approach (e.g. large structural or charge changes occur along the 

reaction path). In these cases, it can be overcome by using dynamical methods to 

generate an ensemble of reacting structures. One of the commonly used methods for 

doing this is the umbrella sampling approach. Similar to adiabatic mapping, a reaction 

coordinate is chosen, then a set of MD simulations are performed, in each of which a 

harmonic or other restraining ‘‘umbrella’’ potential is applied to maintain the reaction 

coordinate close to a desired value. The set of selected values is designed to cover the 

range from the reactants to the products at a given interval. This results in an ensemble 

of structures representative of reaction at a particular temperature. The bias introduced 

by the umbrella potential can be removed using the weighted histogram analysis 

method (WHAM), to construct a free energy profile along the reaction path.    

 Sampling reaction paths with umbrella sampling (or using related approaches) 

is a challenge, as the potential energy is calculated with QM/MM methods. This is 

because the underlying simulations require a very large number of computations of the 

potential energy and its gradient (105 or more). Therefore, this technique is currently 

practical for low-level QM methods, such as AM1, PM3, PM6 and SCC-DFTB. 

However, such low-level QM methods are likely to yield quite inaccurate energy 

barriers. Another difficulty with such methods is that the computed free energy profile 
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may not be converged with the length of time scale along the reaction path, as one may 

not sample a truly equilibrium ensemble in the given time. The accuracy of QM/MM 

umbrella sampling free energy barriers based on low-level QM methods is possible to 

improve by applying a correction derived from adiabatic mapping studies at both the 

low level used for umbrella sampling and at a higher level.  

 

2.5.3.1 The Weighted histogram analysis method (WHAM) 

 The weighted histogram analysis method (WHAM) is the most commonly used 

technique to calculate the probability distribution along the reaction coordinate. The 

WHAM algorithm is applied to estimate the uncertainty of the unbiased probability 

distribution given by the umbrella simulations and then compute the potential of mean 

force (PMF). The WHAM equations can be written below (Eqs. 30-31): 
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and 

 

         PwdF ji expexp                                          (31) 

 

where ig  is the statistical inefficiency as expressed following (Eq. 32): 

 

iig 21                                                                     (32) 

 

wN  is the number of umbrella simulations or umbrella windows,  ih  is the umbrella 

histogram. i  is the integrated autocorrelation time of umbrella window i in the units 

of the simulation frame time. iF  is the free energy constant.   is equal to TkB/1 , where 

Bk  is the Boltzmann constant, and T  is the temperature. jn  is the total number of the 
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data points in histogram jh .  P  is the unbiased probability distribution which is 

associated with the PMF as expressed below (Eq. 33): 
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0  is the reference point where the PMF is defined as zero. 
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CHAPTER III 

RESEARCH METHODOLOGY 

 

3.1 Part I: Binding recognition of substrates in ZIKV NS2B/NS3 serine 

protease  

3.1.1 Explicit-solvent CpHMD and CpH-REMD 

 Constant pH molecular dynamics (CpHMD) and constant pH replica exchange 

molecular dynamics (CpH-REMD) in explicit solvent were performed by AMBER16 

coupled with the AMBER ff10 forcefield [94]. Starting from the X-ray crystal structure 

of the ZIKV NS2B/NS3-tetrapeptide (TGKR) complex (PDB ID: 5GJ4) [43], the amino 

acid residues sequence of the original tetrapeptide from P4 to P1 positions were 

changed to the corresponding peptide substrate (Table 1) for each position. Ionizable 

Lys (K) residue of each peptide substrate was made titratable. Each complex was 

solvated into truncated octahedron box of TIP3P water molecules, and sodium ions 

added to keep the whole system neutral. Stepwise minimizations with heating to 300 K 

and equilibration procedure were carried out to give starting points for the simulations 

of 50 ns covering the pH range 0-14 for CpHMD simulations and 7-14 for CpH-REMD 

simulations with 8 replicas. Protonation state statistics were calculated using the 

cphstats module of AMBER16.  

 

3.1.2 System preparation for MD simulations 

The staring coordinates of the ZIKV NS2B/NS3-tetrapeptide (TGKR) complex 

were obtained from the RSCB Protein Data Bank (PDB ID: 5GJ4) [43]. A tetrapeptide 

“TGKR” is associated with the P4 to P1 positions of the substrate, respectively (Figure 

16A). To build the models of the ZIKV protease in complex with different substrates, 

the amino acid residues of the original tetrapeptide were changed to the corresponding 

substrate for each position. This modification was performed based on the similar 

orientation with the template peptide using the small molecules tool implemented in 

Accelrys Discovery Studio 2.5Accelrys Inc. Note that four fluorogenic substrates used in 

this study are selected from the literatures [43, 95] on the basis of being the recently 

designed substrates compared with the most commonly used substrate in the assays. All 
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determined substrates were consisted of: (i) substrate 1, acyl-Norleucine-Lysine-

Lysine-Arginine-7-amino-4-carbamoylmethylcoumarin (Ac-nKKR-ACC); (ii) 

substrate 2, acyl-DArginine-Lysine-Ornithine-Arginine-7-amino-4-

carbamoylmethylcoumarin (Ac-DRKOR-ACC); (iii) substrate 3, acyl-DLysine-

Lysine-Ornithine-Arginine-7-amino-4-carbamoylmethylcoumarin (Ac-DKKOR-

ACC); (iv) substrate 4, benzol-Norleucine-Lysine-Arginine-Arginine-

aminomethylcoumarin (Bz-nKRR-AMC), as shown in Figures 16B and 17. Each 

simulated system was assessed the protonation states of all ionizable amino acid side 

chains at pH 8.5 using PROPKA 3.1 [96], except for the catalytic residue H51 that was 

assigned as the neutral form with protonation at the delta position (HID type) due to 

mechanistic consideration. The electrostatic potential (ESP) charges of the substrates 

were calculated with the HF/6-31(d) level of theory using the Gaussian09 program [97]. 

Afterward, the restrained ESP charges and missing parameters of the substrates were 

achieved by the antechamber and parmchk modules of AMBER16, respectively, [98]. 

The AMBER ff14SB force field [99] and generalized AMBER force field (GAFF) 

[100] were used to assign bonded and non-bonded parameters for the protein and 

substrates, accordingly. The complexes were solvated in the TIP3P [101] water box 

with the minimum distance of 10 Å between the protein surface and the solvation box 

edge that the dimensions were roughly set to 81 Å × 85 Å × 87 Å. After that, sodium 

ions were randomly added to neutralize the simulated systems (2, 1, 1 and 2 ions for 

the substrates 1 to 4 systems, respectively). Prior to performing the MD simulations, 

the added hydrogen atoms and water molecules were energy-minimized with 500 

iterations of steepest descent (SD) and 1500 iterations of conjugated gradient (CG) 

methods, while the remaining molecules were held fixed. The protein and substrates 

were then energy-minimized by SD (500 steps) and CG (1500 steps) methods with 

constrained solvent molecules. Finally, the entire system was fully energy-minimized 

with the same minimization procedure. 
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Figure  16. (A) Three-dimensional structure of the tetrapeptide “TGKR” binding to the 

active site of the ZIKV protease (PDB accession code 5GJ4), where the surface charge 

with negative and positive charge accumulation is shaded from red to blue, respectively. 

(B) Comparison of the four substrate sequences used in this study. 

 

 

Figure  17. Chemical structures of (A) Ac-nKKR-ACC, (B) Ac-DRKOR-ACC, (C) 

Ac-DKKOR-ACC and (D) Bz-nKRR-AMC used in this study corresponding to 

substrates 1 to 4, respectively. 
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3.1.3 Molecular dynamics simulations 

 Each complex was simulated under the periodic boundary condition with the 

isothermal–isobaric (NPT) ensemble, as previously described [102-104]. In brief, a 

residue-based cutoff of 10 Å was employed for non-bonded interactions, and the 

particle mesh Ewald summation method [105] was used to treat the electrostatic 

interactions. The SHAKE algorithm [90] was applied to constrain all covalent bonds 

involving hydrogen atoms. A simulation time step of 2 fs was used along the MD 

simulation. The Langevin thermostat [106] with a collision frequency of 2 ps-1 was 

employed for temperature control, while the Berendsen barostat [107] with a pressure-

relaxation time of 1 ps was used to maintain the standard pressure of the system. Each 

simulated system was gradually heated from 10 to 310 K for 100 ps using positional 

restraints of 50.0 kcal mol-1 Å-2 to the Cα atoms of protein. Afterward, the system was 

submitted to five stages of restrained MD simulations at 310 K with positional restraints 

of 20, 15, 10, 5 and 2.5 kcal mol-1 Å-2 for 200 ps of each stage, and another 200 ps 

without any restraint to equilibrate the systems. Consequently, the whole system was 

simulated under the NPT scheme (310 K, 1 bar) for 50 ns. The MD trajectories were 

collected every 2 ps. The global root-mean-square displacement were used to determine 

the system stability. The protein-substrate interactions and the binding free energies 

were evaluated using the cpptraj [108] and MMPBSA.py [109] modules of AMBER16, 

respectively. 

 

3.2 Part II: Reaction mechanism of the ZIKV protease with its substrate  

3.2.1 System preparation 

 The coordinates of the ZIKV protease enzyme in complex with TGKR peptide 

from the X-ray structure (Protein Data Bank (PDB), code 5GJ4) [43] were employed. 

Note that a tetrapeptide ‘TGKR’ corresponds to the -P4-P3-P2-P1- positions of the 

NS2B/NS3 cleavage site. The carboxylate group presented on the peptide C-terminus 

was replaced by the P1′ serine (S) residue, corresponding to the NS2B/NS3-mediated 

cleavage site [110]. The addition of missing hydrogen atoms and protonation states of 

ionizable amino acid residues were assigned at pH = 8.5, using the H++ server 

(http://biophysics.cs.vt.edu/H++) [111], except for H51 which was set as the neutral 

form with protonated δ-NH (HID type) due to mechanistic consideration. In addition, 
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their environments were considered based on the possibility of hydrogen bond 

formation with the surrounding residues. The ff14SB [99] AMBER force field was used 

to assign bonded and non-bonded parameters to the protein and peptide substrate. The 

system was solvated in an octahedron box of TIP3P [101] water model and neutralized 

with sodium ions [112], consisting of ~6000 water molecules and 3 Na+ ions. 

 

3.2.2 Molecular dynamics simulations 

 MD simulations of the ZIKV NS2B/NS3TGKRS complex were performed 

with the AMBER16 software package coupled with the sander and pmemd modules 

[113]. The system was simulated under periodic boundary conditions and the 

electrostatic interactions were treated using the Particle Mesh Ewald method [105]. 

Temperature was maintained by the Langevin dynamics technique with a collision 

frequency of 2 ps-1 [106], and pressure was controlled by the simple Berendsen barostat 

[107],  with a pressure-relaxation time of 1 ps. A cut-off distance of 10 Å was set for 

non-bonded interactions, while all covalent bonds involving hydrogen atoms were 

constrained by the SHAKE algorithm [114], allowing a simulation time step of 2 fs. 

Prior to performing MD simulations, the water molecules and counter ions were energy-

minimized by 1000 iterations of steepest descent (SD), followed by 2000 iterations of 

conjugate gradient (CG) methods, while the rest of the molecules were restrained. 

Afterward, the protein was energy-minimized by SD (1000 steps) and CG (2000 steps) 

methods together with restrained solvent. Finally, the entire system was fully energy-

minimized using the same minimization procedure. After an initial energy 

minimization step, the complex was slowly heated up to 300 K in 100 ps using 

positional restraints of 50.0 kcal mol-1 Å-2 for the alpha carbon (Cα) atoms of protein. 

The system was further equilibrated for 1000 ps with positional restraints, which were 

consequently decreased by 5.0 kcal mol-1 Å-2 every 100 ps, and another 100 ps without 

any positional restraints. Subsequently, the whole system was simulated under an 

isothermal-isobaric (NPT) ensemble for 200 ns (300 K, 1 bar) in three independent 

simulations, leading to 600 ns in total of simulation time. In addition, a single MD 

simulation was performed for the apo form for 1 µs. 
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3.2.3 QM/MM MD free-energy calculations 

 QM/MM MD simulations were carried out using the sander module 

implemented in the AMBER16 package. One suitable representative conformation 

from the previous MM MD simulations that fulfilled the following criteria: (i) 

d(N2H2) < 2.0 Å and d(O3Cγ) < 3.0 Å, and (ii) the nucleophilic attack angle, 

θy(O3CγOγ), close to 90o, was selected as the starting geometry for the QM/MM 

simulations. The QM region consisting of 60 atoms included the side-chains of the 

catalytic triad (H51, D75 and S135) and the substrate amino acids (P1 and P1′) close to 

the scissile bond (see Figure 18). Moreover, a negative total charge (–1e) was set for 

the QM region and 4 hydrogen link atoms (LAs) [115, 116] were applied to saturate the 

QM/MM boundary. The SHAKE algorithm was not calculated in the QM region. The 

QM region was treated with the PM6 semiempirical method [117], while the remaining 

region was described at the MM level using the ff14SB force field. 

 

Figure  18. Active site of ZIKV protease with the fragment of substrate. The QM atoms 

and the MM regions are displayed as magenta and green carbon atoms, respectively. 

Four hydrogen link atoms were used to saturate the QM/MM boundary, where the color 

is switched from magenta to green. The hydrogen bonds are represented by dashed 

lines. The atomic labels involved in the reaction mechanism are also given for further 

discussion. 

 

 QM/MM umbrella sampling MD simulations were performed for each step of 

the acylation process, harmonically restraining the reaction coordinate (RC) with a 

force constant of 100 kcal mol-1 Å-2. Each window was composed of 50 ps of restrained 

QM/MM MD. The RC was scanned at 0.1 Å intervals between adjacent windows, using 
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the previous geometry as the starting point for the subsequent window. The free energy 

profiles for each step were calculated by the weighted histogram analysis method 

(WHAM) [118-120]. The acylation process was categorized into two steps, in which 

the first and second steps were defined by TI formation and the breaking of peptide 

bond, respectively. The following reaction coordinates (RCs) were used: (i) the first 

step of the acylation  a 2D umbrella sampling simulation involving the proton transfer 

from S135 oxygen to H51 ε nitrogen, defined as d(O3H2)d(N2H2), ranging from 

1.0 to 1.0 Å, and the nucleophilic attack of S135 oxygen to the carbonyl carbon of 

substrate, defined as d(O3Cγ), varying from 3.0 to 1.5 Å. In order to calculate a less 

constrained pathway, a 1D umbrella sampling for the reaction was run using a RC 

described by the difference of the breaking and forming bonds 

(d(O3H2)d(N2H2)d(O3Cγ), from 3.8 to 0.6 Å). For (ii) the second step of the 

acylation  2D umbrella sampling with two RCs accounting for the breaking of Cγ−Nγ 

peptide bond, defined as d(Cγ−Nγ), with values ranging from 1.5 to 1.9 Å, and the 

transfer of proton from the ε nitrogen of the H51 to the peptide bond nitrogen of the 

substrate, defined as d(Nγ−H2)d(N2H2), varying from 1.6 to 1.0 Å, was simulated. 

Similar to the first step of the acylation process, a single RC described by the 

antisymmetric combination of d(Cγ−Nγ) and d(Nγ−H2)d(N2H2), 

(d(Cγ−Nγ)−d(Nγ−H2)+d(N2H2), from 0.2 to 2.8 Å) was used. 

 

3.2.4 High-level QM/MM calculations for the first step of the acylation process 

 High-level QM/MM calculations (up to the LCCSD(T) level, which can provide 

“chemically accurate” barriers for reactions) [121-123] were performed to obtain 

accurate potential energy profiles for the reaction. TS-like conformations obtained from 

PM6/ff14SB 1D umbrella sampling MD simulations were used as the starting 

geometries for an adiabatic mapping approach along the RC of 

d(O3H2)d(N2H2)d(O3Cγ) for the first step of the acylation process. Five initial 

geometries of TS structure were selected from 3050 ps simulation at every 5 ps of the 

TS-sampling window at the PM6/ff14SB of stationary point 

(d(O3H2)d(N2H2)d(O3Cγ) at 1.8 Å). To reduce the size of QM/MM 

calculations, all water molecules above the sphere of the protein were removed, and so 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 44 

the resulting protein was in a 10 Å layer of water surrounding protein. The QM region 

consisted of the atoms that were used in QM/MM umbrella sampling MD simulations 

as mentioned above. All protein residues plus water molecules within a 5-Å sphere of 

the substrate were included in the active region of the optimization process and allowed 

to move freely, while the rest of atoms were kept frozen. All QM/MM calculations were 

performed using ChemShell [124, 125], by combining the Orca package [126] for the 

QM part and DL_POLY [127] for the MM part. A full electrostatic embedding scheme 

was employed to calculate the polarizing influence of the enzyme environment on the 

QM region. Hydrogen LAs with the charge-shift model [105, 128] were applied to treat 

the QM/MM boundary. During the QM/MM geometry optimizations, all atoms in QM 

region were described at the BH&HLYP-D3/6-31G(d) level of theory. The D3 in the 

acronym indicates that an empirical dispersion correction was applied to the DFT 

calculations [129]. The inclusion of dispersion correction plays an important in DFT 

QM and QM/MM calculations, particularly in those reactions catalyzed by enzymes 

[130, 131]. The MM region was described by the ff14SB AMBER force field 

implemented in the DL_POLY code. A RC restraint was used to drive the reaction from 

the TS toward the reactant and product states at 0.1 Å intervals during the geometry 

optimizations. Note that the BH&HLYP [132-134] is known to provide better results 

than B3LYP [132, 135, 136] for some proton and charge transfers [123, 137] and also 

a better description of hydrogen bonding [138-140]. In addition, the BH&HLYP 

method gave the good results in line with ab initio methods [141]. Herein, single-point 

energy QM/MM calculations on the BH&HLYP-D3/6-31G(d)/ff14SB optimized 

geometries were performed at the LMP2/(aug)-cc-pVTZ/ff14SB, SCS-LMP2/(aug)-cc-

pVTZ/ff14SB, and LCCSD(T)/(aug)-cc-pVTZ/ff14SB levels of theory using 

ChemShell together with MOLPRO for the QM region [142]. SCS denotes the spin 

component scaled method [143] applied for the MP2 [144] calculations. It is worth 

noting that the combination of SCS and MP2 calculations provided results in good 

agreement with the coupled cluster methods for the reaction mechanisms catalyzed by 

other enzymes [123, 145, 146]. The (aug) in the notation of the (aug)-ccpVTZ [147] 

basis set means that a basis set augmented with diffuse functions were only used for the 

oxygen atoms. Meanwhile, the L in these acronyms for the correlated ab initio methods 
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indicates that local approximations [148-150] were adopted in the QM/MM 

calculations. 

 

3.3 Part III: Inhibition mechanism of the ZIKV protease with dipeptidyl 

aldehyde inhibitor  

3.3.1 System preparation 

The structure of a covalent complex between the ZIKV protease and dipeptide 

inhibitor (acyl-KR-aldehyde) was taken from a high-resolution (1.5 Å) X-ray crystal 

structure (PDB accession code 5YOF) [79]. The ionizable residues were assessed by 

H++ web-prediction of protonation [151] (http://biophysics.cs.vt.edu/H++) at pH 8.5. 

However, the catalytic H51 was protonated at both δ- and ε-nitrogen positions (HIP 

type) to resemble the tetrahedral intermediate adduct of the bound aldehyde. The partial 

atomic charges and the electrostatic potential (ESP) charges of dipeptidyl aldehyde 

were obtained by the restrained electrostatic potential (RESP) method [152, 153] using 

HF/6-31G(d) calculations. The system was immersed in a cubic box of TIP3P water 

molecules and neutralized with 4 Na+ ions using the LEaP module implemented in 

AMBER16. The final system was composed of 25965 atoms (box size of 90 × 90 × 90 

Å3). 

 

3.3.2 Molecular dynamics simulation 

 MD simulation of the ZIKV protease-inhibitor complex was carried out using 

the AMBER16 software package [113] with the AMBER ff14SB force field [99] for 

the protein and the generalized Amber force field version 2 (GAFF2) [100] for the 

inhibitor. The MD protocol used in this study was performed as previously described 

[102, 154, 155]. In brief, the system was energy-minimized and heated up from 10 to 

300 K and equilibrated under NPT scheme (P = 1 bar). Afterward, system was 

submitted to a MD simulation in the NPT ensemble for 200 ns to produce the starting 

structure for QM/MM simulations. A cut-off distance of 10 Å was employed for full 

electrostatic and van der Waals interactions. The long-range electrostatic interactions 

were treated using the particle mesh Ewald (PME) method [105],  whereas all covalent 

bonds involving hydrogen atoms were constrained with the SHAKE algorithm [90], 

allowing to use a larger time step of 2 fs. The Langevin thermostat [156] with a collision 
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frequency of 2 ps-1, and the Berendsen barostat [107],   with a pressure relaxation time 

of 1 ps, were used for temperature control and pressure control, respectively. 

 

3.3.3 QM/MM MD free-energy calculations 

 QM/MM MD simulations were performed using the sander module 

implemented in the AMBER16. A representative structure extracted from the most 

populated structures within the clustering of the MD trajectories was energy-minimized 

prior to performing the QM/MM simulations. The QM region composing of 49 atoms 

included the fragments of the inhibitor, and the side chains of the catalytic triad (H51, 

D75 and S135), which participate in the catalytic mechanism (blue label in Figure 7). 

Moreover, an overall charge of zero was set for the QM region and four hydrogen link 

atoms (LAs) [115] were applied to saturate the covalent bonds that cross the QM/MM 

boundary. The QM atoms were treated with the semi-empirical Hamiltonian Pairwise 

Distance Directed Gaussian modification of PM3 (PDDG-PM3) [157],  whereas the 

MM atoms in the system were calculated using the ff14SB all-atom AMBER force 

field. 

 QM/MM umbrella sampling MD simulations were performed for studying the 

inhibition mechanism of dipeptidyl aldehyde inhibitor toward the ZIKV protease and 

used to compute the free-energy reaction path. 50 ps of restrained QM/MM MD per 

umbrella was carried out with a harmonic potential force constant of 100 kcal mol-1 Å-

2, in which the first 10 ps was excluded to ensure the equilibration of the system. The 

reaction coordinate (RC) was scanned at 0.1 Å intervals between neighboring windows, 

using the previous geometry as the starting structure for the next umbrella window. The 

approximate free-energy profiles from the QM/MM umbrella sampling MD 

simulations were estimated by the weighted histogram analysis method (WHAM) 

[158].  The transition state was approximately investigated, as the highest energy point 

along the reaction pathway on the free-energy profile. In this work, the RC used for 

describing the formation of the intermediate adduct (hemiacetal adduct) was defined as 

a linear combination of the following interatomic distances: (i) the distance involved in 

the transfer of proton from S135 hydroxyl group to H51 ε nitrogen, and (ii) the distance 

involved in the nucleophilic attack of S135 oxygen to the carbonyl carbon on aldehyde 

moiety, RC = [d(O3H2)d(N2H2)d(O3Cγ)] Å. This representation of the RC was 
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selected, as it has been previously shown to be suitable for describing the first step of 

the acylation process catalyzed by serine proteases as well as the ZIKV protease [56, 

159-162].  

 

3.3.4 QM/MM potential energy calculations 

 Potential energy reaction path calculations were performed with the QM/MM 

minimization or adiabatic mapping procedure [163, 164] at the BH&HLYP-D3/6-

31G(d)/ff14SB level using the ChemShell [165] interface. The setup of QM/MM 

calculations was performed as our previous report [162]. Briefly, all water molecules 

beyond a 10 Å sphere of the protein were removed to reduce the computational 

expenses for QM/MM calculations. The QM region consisted of the atoms that were 

used in QM/MM free-energy simulations as described above. All atoms situated outside 

a 5 Å sphere of the inhibitor were held fixed during the QM/MM geometry 

optimizations. The QM calculations were performed using the Orca package [126] and 

the rest of the system was treated with the ff14SB AMBER force field using the 

DL_POLY code [166]. To account for the polarizing effect between QM and MM 

regions, a full electrostatic embedding scheme [167] was employed, whereas the 

QM/MM boundary was saturated with hydrogen LAs using the charge-shift model. 

Note that the D3 dispersion correction was applied for the BH&HLYP energy and 

gradient calculations. QM/MM optimizations were conducted with the RC restraint 

using a harmonic potential force constant of 500 kcal mol-1 Å-2 applied to drive the 

backward reaction from the product complex (covalent complex) to the reactant state 

(noncovalent Michaelis complex) at 0.1 Å intervals. To further evaluate the energetics 

of the reaction, single-point energy QM/MM calculations on the structures optimized 

by BH&HLYP-D3/6-31G(d)/ff14SB level were carried out at the MP2/(aug)-cc-

pVTZ/ff14SB, SCS-MP2/(aug)-cc-pVTZ/ff14SB, and LCCSD(T)/(aug)-cc-

pVTZ/ff14SB levels using ChemShell to interface with MOLPRO [142].  The (aug) in 

the notation of the (aug)-cc-pVTZ basis set denotes that the augmented basis set is used 

to treat oxygen atoms only. In addition, the acronym SCS in the SCS-MP2 method 

stands for the spin-component scaled method developed by Grimme [143] for the MP2 

[144] calculations. Meanwhile, the acronym LCCSD(T) denotes that local 
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approximations [148, 150] were adopted in the calculations within the coupled-cluster 

framework. 

 Additionally, the resulting potential energy surfaces were refined using the 

improved tangent climbing image nudged-elastic band (CI-NEB) [168, 169] 

implemented in ChemShell to characterize and optimize the reaction pathway by 

removing the RC constraint. Indeed, they involve the simultaneous optimization of a 

sequence of structures along the minimum-energy reaction path. In this study, a NEB 

path was generated at the BH&HLYP-D3/6-31G(d)/ff14SB level by optimizing seven 

structures along the path linking to the reactant, transition state and product. Note that 

intermediate structures along the NEB path were generated by linear interpolation 

between the structures of reactant and transition state or transition state and product. 

Furthermore, single-point energy QM/MM calculations on the structures generated by 

the NEB techniques were carried out at the MP2, SCS-MP2, and LCCSD(T) levels of 

theory to investigate the consistency of the results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 49 

CHAPTER IV 

RESULTS AND DISCUSSION 

 

4.1 Part I: Binding recognition of substrates in ZIKV NS2B/NS3 serine 

protease  

4.1.1 Protonation states of ionizable residues 

 Since the preferential substrates of the ZIKV protease contain basic amino acids 

(R or K) at the P1 and P2 positions, the pKa values and protonation states of ionizable 

residues were taken into account. In this present work, the pKa values of lysine (K) 

residues in peptide substrates which are probably changed in the negatively charged 

microenvironments of the ZIKV protease’s active site were investigated. Constant pH 

molecular dynamics (CpHMD) and constant pH replica exchange MD (CpH-REMD) 

methods were performed on the ZIKV protease-substrate complexes in order to 

calculate the pKa values of titrable residues of each peptide substrate for 50 ns. The 

titration curves of each peptide substrate and the corresponding pKa values are shown 

and summarized in Figure 19 and Table 3, respectively. The results suggest that the 

predicted pKa values of the K residue in peptide substrates are in the range of 8.7-10.2, 

which are also consistent with the pKa values calculated with PropKa program. This 

reflects that the K residue should be presented in the cationic form due to the protein 

microenvironment. Therefore, the K residue of the peptide substrates was assigned as 

the positively charged form throughout this research.   



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 50 

 

Figure  19. Titration curves for the lysine residue of each peptide substrate calculated 

with (Left) CpHMD and (Right) CpH-REMD. 
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Table  3. Predicted pKa values of the lysine residue of each peptide substrate obtained 

from cpHMD and cpH-REMD simulations. 

Peptide substrate 
Predicted pKa values 

cpHMD cpH-REMD PropKa 

NS2A/NS2B: S(P4)-G(P3)-K(P2)-R(P1)-S(P1′)  8.73 ± 0.09  9.15 ± 0.06 10.65 

NS2B/NS3: T(P4)-G(P3)-K(P2)-R(P1)-S(P1′)  9.11 ± 0.02  8.97 ± 0.11 11.38 

NS3/NS4A: A(P4)-G(P3)-K(P2)-R(P1)-G(P1′)  9.29 ± 0.03  9.30 ± 0.22 11.16 

NS4B/NS5: V(P4)-K(P3)-R(P2)-R(P1)-G(P1′) 10.03 ± 0.02 10.20 ± 0.13 10.95 

 

4.1.2 Stability of the global structure 

 To monitor the structural stability of the four simulated systems, the time 

evolution of the root-mean-square displacement (RMSD) relative to the starting 

structure for all heavy atoms in the complex was assessed and plotted in Figure 20. The 

result shows that the RMSD values of all systems obviously increase in the first 5 ns 

and then fluctuated at around 2.0-2.2 Å till the end of simulation. All complexes were 

likely to be stable after 20 ns. In this study, the last 20 ns of the corresponding 

coordinates were extracted as the production phase for further analyses in terms of (i) 

intermolecular hydrogen bonds, (ii) key residues for substrate binding and (iii) binding 

free energy of protein-substrate complexes. 
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Figure  20. RMSD plots for complex all heavy atoms of the ZIKV protease with (A) 

Ac-nKKR-ACC, (B) Ac-DRKOR-ACC, (C) Ac-DKKOR-ACC and (D) Bz-nKRR-

AMC bound. 

 

4.1.3 Intermolecular hydrogen bonds 

 The intermolecular hydrogen bonds formed between substrate and surrounding 

amino acid residues at the enzyme active site play an important role in binding 

recognition and ZIKV NS2B/NS3-mediated cleavage of individual substrate. To 

evaluate the hydrogen bond strength of the protein-substrate complexes, the number 

and percentage of hydrogen bond formations with the ZIKV protease at each position 

of the substrate were monitored according to the two geometric criteria of (i) a proton 

donor (D) and acceptor (A) distance ≤ 3.5 Å and (ii) a D–H···A bond angle ≥ 120o. 

Hydrogen bond occupations of ≥80%, 50-79% and <50% are considered as strong, 

moderate and weak hydrogen bond interactions, respectively. The results of hydrogen 

bond interactions are shown in Figure 21, while the representative structures 

determined from the last MD snapshot of the ZIKV protease bound to each studied 
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substrate are depicted in Figure 22. Note that no hydrogen bond interactions between 

the P4 position and the residues located at the S4 pocket of the enzyme are observed. 

Among three positions of the substrate (P1, P2 and P3), the highest number of hydrogen 

bond formations was found at the P1(R) position in all systems, which is the center for 

cleavage reaction. It should be mentioned that the hydrogen bond interactions formed 

at the S1 subsite of the enzyme are only contributed from the NS3 residues with 

different levels of hydrogen bond strength. This center P1 residue forms strong and/or 

moderate hydrogen bonds with G133, T134, S135 and G151 of NS3 protease, which 

are conserved among the four substrates to some extent. However, the hydrogen bond 

interactions of the P1(R) position of the substrates 1 (Ac-nKKR-ACC) and 4 (Bz-

nKRR-AMC) with D129 and Y130 of NS3 domain are remarkably decreased or almost 

absent when their P2 position is changed to the longer amino acid side chain, compared 

with the P2(O) residue of the substrates 2 (Ac-DRKOR-ACC) and 3 (Ac-DKKOR-

ACC). This phenomenon suggests the indirect effect of the weaker binding affinity on 

the substrates 1 and 4 toward the ZIKV protease. 
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Figure  21. Percentage of hydrogen bond occupation of the ZIKV protease residues 

formed with the four different substrates: (A) Ac-nKKR-ACC, (B) Ac-DRKOR-ACC, 

(C) Ac-DKKOR-ACC and (D) Bz-nKRR-AMC. The residues associated with the 

NS2B protein are indicated by asterisks. 
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Figure  22. Binding patterns of (A) Ac-nKKR-ACC, (B) Ac-DRKOR-ACC, (C) Ac-

DKKOR-ACC and (D) Bz-nKRR-AMC peptides in the ZIKV protease active site 

extracted from the last MD snapshot. Hydrogen bond interactions are represented by 

dashed lines. The residues related to the NS2B protein are given by asterisks. 

 

 The second highest number of hydrogen bond formations between the ZIKV 

protease and each substrate was observed at the P2 position. The positively charged P2 

residue of all substrates is stabilized by the negatively charged residue D75 of NS3. In 

addition, it is notably seen that the interactions with the D83 of NS2B are significantly 

reduced and totally vanished in the substrates 1 (Ac-nKKR-ACC), 2 (Ac-DRKOR-

ACC) and 3 (Ac-DKKOR-ACC) systems due to the substitution of the positively 

charged short side chain of lysine (K) or ornithine (O) at this position in comparison 

with the substrate 4 (Bz-nKRR-AMC) comprising the longer amino acid side chain of 

arginine (R). However, this event probably culminates in the bad contacts between the 
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P2(R) residue of the substrate 4 and the surrounding residues at the S2 subsite of the 

enzyme. It can also indirectly induce the conformational change of a guanidinium group 

of the P1(R) residue, which moves away from the D129 of NS3 protease. Consequently, 

the P2 position of the substrate 4 is able to form rather weak hydrogen bond interactions 

with additional residues S81 and G82 of NS2B domain instead.  

 At the P3 position, one strong (Y161 of NS3) hydrogen bond is found in all 

complexes. One moderate (G153 of NS3) hydrogen bond is determined in the substrates 

1 and 3, while the interaction with this residue is dramatically decreased and totally 

disappeared in the substrates 4 and 2, respectively. Although the P3 residue of all 

studied substrates is R residue, the hydrogen bond patterns for substrate binding at this 

site are different in each system. The P3 residue of substrates 1 and 2 forms weak 

hydrogen bonds with the two residues of NS2B (i.e. D83 and F84). For the remaining 

systems, the interactions with both residues are reduced or completely absent 

particularly for the protein-substrate 4 complex. 

 According to the total number of hydrogen bonds and interaction strength of the 

four focused complexes, the ZIKV NS2B/NS3-substrate 2 complex shows the highest 

number of hydrogen bond interactions in total, which might be correlated with the 

strongest binding efficiency of this substrate toward the ZIKV protease compared with 

the other substrates. A high number of strong and moderate hydrogen bond interactions 

are likely formed at the P1 and P2 positions. This finding is associated with the common 

binding recognition preferences of flavivirus proteases, which are favorable to bind 

with basic amino acids at the S1 and S2 subsites [43, 50, 62, 63]. The preferential 

interactions of substrates at the P1 residue with the residues G133, T134 and S135 of 

NS3 located in the oxyanion hole, which stabilize the carbonyl oxygen of the P1 

reacting residue in the cleavage reaction, are likely conserved in all complexes. These 

interactions are quite similar to those of our previous MD simulations of DENV type 2 

NS2B/NS3 protease [170] and the related WNV NS2B/NS3 X-ray structures [80, 171]. 

Taken together, the overall substrate conformation in the studied systems is in the active 

conformation and can undergo the cleavage reaction in the next step. 
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4.1.4 Key residues for substrate binding 

 To explore the key residues essential for substrate recognition to the ZIKV 

protease, the per-residue free energy decomposition (
residue

bindG ) based on MM/PBSA 

method was calculated over the 100 structures extracted from the last 20 ns of MD 

simulations. With an energy stabilization of < -1.0 kcal mol-1 in Figure 23, the 

computed 
residue

bindG  for all systems displays that the residues D83 of NS2B as well as 

D75, A132, G133, T134, G151, N152 and V155 of NS3 play a key role for substrate 

binding. The interactions of P1(R) residue of the substrates 1 (Ac-nKKR-ACC), 2 (Ac-

DRKOR-ACC) and 3 (Ac-DKKOR-ACC) with residues D129, A132, G133 and S135 

of NS3 protease located at the S1 subsite are much stronger than that with the P1 of the 

substrate 4. Likewise, the P2 residue of the substrates 1 to 3 is strongly stabilized by 

the residue D75 located at the S2 subsite, while this interaction is dramatically reduced 

in the substrate 4 system. This is probably due to a suitable side chain of the P2 residue 

on substrates 1 to 3 (K or O) interacting with the D75 of NS3 better than a longer side 

chain with a bulky group of the P2(R) on substrate 4, which can lead to the steric effect 

at the S2 subsite. In addition, the introduction of R residue at the P2 position of the 

substrate 4 results in the conformational changes of the remaining positions, causing 

the loss of several interactions with the amino acid residues especially at the S1 pocket 

(Figure 23D), as mentioned in section 4.1.3. Some residues of NS2B such as G82 and 

D83 also form hydrogen bonds with the P2 residue of the substrate. Note that the 

binding pattern of the P3 residue at the S3 subsite is similar in all complexes without 

significant energy contributions predicted, while there is no obviously attractive 

interaction observed between the P4 residue and the S4 pocket. This result can also 

imply that the S1 and S2 pockets of the ZIKV NS2B/NS3 protease play an important 

role in recognition of basic amino acids more than the other subsites, as previous reports 

[43, 78]. The obtained results are in line with the experimental data that the Km values 

(Table 4) of substrate 4 are higher than those of substrates 1 to 3 [43, 95], indicating a 

lower binding affinity between that substrate and the ZIKV protease. Furthermore, our 

computationally derived results agree well with the reported experimental data [95, 

172], showing that the preferential residues of each subsite of the ZIKV protease are R 

> K, O > K > R, K > R and V > L > K/R for P1, P2, P3 and P4, respectively. 
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Figure  23. Per-residue decomposition free energy (in kcal mol-1) calculated with 

MM/PBSA method for the ZIKV protease in complex with (A) Ac-nKKR-ACC, (B) 

Ac-DRKOR-ACC, (C) Ac-DKKOR-ACC and (D) Bz-nKRR-AMC , where the amino 

acids involved in substrate binding are shaded based on their 
residue

bindG  values.  The 

lowest and highest energies are ranged from blue to red, respectively. Note that other 

unimportant residues are illustrated in the white surface. The residues corresponding to 

the NS2B protein are indicated by asterisks. 

 

 To further evaluate the energetic contributions, the degrees of stabilization 

and/or destabilization from the twenty-four residues of NS2B/NS3 protease involved 

in substrate binding were separately calculated in terms of the energy contributions 
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from their backbone and side chain atoms, as shown in Figure 24 (left). Besides, the 

polar ( polarele GE  ) and nonpolar ( nonpolarvdW GE  ) interactions were given in 

Figure 24 (right). The negative and positive values are associated with the substrate 

stabilization and destabilization, respectively. The results suggest that these residues 

tend to stabilize all substrates mostly through their side chains, as can be seen from the 

free energy highly contributed from the side chain atoms in all complexes (dark grey 

bars in Figure 24, left). The major energy contribution for binding of substrates with 

each residue comes from the nonpolar term. However, this is except for polar residues 

(e.g. D83 of NS2B and D75 of NS3), where the polar contribution plays a significant 

role for substrate binding. This is because these polar residues can form hydrogen bonds 

with each position of substrates via the attractive electrostatic interaction (discussed in 

section 4.1.3).  
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Figure  24. (Left) Per-residue decomposition free energies are given as total energy 

(black bars), side chain (dark grey bars) and backbone contributions (light gray bars) 

for the four studied complexes of the ZIKV protease with (A) Ac-nKKR-ACC, (B) Ac-

DRKOR-ACC, (C) Ac-DKKOR-ACC and (D) Bz-nKRR-AMC. (Right) The 

electrostatic and vdW contributions are shown in black and gray lines, respectively. 

The residues corresponding to the NS2B protein are indicated by the asterisk. 

 

 For further design of the antiviral agents against the ZIKV protease based on 

our calculations, it suggests here that the P1 and P2 positions of the substrate are the 

most important parts for interacting the ZIKV protease via favorable electrostatic 

interactions with the residues at the S1 and S2 subsites. Consequently, peptidomimetic 

inhibitors can be designed based on the P1 and P2 sites and should present a positively 

charged group to resemble the side chain of basic amino acids, for optimal interaction 

at the S1 pocket particularly with D129 of NS3 and also with D83 of NS2B and D75 of 

NS3 at the S2 pocket. Nevertheless, it should be noted that the addition of the long side 
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chain with bulky group at the P2 position might cause the loss of interaction with D75 

due to the steric effect like in the case of substrate 4. In addition, the P3 and P4 residues 

do not significantly interact with the NS2B/NS3 residues. Therefore, the side chain of 

the P3 and P4 sites can be substituted by another short side chain, such as G or A to 

reduce the molecular weight. These strategies recently lead to the design of dipeptide 

inhibitor (acyl-KR-aldehyde) derived from the P2 and P1 positions of ZIKV’s substrate, 

indicating a potent competitive inhibitor toward the ZIKV protease [78]. In summary, 

the effective inhibitors for the ZIKV protease should contain a cationic group at the P1 

and P2 positions. The side chain of P3 and P4 can be changed into a shorter side chain. 

Moreover, the choice of the side chain length at the P2 position should be selected with 

caution. 

 

4.1.5 Binding free energy of protein-substrate complexes 

 To estimate the binding free energies of the four different substrates in complex 

with the ZIKV protease, the MM/PBSA method implemented in AMBER16 was 

performed. Based on this approach, it combines interaction energies in gas phase and 

the solvation free energy calculations. The electrostatic contribution to the free energy 

of solvation is calculated with the Poisson-Boltzmann (PB) model, whereas the 

nonpolar solvation term is assessed by the solvent accessible surface area (SASA). In 

general, the binding free energy of the complex can be estimated from difference of 

free energy between the complex, protein and substrate. The energetic contributions 

comprise the interaction energies in gas phase ( MME ) calculated from the summation 

of the electrostatic ( eleE ) as well as van der Waals interactions ( vdWE ), free energy 

of solvation ( solvG ) and entropic contribution ( ST ). The computed binding free 

energies ( bindG ) and their corresponding energy contributions of all complexes 

averaged over 100 frames from the last 20 ns are shown in Table 4. 
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Table  4. The results from MM/PBSA method giving the energy components and 

average binding free energies (in kcal mol-1) for the complexes of the four substrates 

with the ZIKV protease compared with the experimental mK (in μM). 

 Ac-nKKR-ACC Ac-DRKOR-ACC Ac-DKKOR-ACC Bz-nKRR-AMC 

eleE  657.83 ± 40.68 774.83 ± 34.80 744.52 ± 33.93 511.84 ± 33.79 

vdWE  58.25 ± 5.22 57.68 ± 4.84 56.76 ± 3.83 57.39 ± 3.86 

MME  716.08 ± 39.87 832.52 ± 35.00 801.29 ± 34.14 569.23 ± 33.41 

ele

solvG  657.17 ± 36.63 765.24 ± 31.12 742.24 ± 31.89 517.94 ± 31.00 

nonpolar

solvG  5.91 ± 0.27 5.97 ± 0.20 6.01 ± 0.16 5.54 ± 0.26 

solvG  651.26 ± 36.62 759.26 ± 31.11 736.23 ± 31.85 512.39 ± 30.88 

H  64.82 ± 6.70 73.25 ± 7.20 65.05 ± 6.16 56.84 ± 5.40 

ST  32.32 ± 4.79 30.29 ± 7.96 35.10 ± 5.11 30.83 ± 5.06 

bindG  32.51 ± 8.24 42.96 ± 10.73 29.95 ± 7.88 26.01 ± 7.40 

mK  (μM) 
13.85 ± 0.30 

 [95] 

4.20 ± 0.40  

[95] 

7.99 ± 0.73  

[95] 

20.42 ± 5.26  

[43] 

 

 By considering the MME term, the main contribution to the binding of protein-

substrate complexes is the attractive electrostatic interaction ( eleE in Table 4). 

Meanwhile, the van der Waal term plays a minor role in binding of the substrates. The 

calculated bindG values of substrates 1 (Ac-nKKR-ACC), 2 (Ac-DRKOR-ACC), 3 

(Ac-DKKOR-ACC) and 4 (Bz-nKRR-AMC) are 32.51, 42.96, 29.95 and 26.01, 

respectively. These predictions suggest a strong binding of the studied substrates with 

the ZIKV protease in all complexes. However, the ZIKV NS2B/NS3-substrate 2 

complex shows the most preferential binding, while the substrate 4 has the lowest 

binding affinity, in reasonable agreement with the previously reported experimentally 

derived Km values [43, 95]. The reduction in the bindG value of substrate 4 may be due 

to the occurrence of bad contacts between P2(R) and the residues in the S2 pocket, as 

previously mentioned in the sections 4.1.3 and 4.1.4. For substrates 1 to 3, the 

substitution of P2 with a shorter amino acid (substrate 1: R2  K2, substrates 2 and 3: 

R2  O2) results in a decreased bindG by c.a. 4-15 kcal mol-1, compared with the 
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substrate 4 complex. It is worth noting that the binding free energies calculated with 

the MM/PBSA method do not provide an absolute binding free energy value compared 

to the experimental ones, but it is still useful for giving the trend of a relative binding 

efficiency of individual substrate toward the ZIKV protease. In addition, the positive 

values of solvation free energy ( solvG ) calculated with PB model are varied for each 

system and play a role in penalization of the total interaction energies of protein-

substrate complexes. It should be noted that bindG and its energetic components of all 

systems calculated with the MM/GBSA method are also calculated and given in 

appendix 1. However, the results from this method do not give the significant 

difference in binding affinity of each peptide substrate based on the comparison with 

the MM/PBSA method as mentioned above. 

 

4.2 Part II: Reaction mechanism of the ZIKV protease with its substrate 

4.2.1 MM MD Simulations 

 To monitor the structural stability of the three independent MD simulations, the 

root-mean-square deviation (RMSD) relative to the initial minimized structure for the 

backbone atoms of protein was evaluated and plotted along the simulation time (see 

Figure 25). The results show that the protein is stable and shows similar behavior in 

the three independent replicas (average RMSD of 1.5 Å). Upon substrate binding, the 

active site (residues within 4 Å of substrate) does not show significant structural 

changes caused by ligand binding, in comparison with the apo form (average RMSD 

value of 1.0 Å for all heavy atoms of residues in the active site). In addition, the 

structure of the apo state stays in a closed conformation over the course of the 

simulation (1 µs), and exhibits a stable substrate-binding pocket, which is very similar 

to the X-ray crystal structure of ZIKV protease as a free enzyme [50].  To evaluate the 

structural compactness at the protein active site, radius of gyration (Rg) of amino acids 

within 4 Å of substrate was calculated. The result shows relatively constant Rg values 

(average value of 8.7 Å) for both forms, reflecting a closed conformation of ZIKV 

protease (see Figure 26). Representative structures for each replica in the bound state 

and apo state (obtained by cluster analysis) of the binding pocket are superimposed to 

illustrate the closed conformation of enzyme with and without substrate bound are 
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shown in Figure 27. Our MD simulation results support the closed conformation of 

ZIKV protease in both apo and bound forms that evidently found in the experiments 

based on the X-ray structures with and without peptide/inhibitor bound [50, 78].  

 

 

Figure  25. (Top panel) Time evolution of the RMSD (Å) of backbone atoms of all 

three replicate simulations of bound and apo systems. (Bottom panel) RMSD evolution 

(Å) of the heavy atoms of residues in the active site (defined as residues within 4 Å of 

substrate) in bound state (left) and apo state (right). 

 

 

Figure  26. Time evolution of the radius of gyration (Rg) of residues within 4 Å of 

substrate for all three replicate simulations of bound (left) and apo (right) systems. 
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Figure  27. Superposition of the representative structures for each replica in bound state 

and apo state (obtained by cluster analysis) of the binding pockets: replica 1 (yellow), 

replica 2 (green), replica 3 (blue) and apo form (orange). 

 

4.2.2 Distances at the catalytic triad and oxyanion hole 

 The distances of the catalytic residues H51, D75 and S135 (d1–d3), nucleophilic 

attack (d4) and oxyanion hole constructed by the backbone amides of G133 and S135 

(d5 and d6), are illustrated in Figure 28A. Histograms of these important distances (d1–

d6) are also plotted in Figure 28B, where the data presented here is a combination of 

all three independent MD simulations collected from the last 100 ns of each replica. 

The histograms for the distances of d1 and d2 show a peak in the population at ~3.0 Å 

for d1 and ~2.7 Å for d2 (Figure 28B), as monitored from the carboxylate oxygen 

atoms (O1 and O2) of D75 to the N1-imidazole nitrogen of H51, indicating the presence 

of two hydrogen bonds. Similar to the X-Ray structures of WNV NS2B/NS3 protease 

in complex with peptide inhibitors, the O1 atom was located closer to the N1 atom than 

the O2 atom (d1 of ~3.3 Å and d2 of ~2.8 Å) [45, 171]. The histogram of the distance 

between the N2-imidazole nitrogen of H51 and the O3-hydroxyl oxygen of S135 (d3) 

displays a peak at ~2.7 Å, involving the forming of a strong hydrogen bond and feasibly 
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facilitating the proton transfer from S135 to H51. Besides, the nucleophilic attack 

involving the first step of the acylation process is defined as the distance between the 

hydroxyl oxygen atom (O3) of S135 and the carbonyl carbon (Cγ) of the scissile peptide 

P1(R) position (d4). Based on the histogram for this distance, there is a maximum in 

the population at ~3.0 Å. This finding demonstrates that all three catalytic triad residues 

and the substrate are in an appropriate configuration for initiating the cleavage reaction. 

 

 

Figure  28. (A) Definition of the interatomic distances involved in the cleavage reaction 

(d1–d6). (B) Histograms of key interatomic distances, d1–d6, from MM MD 

simulations, sampling from 100 to 200 ns. 

  

 The oxyanion hole of the flavivirus NS2B/NS3 protease is formed by the 

backbone amides of residues G133 and S135, which interact with the Oγ–carbonyl 

oxygen of the P1(R) reacting residue in the cleavage reaction (d5 and d6). The 

histograms of these two distances indicate a maximum in the population at ∼3.1 Å for 

d5 and ∼2.8 Å for d6, showing stable interactions. Altogether, the overall substrate 

conformation and interatomic interactions present in the active site of ZIKV NS2B/NS3 

protease over the course of MD simulations are relatively similar to those of the WNV 

NS2B/NS3 X-ray structures [45, 171] and our previous MD simulations of DENV type 

2 NS2B/NS3 [170]. This demonstrates that the simulation models are stable.  

 In addition to these six important distances, the angles related to nucleophilic 

attack, defined as θx and θy, are measured. The histograms of both angles show a peak 
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with the highest population at about 98° and 82° for θx and θy, respectively (Figure 29). 

These two calculated parameters that describe the nucleophilic attack had been 

introduced from the average value of superimposed 79 serine protease complexes with 

inhibitors, consistently close to 90° [173]. Additionally, the molecular geometry found 

in these protease-inhibitor complexes might be considered as a universal hypothesis of 

good models for the reactive MC, resulting in rapid progression to the AE. Therefore, 

both parameters, d4 and θy, would be helpful to guide in selecting an initial structure 

for the QM/MM simulations in the next step (see Chapter III Research 

Methodology). 

 

 

Figure  29. (A) The geometric parameters describing the nucleophilic attack trajectory 

are depicted. θy is the angle defined by the enzyme serine oxygen, the carbonyl carbon 

and the carbonyl oxygen on the substrate. θx is the angle between (i) the plane defined 

by the enzyme serine oxygen, the substrate's carbonyl carbon, and the substrate's 

carbonyl oxygen, and (ii) the plane defined by the peptide bond. The dased line 

represents the distance between the enzyme serine oxygen and the substrate's carbonyl 

carbon. (B) Histograms of these two geometric parameters, θx and θy, from three 

independent MD simulations, sampling from 100 to 200 ns. 

 

4.2.3 PM6/MM free energy profiles 

 QM/MM approaches can be used with enhanced sampling methods, e.g. the 

commonly used umbrella sampling technique, to calculate activation free energies in 

good agreement with experimental data [174-177]. Herein, we applied QM/MM 

(PM6/ff14SB) MD umbrella sampling simulations to model the reaction involving the 

acylation step catalyzed by the ZIKV protease and to map the corresponding free energy 

surfaces (potential of mean force, PMF). The free energy profiles consist of the TI 
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formation and the breakdown of peptide bond, which are calculated by iteratively 

changing the value of a RC (typically defined as a combination of relevant interatomic 

distances; see Chapter III Research Methodology). The computational time for 

extensive sampling is very costly, the use of semiempirical level is more practical. In 

this study, we selected the PM6 semiempirical method to treat the QM region. PM6 has 

been successfully applied to study reaction mechanisms involved in enzyme-catalyzed 

reactions [178-180]. Moreover, our preliminary results show that the energy barrier 

obtained at the PM6/ff14SB level of theory is in more reasonable agreement with the 

experimental activation free energy compared to PM3, AM1-d and SCC-DFTB results. 

Note that the free energy profiles obtained at the PM3/ff14SB, PM6/ff14SB, AM1-

d/ff14SB and SCC-DFTB/ff14SB levels of theory are compared and given in appendix 

2. The resulting free energy profiles at PM6/ff14SB level are depicted in Figures 30 

and 31. 

 

 

Figure  30. (A) 2D free energy surfaces for the TI formation and (B) the breakdown of 

the peptide bond for the reaction of the ZIKV protease with its substrate, calculated 

from umbrella sampling simulations at the PM6/ff14SB level of theory. 
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Figure  31. 1D free energy profiles for the TI formation and the breakdown of the 

peptide bond relative to the MC for the reaction of the ZIKV NS2B/NS3 serine protease 

with its substrate using the combined RCs at the PM6/ff14SB level of QM/MM theory. 

 

 The 2D free energy surfaces for the corresponding reaction are calculated along 

the RCs. The minimum energy path (MEP) [181-183] on the surface for the first step 

of acylation (Figure 30) shows an activation free energy (∆G‡) of 10.1 kcal mol-1 

relative to the MC (TS1; Table 5). The apparent experimental activation free energy is 

~18.2 kcal mol-1 (kcat of 0.95 s−1 at 37 °C) [184]; hence, the PM6/ff14SB reaction barrier 

is too low compared to the experimental data. This is due to limitations of the PM6 

semiempirical QM method for this reaction, as shown by higher level QM/MM 

calculations (see below) [185]. Afterward, this TS further evolves to the TI formation 

with a lower barrier of 7.1 kcal mol-1 relative to the MC. Only one TS is found in the 

first step of the acylation, i.e. the reaction occurs in a concerted manner [186], in which 

the transfer of proton from S135 to H51 and the nucleophilic addition of S135 oxygen 

to the carbonyl carbon on P1(R) of the substrate occur together. This is similar to the 

ab initio QM/MM results from MD-FEP calculations obtained by Kato and Ishida on 

trypsin [186]. Moreover, the concerted reaction mechanism of the TI formation has 

been studied extensively by theoretical investigations on other serine proteases [55, 

186-190].  However, this is in contrast to the QM/MM (PDDG-PM3/ff99SB) study 

suggesting a stepwise mechanism of the TI formation catalyzed by DENV type 2 
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NS2B/NS3 serine protease, in which the nucleophilic attack takes place only after the 

proton transfer [191]. Thus, we additionally performed QM/MM MD umbrella 

sampling simulations using only one RC involving the proton transfer from S135 

oxygen to H51 ε nitrogen (d(O3H2)d(N2H2)) in the MC. During the proton transfer 

from S135 to H51, the nucleophilic attack on the substrate happens spontaneously. 

Therefore, this is a further evidence to support a concerted mechanism. The resulting 

free energy profile at the PM6/ff14SB level has an activation barrier of 9.9 kcal mol-1 

(See Figure 32), which is slightly lower than that of the energy barrier obtained by 

using combination of the interatomic distances at the same level of theory (Figure 31).  

Nevertheless, Warshel and colleagues suggested a stepwise reaction with prior proton 

transfer in the MC [192].  Indeed, the question “How do serine proteases really work?” 

[193], is still open, and the exact sequence of steps is under debate. 

 

Table  5. Free energies, relative to the MC, obtained at the PM6/ff14SB QM/MM level 

from two-dimensional umbrella sampling MD simulations (i.e. from the free energy 

surfaces shown in Figure 30). 

 Free energy (kcal mol-1) 

MC   0.0 

TS1 10.1 

TI   7.1 

TS2   9.1 

AE   0.5 
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Figure  32. 1D free energy profiles for the tetrahedral intermediate formation using one 

reaction coordinate involving in the proton transfer from S135 oxygen to H51 ε nitrogen 

in the Michaelis complex. 

  

 Using the combination of the interatomic distances, Figure 31 shows 1D free 

energy profiles obtained from QM/MM MD 1D umbrella sampling simulations for both 

steps of the acylation. All of the intermediates and reaction energy barriers observed in 

2D free energy surfaces are apparent. The free energy profile for the first step of the 

acylation has the same energy barrier of 10.1 kcal mol-1 with 2D free energy surfaces 

at the RC of ~1.8 Å. The distance calculations also support that the first step of the 

acylation process takes place in a concerted manner, as can be seen from a simultaneous 

decrease in d(N2H2) and d(O3Cγ) involving the distances of the proton transfer and 

nucleophilic attack, respectively (Figure 33A). Moreover, the alterations of the two 

hydrogen bond distances between H51 and D75, defined as d(O1H1) and d(O2H1), 

are monitored along the RC. The calculated distances show that d(O1H1) increases 

from ~2.0 up to ~2.4 Å at the RC accounting for TS1, while d(O2H1) shortens from 

~2.0 to ~1.6 Å with the progress of the reaction (Figure 33B). This finding is described 

by the conformational change of the imidazole ring of H51 that prepares its geometry 

to accept the proton from S135. The rotation of the H51 imidazole ring also results in 

the formation of two strong hydrogen bonds with the carboxylate group of D75. Apart 
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from these two hydrogen bonds, other hydrogen bonds are also detected in the oxyanion 

hole. In the MC complex, two hydrogen bonds are formed between the carbonyl oxygen 

on the scissile substrate and the NH group of G133 and S135, defined as d(NHG133Oγ) 

and d(NHS135Oγ) (Figure 33B). As the reaction proceeds, both distances continuously 

decrease along the RC. They remain approximately constant at ~1.9 Å to stabilize 

negative charge centered on the carbonyl oxygen when the TI is formed (for 

comparison: the Mulliken charges of the carbonyl oxygen are 0.69 and 0.93 a.u. in 

the MC and the TI formation, respectively, Table 6). In addition, as expected, the 

Mulliken charge analysis revealed that the electronic properties of the N2H51 atom 

change from basic to acidic after receiving the proton from S135. On the other hand, as 

the N2H51 becomes more acidic (more positive charge), the Mulliken charge on the 

substrate’s Nγ atom decreases. This event plays an important role for the peptide bond 

breaking in the next step, where the H2 hydrogen is transferred from N2H51 to the Nγ 

nitrogen on the TI. However, the atomic charge of the O3S135 atom remains 

approximately constant (around 0.6 a.u.) suggesting that the reaction proceeds by a 

concerted pathway rather than by a stepwise manner as mentioned previously. Also, 

this information is in good agreement with the single TS found in the 1D and 2D free 

energy profiles. 

 

 

Figure  33. Average values of (A) the distances involving proton transfer and 

nucleophilic attack and (B) the hydrogen bond distances between QM and MM atoms 

along the reaction pathway. 
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Table  6. Average Mulliken charges (PM6/ff14SB) in atomic units for atoms involving 

the formation of the TI, averaged from the QM/MM free energy profile. 

Relevant atom 
Mulliken charge 

MC TS1 TI 

Nγ 0.45 0.56 0.61 

Oγ 0.69 0.82 0.93 

Cγ   0.61   0.72   0.74 

N2 0.40 0.34 0.18 

H2   0.35   0.41   0.38 

O3 0.60 0.64 0.63 

  

The free energy profile for the second step of the acylation process connecting 

the TI to the AE product is shown in Figures 30B and 31. The simulations show that 

the H2 atom is transferred from N2H51 to the substrate’s Nγ, and thereafter the peptide 

bond breaks. The calculated distances along the reaction pathway evidently show that 

d(NγH2) continuously decreases indicating the progression of the proton transfer to 

Nγ, while d(CγNγ) involving peptide bond breakdown slightly increases up to ~1.6 Å 

when the AE product is formed (Figure 34). The energy difference between TI and 

TS2 is considered as the energy barrier for this step and is only 2.0 kcal mol-1. This 

value is lower than that of the barrier height observed in the TI formation, such that the 

TI formation is the rate-limiting step for the acylation process. 
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Figure  34. Average values of the distances along the reaction pathway involving the 

second step of acylation process. Interatomic distances are shown in different colors, as 

indicated. 

  

During the peptide bond breaking process, the bond between O3H51 and Cγ of 

the substrate becomes stronger, which is shown by the acyl–enzyme bond, d(O3Cγ), 

approaching its lowest value of 1.41 Å upon reaching the AE product (Figure 34). 

Furthermore, as the reaction progresses, hydrogen bonds between H51 and D75 show 

the similar situation as found in the first step of acylation involving the rotation of the 

imidazole ring of H51 to facilitate the proton transfer from N2H51 to the Nγ nitrogen on 

the substrate. The calculated distances demonstrate that d(O1H1) increases up to ~2.4 

Å, whereas d(O2H1) decreases from ~2.1 to ~1.5 Å. In this event, the position of H2 

attached to N2H51 atom is in close proximity to the Nγ nitrogen of substrate, allowing 

easy transfer the proton. The other two hydrogen bonds formed in the oxyanion hole 

are maintained along the reaction pathway, shown by the d(NHG133Oγ) and 

d(NHS135Oγ) distances of around 1.9 Å. This indicates that the AE formation is still 

stabilized by both hydrogen bonds. It is worth noting that structural changes are also 

found in the carbonyl group on the acyl-portion. As the reaction progresses, the 

carbonyl bond length becomes shorter in AE with the similar value to that found in MC 

complex (~1.24 Å), reflecting the conversion of Cγ hybridization from a sp3 (the 
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carbonyl bond length of ~1.29 Å at the TI stationary point) to a sp2 hybridization upon 

AE product. 

 

4.2.4 Potential energy surface for reaction and effect of basis set size 

 To examine the influence of the basis set on the energy profiles for the first step 

of the acylation process, single point QM/MM energy calculations were performed on 

the BH&HLYP-D3/6-31G(d)/ff14SB optimized geometries (see below) using a variety 

of polarization and diffuse functions, as well as a larger basis set for the DFT method 

(6-311++G(d,p)) (Figure 35). The results show that the energy profiles are very similar 

in terms of shape, reaction energy barriers and energies of the TI formation, except for 

6-31G. The BH&HLYP-D3 energy profiles calculated with different basis sets, 

including the 6-31G(d), 6-31G(d,p), 6-31+G(d), 6-31++G(d,p) and 6-311++G(d,p) are 

all similar, with energy differences within 1.5 kcal mol-1 at transition states (TSs). The 

addition of polarizable functions (i.e., 6-31G(d) and 6-31G(d,p)) is clearly important 

for correct description of reaction energetics, changing the energies of the TS and TI 

by ∼9 kcal mol-1, compared to the calculation with 6-31G basis set. However, 

additional inclusion of diffuse functions (i.e., 6-31+G(d) and 6-31++G(d,p)) does not 

significantly change the calculated energies. Thus, the inclusion of only polarization 

functions is sufficient for giving the reasonable BH&HLYP-D3 energy profiles in this 

case; hence, the 6-31G(d) basis set provides a good choice for geometry optimization, 

balancing accuracy and computational cost. 
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Figure  35. QM/MM energy profiles for the first step of the acylation process along the 

reaction pathway obtained at BH&HLYP-D3 QM/MM energy calculations using 

different basis sets for snapshot 1. 

 

4.2.5 Conformational sampling and ab initio energy calculations 

 Using TS-like conformations from the 1D PMF profile as starting points, 

potential energy profiles were calculated with an adiabatic mapping procedure along 

the RC at the BH&HLYP-D3/6-31G(d)/ff14SB level of theory. Afterward, ab initio 

QM/MM (LMP2/(aug)-cc-pVTZ/ff14SB, SCS-LMP2/(aug)-cc-pVTZ/ff14SB and 

LCCSD(T)/(aug)-cc-pVTZ/ff14SB) single point energy calculations were used to 

calculate higher-level potential energy surfaces (PESs). 

 As can be seen from the PESs, there are two local energy minima corresponding 

to the MC complex and the TI with a single approximate TS along the MEP at all levels 

of QM/MM theory (Figure 36). This indicates that this step of the acylation occurs in 

a concerted manner, as also found in the PM6/MM free energy profiles. To account for 

conformational sampling, the results were averaged over multiple pathways using five 

different starting structures. Based on the QM/MM optimization at the BH&HLYP-

D3/6-31G(d)/ff14SB level (Figure 36A), the average activation energy barrier is 19.3 

kcal mol-1 (Table 7). The location of energy barrier is shifted to the product side at the 

RC of ~1.5 Å at higher level QM/MM calculations in comparison with the location of 

barrier obtained at the PM6/ff14SB level (~1.8 Å). All structures for each stationary 

point (i.e., MC, TS and TI structures) were superimposed on top of the QM/MM 
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structures calculated at the BH&HLYP-D3/6-31G(d)/ff14SB level to verify the 

consistency of the five calculated pathways (Figure 37). All five of the optimized MC 

structures show similar configurations of the substrate and catalytic and important 

residues in the active site of enzyme. As the reaction proceeds, the transfer of proton 

from S135 to H51 and the nucleophilic attack of S135 oxygen to the carbonyl carbon 

on substrate occur simultaneously (see the detail in structural analysis section below). 

The TS and TI geometries are very similar in structure (Figure 37). 

 

 

Figure  36. Potential energy profiles for the first step of the acylation process calculated 

at the (A) BH&HLYP-D3/6-31G(d)/ff14SB, (B) LMP2/(aug)-cc-pVTZ/ff14SB, (C) 

SCS-LMP2/(aug)-cc-pVTZ/ff14SB, and (D) LCCSD(T)/(aug)-cc-pVTZ/ff14SB 

QM/MM level. All geometries were optimized at the BH&HLYP-D3/6-

31G(d)/ff144SB level. 
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Table  7. Energy barriers (kcal mol-1) for the TI formation calculated with the 

BH&HLYP-D3/6-31G(d), LMP2/(aug)-cc-pVTZ, SCS-LMP2/(aug)-cc-pVTZ, and 

LCCSD(T)/(aug)-cc-pVTZ QM/MM methodsa 

calculation 

method 

activation energy 
averagec 

snap 1b snap 2 snap 3 snap 4 snap 5 

BH&HLYP-D3 19.4 17.3 18.7 20.9 20.0 19.3 ± 1.4 

LMP2 15.5 13.4 15.1 16.9 16.6 15.6 ± 1.2 

SCS-LMP2 17.4 16.2 17.2 19.2 18.8 17.8 ± 1.2 

LCCSD(T) 16.4 14.5 15.6 17.7 17.5 16.3 ± 1.3 
a The L in these acronyms indicates that the calculation of local approximations was 

included in the ab initio methods and (aug) indicates that a basis set augmented with 

diffuse functions were only applied for the oxygen atoms. bThe conformational details 

of MC, TS and TI structures are presented in Figure 10. cThe average value is calculated 

through the simple arithmetic mean of 5 data points. 

 

 
Figure  37. Superposition of the QM/MM minimized structures of the five MD 

snapshots at the Michaelis complex (MC), transition state (TS1) and tetrahedral 

intermediate (TI). 

  

 Single-point energy calculations were performed on the geometries optimized 

with BH&HLYP-D3/6-31G(d)/ff14SB level of theory along the reaction path using 

LMP2, SCS-LMP2, and LCCSD(T) methods with the Dunning correlation consistent 

(aug)-cc-pVTZ basis set for the QM region. The results obtained for the five different 
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initial structures with the correlated ab initio methods are shown in Figure 37B-D and 

Table 7. From conventional transition state theory (TST) [194], the apparent activation 

free energy barrier from the experiment is ~18.2 kcal mol-1 (converted from the value 

of kcat = 0.95 s−1 at 37 °C) [184]. Note that the barriers here are activation potential 

energy that cannot be compared directly to a free energy barrier; this would require the 

calculation of the entropic, tunneling and zero-point energy contributions [195]. The 

most accurate calculations here, from first principles, are at the LCCSD(T)/(aug)-cc-

pVTZ level (barrier height of ~16.3 kcal mol-1), which is also in good agreement with 

experiment (from a rough estimate of these additional contributions) and we use it as a 

reference for the comparisons. The average barriers from LMP2/(aug)cc-pVTZ and 

SCS-LMP2/(aug)cc-pVTZ are close (within 1.5 kcal mol-1) to the LCCSD(T)/(aug)-cc-

pVTZ/ff14SB results. The LMP2 result underestimates the average activation energy 

barrier compared to LCCSD(T)/(aug)-cc-pVTZ level by only 0.7 kcal mol-1, while 

SCS-LMP2 and BH&HLYP-D3 overestimate the barrier by 1.5 and 3.0 kcal mol-1, 

respectively. Meanwhile, the relative energy of the TI shows an obviously higher 

reaction energy than the MC for all levels of QM/MM calculations, indicating that 

formation of the TI is a relatively unstable species compared to the MC, and the reaction 

is endothermic. The TI has average energies relative to the MC of 18.2 ± 1.8 kcal mol-

1, 14.2 ± 1.7 kcal mol-1 and 16.1 ± 1.8 kcal mol-1 with BH&HLYP-D3/6-31G(d), 

LMP2/(aug)cc-pVTZ and SCS-LMP2/(aug)cc-pVTZ, respectively. However, these 

reaction energies are larger than that of the energy obtained at the LCCSD(T)/(aug)-cc-

pVTZ level (reaction energy of 13.0 ± 1.7 kcal mol-1). In addition, the energy barriers 

found in each snapshot linearly correlate with the reaction energies (i.e. the energy of 

the TI relative to the MC) at all levels of QM/MM theory presented here (see Figure 

38). We suggest here that higher-level QM calculations provide significantly less 

deviation of the observed activation energy barrier and reaction energy from the 

LCCSD(T)/(aug)-cc-pVTZ energy description of the reaction. Even though the value 

for the BH&HLYP-D3/6-31G(d) average reaction barrier is higher than those of the 

LMP2 and SCS-LMP2 methods, it is somewhat close to the SCS-LMP2 value 

indicating that the BH&HLYP functional in combination with dispersion correction 

performs well for this particular reaction. It should be noted that dispersion-corrected 

density functional theory (DFT-D3) is very efficient to treat general intermolecular 
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interactions at a reasonably accurate level and has emerged as a suitable approach for 

modeling the electronic structure of large molecular systems [196]. Moreover, 

BH&HLYP has been shown previously to give better results than the widely used 

B3LYP for some proton and charge transfers [137] and hydrogen bonding [138, 140]. 

Nevertheless, the calculation at the B3LYP-D3/6-31G(d)/ff14SB level of theory should 

be tested, as we do here. We tested by selecting three from five different starting 

structures (snapshots 1-3) to perform adiabatic mapping at this level of theory. The 

computed potential energy profiles show that the energy barrier and the reaction energy 

are not predicable (see Figure 39), suggesting that the calculation at the B3LYP-D3/6-

31G(d)/ff14SB level fails to describe and locate the TI minimum. Additionally, the 

QM/MM calculations at the MP2 and SCS-MP2 levels with and without local 

approximations were tested to examine the effect of local approximations on their 

accuracy and so clarify their use at the coupled cluster level. Calculations at the (L)MP2 

and SCS-(L)MP2 levels of theory with and without local approximations show that the 

local approximations do not significantly affect the results, with the largest difference 

around only ∼0.5 kcal mol-1 (see Figure 40). It can be inferred from this that local 

approximations introduce only very small errors at the LCCSD(T) level, indicating that 

the use of local approximations is an effective way to reduce computational cost to 

achieve coupled cluster accuracy. 
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Figure  38. Correlation between energy barriers and reaction energies found in each 

snapshot calculated at the (A) BH&HLYP-D3/6-31G(d)/ff14SB, (B) LMP2/(aug)-cc-

pVTZ/ff14SB, (C) SCS-LMP2/(aug)-cc-pVTZ/ff14SB, and (D) LCCSD(T)/(aug)-cc-

pVTZ/ff14SB QM/MM levels. 
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Figure  39. Potential energy profiles for the first step of the acylation process calculated 

at the B3LYP-D3/6-31G(d)/ff14SB level of theory. 

 

 

Figure  40. Comparison of the average reaction profiles (relative to the Michaelis 

complex) for the formation of tetrahedral intermediate calculated with MP2 and SCS-

MP2 (using the BH&HLYP-D3/6-31G(d)/ff14SB optimized geometries) with and 

without local approximations. (A) black circles: MP2/(aug)-cc-pVTZ/ff14SB; white 

circles: LMP2/(aug)-cc-pVTZ/ff14SB; (B) black squares: SCS-MP2/(aug)-cc-

pVTZ/ff14SB; white squares: SCS-LMP2/(aug)-cc-pVTZ/ff14SB. Error bars indicate 

the standard deviation of the average energy. 
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 The negative charge on the TI formation is produced from the substrate carbonyl 

oxygen atom. This high-energy species is stabilized by proton donating groups of amino 

acid backbone nearby, termed as the oxyanion hole which, in the case of flavivirus 

NS2B/NS3 protease, is formed by the backbone amide groups of G133 and S135 of the 

protease. It has been known that the most important effect of stability on the TI is the 

electrostatic interactions between the oxyanion hole region and the negatively charged 

carbonyl oxygen of the scissile substrate. The contributions of the oxyanion hole to 

electrostatic stabilization were evaluated at the SCS-LMP2/(aug)cc-pVTZ/ff1SB level. 

The energy contribution of the oxyanion hole region was calculated by subtracting the 

energy of the full QM region from the QM region without the residues G133, T134 and 

main chain NH of S135. The oxyanion hole region stabilizes both the TS1 and TI (on 

average by ~1.5 kcal mol-1 and ~7.0 kcal mol-1 for TS1 and TI, respectively), as shown 

in Figure 41. The residues of the oxyanion hole stabilize the TI significantly more than 

TS1, because charge is more localized in the TI than in the TS1, and stabilizes both 

relative to the neutral components in the MC complex. Besides, preliminarily tests of 

the influence of enlarging the minimal QM region (see Chapter III Research 

Methodology) by an additional inclusion of the oxyanion hole region, QM/MM 

geometry optimizations on the snapshot 1 at the BH&HLYP-D3/6-31G(d)/ff14SB level 

were carried out by including fragments of G133, T134 and S135 in the QM region, 

leading to a total of 79 atoms. In the energy profiles calculated with two different sizes 

of the QM region (with and without residue fragments of oxyanion hole in the QM 

region), the TS1 and TI formation are found at almost the same values of the RC, as 

shown in Figure 42. Furthermore, as expected, the computed potential energy barrier 

and the reaction energy were lowered by 1.8 kcal mol-1 and 2.5 kcal mol-1, respectively 

for the larger QM subsystem, compared with the minimal QM subsystem. This is 

possibly due to the fact that the hydrogen bonds between the backbone amides of 

residues G133 and S135 and the carbonyl oxygen of the scissile substrate are stronger 

when these residues are treated quantum mechanically. However, it can be seen that 

addition of the residues located in the oxyanion hole that stabilize the TS1 and TI 

formation in the QM region does not significantly affect the activation and reaction 

energies, compared to the minimal QM subsystem. In particular, the difference in 

activation energy computed with both choices of the size of the QM region is relatively 
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small (1.8 kcal mol-1), indicating that an MM treatment of the oxyanion hole region is 

still acceptable in terms of giving the similar barrier shapes and reducing computational 

expenses. 

 

 

Figure  41. Comparison of the average reaction profiles (relative to the Michaelis 

complex) for the formation of tetrahedral intermediate calculated at SCS-LMP2/(aug)-

cc-pVTZ/ff14SB level(using the BH&HLYP-D3/6-31G(d)/ff14SB optimized 

geometries). Black squares: full QM region; white squares: QM region without the 

oxyanion hole region including residues G133, T134 and main chain NH of S135. Error 

bars indicate the standard deviation of the average energy. 
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Figure  42. (A) Representation of the extened QM region of the Michaelis complex, 

showing the QM atoms as sticks with magenta carbon atoms and the MM region with 

green carbon atoms. The QM region includes the side-chains of the catalytic triad (H51, 

D75 and S135) and the fragments of substrate and oxyanion hole. The hydrogen bonds 

are represented by dashed lines. (B) Potential energy profiles for the first step of the 

acylation process calculated at the BH&HLYP-D3/6-31G(d)/ff144SB level with two 

different QM subsystems. Black circles: minimal QM subsystem; red circles: large QM 

subsystem (minimal QM subsystem plus residue fragments of oxyanion hole). 

 

4.2.6 Structural analysis and hints for designing new inhibitors 

 The geometries of the MC, TS and TI in the first step of the acylation process 

obtained from the representative snapshot 1 of the combined interatomic distances are 

depicted in Figure 43. Again, it is noticeable that the two RC distances involving the 
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formation of TI simultaneously decrease (d(O3H2)d(N2H2): 0.6 to 0.6 Å; and 

d(O3Cγ): 2.5 to 1.5 Å) during the reaction, reflecting a concerted reaction mechanism. 

Moreover, the main chain NH groups of G133 and S135 located in the oxyanion hole 

retain strong hydrogen bonding interactions with the carbonyl oxygen of the scissile 

bond and tend to exhibit the stronger electrostatic stabilization when the TI is formed 

(Figure 41). Interestingly, the step of proton transfer from S135 to H51 shows a 

complete proton transfer between the nitrogen and oxygen atoms at the transition state 

(TS1), as indicated by the decrease in d(N2H2) from 1.6 Å (MC) to 1.0 Å (TS1). At 

the same time, the oxygen nucleophilic attack on the carbon of the substrate’s carbonyl 

group occurs in concert with the proton transfer step, in which the nucleophilic attack 

distance, d(O3Cγ), shortens in the order of 2.5 Å (MC), 2.0 Å (TS1) and 1.5 Å (TI). 

Thus, the reaction mechanism for the TI formation observed in common serine 

proteases (e.g. trypsin and chymotrypsin) and here in ZIKV NS2B/NS3, is consistent 

with the generally accepted reaction mechanism. Nevertheless, the acyl enzyme 

hydrolysis or deacylation process is typically rate-limiting for the hydrolysis of certain 

ester substrates by several serine proteases such as chymotrypsin [197], trypsin [198], 

subtilisin [199], and elastase [200]. Likewise, a kinetic study on DENV type 4 protease 

with its substrates revealed that the deacylation is rate-limiting for ester bond 

hydrolysis, whereas the acylation is the rate-determining step for amide bond hydrolysis 

[62]. From this point of view, it can be postulated that the acylation reaction is the rate-

limiting step for substrate amide bond hydrolysis by ZIKV protease and thus the acyl 

enzyme hydrolysis has not been considered in this study. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 87 

 

Figure  43. QM/MM (BH&HLYP-D3/6-31G(d)/ff14SB) optimized structures of the 

Michaelis complex (MC), transition state (TS1), and tetrahedral intermediate (TI) in the 

active site of ZIKV NS2B/NS3 protease obtained from the combined interatomic 

distances (in Å) for snapshot 1. 

  

 In this present study, we have succeeded in detecting the TI, which has a very 

short lifetime; a very hard task experimentally. The determination of the reaction 

mechanism of ZIKV protease here could help to design new inhibitors based on TS 

analogues [201]. Moreover, it seems that the stability of the TI can be a crucial factor 

in biocatalysis of several enzymes. Therefore, compounds which effectively mimic 

such an intermediate are considered as good candidates to become potential inhibitors 

of the targeted enzymes. It is worth noting that tetrahedral intermediates occur in many 

enzymes, particularly proteases and metallo-enzyme catalyzed reactions involved in 

hydrolysis of ester, amide or other acyl bonds. For instance, to resemble the tetrahedral 

TS of serine proteases, reversible covalent inhibitors able to form hemiketal formation 

have been introduced [202]. This attempt has led to two FDA approved drugs, telaprevir 

and boceprevir, which are covalent inhibitors against hepatitis C virus (HCV) protease 

through an α-ketoamide warhead [203]. Another example is proteasome inhibitor 

bortezomib that imitates the tetrahedral TS via boronic acid warhead and binds 

covalently to a threonine residue in the proteasome catalytic site. This inhibitor has 

been approved by FDA and used for treating multiple myeloma [204]. One more 
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example is from the discovery and development of β-lactamase inhibitors. These 

inhibitors mimic tetrahedral TS catalyzed by β-lactamase and inactivate enzyme 

activity [205]. Similar to other serine proteases, β-lactamases catalyze an amide bond 

hydrolysis, and their catalytic mechanisms involve the occurrence of tetrahedral 

intermediates along the reaction pathway [206]. Currently clinically approved β-

lactamase inhibitors are clavulanate, tazobactam, sulbactam, avibactam and 

vaborbactam [207]. In the case of ZIKV protease, potential inhibitors could form a 

covalent bond through their warheads with the catalytic residue S135 and mimic the TI 

structure. Development of peptidomimetic inhibitors has been successful, and some of 

them derived from flavivirus protease substrates have been shown to be active toward 

both WNV and DENV proteases [72, 77, 208]. In addition, some of the available 

inhibitors against WNV and DENV proteases have also been shown to be active toward 

ZIKV protease [42, 78]. This is due to the high structural similarities among DENV, 

WNV, and ZIKV proteases [45, 49] [209]. Structures of ZIKV NS2B/NS3 serine 

protease complexed with several inhibitors are available, which assist antiviral inhibitor 

design [42, 43, 50]. For example, the dipeptidic inhibitor acyl-KR-aldehyde derived 

from P1 and P2 residues of the substrate is a potent competitive inhibitor, in which the 

aldehyde moiety forms a covalent bond with the catalytic S135 of NS3 [78]. Although 

it shows high ligand efficiency,  it is a big challenge in developing them into drug-like 

molecules and for use in clinical applications because of their limitations such as cell 

penetration and stability caused by their positive charge [78], which has stimulated 

medicinal chemists to further find new inhibitors [210, 211]. Small-molecule inhibitors 

such as pyrazole ester derivatives identified from high-throughput screening of a small 

molecule library from the National Institutes of Health are much more interesting in 

terms of drug-likeness with small-molecular weight molecules and being potent 

inhibitors against both WNV and DENV proteases [212, 213]. Recently, one of the 

pyrazole ester derivatives, namely 5-amino-1-((4-methoxyphenyl)sulfonyl)-1H-

pyrazol-3-yl benzoate, in complex with ZIKV protease has been revealed by 

crystallographic study, in which the benzoyl moiety of this compound could form a 

covalent bond with the catalytic residue S135 [79]. These examples provide structural 

information for covalent inhibitor design. Simulations such those presented here can 
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help guide design [214] of efficient protease inhibitors against ZIKV and other 

flaviviruses. 

 

4.3 Part III: Inhibition mechanism of the ZIKV protease with dipeptidyl 

aldehyde inhibitor 

4.3.1 QM/MM free-energy reaction path 

 Prior to performing QM/MM umbrella sampling MD simulations, the covalent 

complex between the ZIKV protease and the dipeptidyl aldehyde inhibitor was 

submitted to energy minimization, and followed by 200 ns of unbiased MD simulation 

to produce the initial structure for the subsequent QM/MM calculations. The quality of 

the MD simulation was evaluated by calculating the root mean-square deviation 

(RMSD) of the snapshots with respect to the initial structure of the simulation and by 

monitoring the stability of defined secondary structure of the protein (DSSP) [215]. 

Detailed plots of RMSD values and DSSP secondary structure analysis versus the 

simulation time are shown in Figures 44 and 45. After the first 20 ns of the MD, the 

structural features of the complex are stable and show an average RMSD value for the 

Cα atoms of 1.3 Å over the course of simulation time (Figure 44). Moreover, analysis 

of the secondary structure indicates that the structural elements of the protein are 

retained over the entire simulation time (Figure 45). These results display that the 

simulation model is stable. 
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Figure  44. Time evolution of RMSD (Å) for the alpha carbon of the ZIKV protease in 

complex with the dipeptide inhibitor. 

 

 

Figure  45. DSSP plot of the secondary structure of the ZIKV protease with the 

dipeptide inhibitor bound along the simulation time. 

 

 To choose a representative structure with statistically more rigorous selection, 

average linkage hierarchical clustering [216] of the MD trajectories sampling from 100 

to 200 ns was used to generate a suitable representative structure averaged from the 

most populated structures. Afterward, the initial structure obtained from the clustering 

technique was submitted to the QM/MM simulations. Here, we performed QM/MM 

(PDDG-PM3/ff14SB) umbrella sampling MD simulations to explore the inhibition 
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mechanism of the ZIKV protease by the dipeptidyl aldehyde inhibitor, and to calculate 

free-energy profile (potential of mean force). The free-energy profile was calculated 

along the RC, defined as a linear combination of relevant interatomic distances (see 

Chapter III Research Methodology). To treat the QM region, we selected the PDDG-

PM3 semi-empirical method, which is modified the pairwise core repulsion function to 

introduce functional group information via pairwise atomic interactions [157]. This 

semi-empirical QM method has been successful to give the relative activation energies 

for many reactions in line with experimental data [217]. In addition, our preliminary 

results show that the activation free-energy barrier calculated with the PDDG-

PM3/ff14SB level provides a much more reasonable energy barrier than the original 

PM3 result, where the free-energy barrier obtained at the PM3 level is found to be too 

high (Figure 46). It should be noted that the free energy profiles obtained at the PDDG-

PM3/ff14SB, PM3/ff14SB, PM6/ff14SB and AM1-d/ff14SB levels of theory are 

compared and given in appendix 3. The calculated free-energy profile at the PDDG-

PM3/ff14SB level for the reaction of the tetrahedral adduct is shown in Figure 47. 

 

 

Figure  46. Free energy profile for the reaction of charged tetrahedral adduct relative 

to the noncovalent Michaelis complex using the combined reaction coordinates at the 

PM3/ff14SB level of QM/MM theory. 
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Figure  47. Free-energy profile for formation of the charged tetrahedral adduct relative 

to the noncovalent Michaelis complex for the reaction between the ZIKV protease and 

dipeptidyl aldehyde inhibitor using the combined reaction coordinates at the PDDG-

PM3/ff14SB level of QM/MM theory. 

  

Figure 47 highlights that the calculated free-energy barrier for the reaction is 

15.2 kcal mol-1, and the reaction is slightly endothermic with the reaction free-energy 

of 2.0 kcal mol-1. In addition, a single transition state is explored on the free-energy 

profile, as indicative of a concerted reaction [186], in which the proton transfer from 

S135 to H51 and the nucleophilic attack on the carbonyl group of the dipeptidyl 

aldehyde inhibitor occur simultaneously. This is also supported by the calculation of 

relevant interatomic distances, where the distances involved in the proton transfer 

[d(N2H2)] and nucleophilic attack [d(O3Cγ)] decrease together (Table 8, Figure 

48). The concerted mechanism was also revealed by the ab initio QM/MM calculations 

combined with molecular dynamics free-energy perturbation (MD-FEP) approach on 

trypsin and its substrate, in which proton transfer occurred in concert with nucleophilic 

attack on the substrate for the first step of the acylation process [186]. Moreover, there 

were numerous theoretical studies on other serine proteases [159-161, 188] and our 

recent high-level QM/MM calculations on the ZIKV protease with its substrate [162], 

suggesting that the concerted reaction was observed for the first step of the acylation 
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process. Thus, it is clearly seen from our finding that peptidyl aldehyde mimics the 

transition state/tetrahedral intermediate of the cleavage reaction on a substrate via the 

concerted mechanism. Additionally, it is noticeable that the structural changes are 

found in the aldehyde carbonyl group of the dipeptidyl aldehyde. As the progress of the 

reaction, the aldehyde carbonyl bond length [d(CγOγ)] becomes longer in the product 

state (~1.32 Å), reflecting the interconversion of Cγ hybridization from an sp2 

[d(CγOγ) ~1.20 Å in the reactant state] to an sp3 hybridization upon reaching the 

product state. Furthermore, when the covalent complex is formed, the protonated-

imidazole ring of H51 is stabilized by the carboxylate group of D75 with a presence of 

two hydrogen bonds [d(O1H1) = 2.60 Å and d(O2H1) = 1.59 Å]. Besides these two 

hydrogen bonds, the negatively charged oxygen on the tetrahedral adduct also directly 

interacts with the H51 through a strong hydrogen bond [d(OγH2) = 1.78 Å] rather than 

the amino acid residues in the oxyanion hole region (the main chain NH groups of G133 

and S135), as generally stabilize the negative charge on the carbonyl oxygen of the 

substrate scissile bond [218, 219]. This is due to a resemblance of the hemiacetal adduct 

to the native catalytic reaction mechanism, in which the hemiacetal oxygen is analogous 

to the nitrogen leaving group on natural substrates in the acylation process. 

 

Table  8. Average values of the interatomic distances involving active site interactions 

(in Å) for the noncovalent Michaelis complex, transition state and covalent complex 

structures, from the free-energy reaction path obtained at the PDDG-PM3/ff14SB level 

of theory. 

 Noncovalent 

Michaelis complex 

Transition 

state 

Covalent 

complex 

d(N2H2)  1.65 ± 0.05 1.54 ± 0.05 1.09 ± 0.03 

d(O3Cγ) 2.26 ± 0.06 1.57 ± 0.04 1.45 ± 0.03 

d(O1H1) 3.05 ± 0.26 2.64 ± 0.16 2.60 ± 0.14 

d(O2H1) 1.65 ± 0.06 1.62 ± 0.05 1.59 ± 0.05 
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Figure  48. Representative structures from the free-energy reaction path at the PDDG-

PM3/ff14SB level of (I) noncovalent Michaelis complex, (II) transition state and (III) 

tetrahedral adduct in the active site of ZIKV protease. 

  

To monitor the charge redistribution/reorganization of the relevant atoms in the 

QM region for each stationary point, the Mulliken charge distribution was assessed and 

shown in Table 9. As the reaction progresses, the atomic charge on the N2H51 

significantly changes from the negative charge to the positive charge due to charge 

transfer from the S135 hydroxyl proton. In contrast, as the N2 atom acts as a general 
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base in abstracting a proton to activate S135 as a nucleophile, the atomic charge on the 

carbonyl oxygen (Oγ) of the aldehyde warhead becomes more negative charge, 

reaching its lowest value of 0.86 au at the product state. As previously described, this 

phenomenon resembles the peptide bond breaking process of the natural substrate, in 

which the protonation of the nitrogen leaving group by H2H51 proton would facilitate 

the cleavage of the peptide bond in the acylation step. On the other hand, protonation 

of the anionic aldehyde carbonyl oxygen by H2H51 proton could lead to a nonproductive 

stabilization of the tetrahedral intermediate, making it a stable covalent complex 

(product would not be cleaved). To highlight this point, we also performed unbiased 

QM/MM MD simulation at the PDDG-PM3/ff14SB level of theory for 1 ns using the 

covalent anionic tetrahedral adduct as the initial structure to elucidate the possibility of 

this transformation. The results found that the direct proton transfer from N2H51 atom 

to Oγ atom of the tetrahedral adduct occurs spontaneously from the beginning to the 

end of  simulation time and forms the protonated neutral form of the hemiacetal. This 

observation can be obviously seen from the distance between the Oγ atom and H2H51 

atom [d(OγH2)] of ~0.98 Å over the course of simulation time (see Figure 49). Our 

simulation also supports the previous study of aldehyde association to trypsin [220], 

suggesting that the hemiacetal adduct in the neutral form is likely to be the final product 

of the inhibition reaction. Along the reaction pathway, it should be noted that the atomic 

charge on the O3S135 atom rises at the transition state (0.26 au). This is the result of 

the partially formed covalent bond between O3S135 atom and the carbonyl carbon (Cγ) 

of the peptidyl aldehyde at this stationary point [d(O3Cγ) = 1.57 Å, Table 7 and 

Figure 48, label II], resulting in the charge redistribution to Cγ and Oγ atoms. 
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Table  9. Average Mulliken charges (PDDG-PM3/ff14SB) in atomic units (au) for 

atoms involving the formation of the tetrahedral adduct, averaged from the QM/MM 

free-energy profile. 

Relevant atom 
Noncovalent 

Michaelis complex 
Transition state  Covalent 

complex 

Oγ 0.31 ± 0.03 0.72 ± 0.03 0.86 ± 0.03 

Cγ   0.24 ± 0.02   0.27 ± 0.03   0.24 ± 0.02 

N2 0.13 ± 0.03 0.11 ± 0.03   0.24 ± 0.04 

H2   0.30 ± 0.01   0.37 ± 0.01   0.28 ± 0.01 

O3 0.46 ± 0.02 0.26 ± 0.04 0.31 ± 0.02 

 

 

 

Figure  49. Distance between oxygen atom (Oγ) of the tetrahedral adduct and H2H51 

atom during 1 ns QM/MM MD simulation of the ZIKV protease bound with the 

dipeptide inhibitor. 

 

4.3.2 QM/MM potential energy reaction path 

 The starting geometry for QM/MM potential energy adiabatic mapping 

calculations is the covalent anionic tetrahedral adduct, minimized at the BH&HLYP-

D3/6-31G(d)/ff14SB level of theory. The potential energy barrier and the reaction 

energy (relative to the noncovalent Michaelis complex) for the reaction of the 

intermediate adduct formation are summarized in Table 10. The DFT method shows 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 97 

that the potential energy barrier for the reaction is 6.2 kcal mol-1 and the reaction is 

slightly endothermic with the reaction energy of 0.5 kcal mol-1. Single-point energy 

calculations were carried out on the BH&HLYP/6-31G(d)/ff14SB geometries using a 

larger basis set for the DFT method (i.e. 6-311+G(d)) to examine the effect of basis set 

size on the potential energy profile for the reaction (Table 10). The results reveal that 

an increase in the basis set size from 6-31G(d) to 6-311+G(d) does not show a 

significant effect on the DFT energetics. The reaction barrier is increased by only 0.3 

kcal mol-1 when the larger basis set was used (Figure 50). Therefore, the minimal basis 

set (6-31G(d)) provides a good choice for geometry optimization, compromising 

between accuracy and computational cost. Afterward, single-point energies calculated 

at the MP2, SCS-MP2, and LCCSD(T) levels of theory were conducted on the same set 

of structures optimized by the BH&HLYP-D3/6-31G(d)/ff14SB level. The 

corresponding potential energy profiles for the reaction indicate that the reaction 

proceeds in a concerted manner of proton transfer and nucleophilic addition reaction at 

all levels of QM/MM theory tested here, as previously also found in the QM/MM 

(PDDG-PM6/ff14SB) free-energy simulations. This process is involved in only one 

approximate transition state along the minimum-energy path connecting to two local 

energy minima between the noncovalent Michaelis complex and the covalent 

hemiacetal adduct (Figure 50). The LCCSD(T)/(aug)-cc-pVTZ level (energy barrier of 

4.3 kcal mol-1) is the most accurate result presented here and used as a reference method 

for the comparisons with the two ab initio methods (i.e. MP2 and SCS-MP2). The 

potential energy barrier of 3.2 kcal mol-1 calculated with the MP2 method is predicted 

to be lower than that of the LCCSD(T) result by 1.1 kcal mol-1, whereas SCS-MP2, 

BH&HLYP-D3, and BH&HLYP-D3 with the larger basis set show the higher barriers 

by 0.7 kcal mol-1, 1.9 kcal mol-1, 2.2 kcal mol-1, respectively. Note that coupled cluster 

theory can be used as an accurate descriptor for the reactions and is considered as the 

“gold standard” of ab initio methods [150]. Based on our calculation, it indicates that 

the SCS-MP2/(aug)-cc-pVTZ/ff14SB result is in very good agreement with the local 

coupled cluster result. Our finding supports previous QM/MM calculations for the 

reactions catalyzed by other enzymes [123, 145, 221], suggesting that SCS-MP2 was a 

good choice for calculations on enzyme-catalyzed reactions. In addition, it evidently 

shows that the spin component scaled method developed for MP2 calculations is 
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necessary for giving more accurate results. Meanwhile, the reaction energies (i.e. the 

energy of the tetrahedral adduct relative to the noncovalent Michaelis complex) is 

slightly different for each level of theory. Both BH&HLYP-D3 with 6-31G(d) basis set 

and SCS-MP2 results display that the reaction is slightly endothermic, while MP2 and 

LCCSD(T) results indicate that the reaction is weakly exothermic. In fact, peptidyl 

aldehyde inhibitors undergo a covalently reversible inhibition with flavivirus 

NS2B/NS3 protease [73, 78, 80, 81] and thus the predicted reaction energy for the 

reaction on such inhibitors is expected to be only weakly exothermic [222, 223]. 

However, in this case the anionic hemiacetal is not thought to be the final product for 

the inhibition reaction, as should be the protonated neutral form of the hemiacetal 

adduct due to the proton transfer from H51. To clarify this point, we additionally 

performed QM/MM (BH&HLYP-D3/6-31G(d)/ff14SB) adiabatic mapping using the 

RC involved in the direct proton transfer between H51 and oxygen atom of the anionic 

hemiacetal, [d(N2H2)d(Oγ H2)]. The resulting potential energy profile for this 

reaction suggests that the protonated neutral form is predicted to be ~12 kcal mol-1 much 

more stable than the deprotonated anionic form without the activation energy predicted 

(Figure 51). This also previously supports the result from unbiased QM/MM MD 

simulations (see QM/MM Free-Energy Reaction Path Section), in which the proton 

on ε nitrogen of the H51 transfers spontaneously onto the anionic oxygen atom of 

hemiacetal, producing the neutral form of the tetrahedral adduct in the final state. Thus, 

the results present here are still comparable to each other. 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 99 

Table  10. Potential energy barriers (Δ‡V) and reaction energies (ΔrV) calculated with 

BH&HLYP-D3/6-31G(d), BH&HLYP-D3/6-311+G(d), MP2/(aug)-cc-pVTZ, SCS-

MP2/(aug)-cc-pVTZ, and LCCSD(T)/(aug)-cc-pVTZ QM/MM methods on 

BH&HLYP-D3/6-31G(d)/ff14SB optimized geometriesa 

Calculation method 
Δ‡V  

(RC = 1.80 Å) 

ΔrV 

(RC = 1.00 Å) 

BH&HLYP-D3/6-31G(d)/ff14SB 6.2 0.5 

BH&HLYP-D3/6-311+G(d)/ff14SB 6.5           0.4 

MP2/(aug)-cc-pVTZ/ff14SB 3.2           1.4 

SCS-MP2/(aug)-cc-pVTZ/ff14SB 5.0             0.1 

LCCSD(T)/(aug)-cc-pVTZ/ff14SB 4.3           2.8 
aEnergies (relative to the reactant) are reported in kcal mol-1. The (aug) indicates that 

augmented functions were treated with oxygen atoms only. 

 

 

Figure  50. Potential energy profiles for the reaction of the tetrahedral adduct formation 

calculated at the BH&HLYP-D3/6-31G(d)/ff14SB (black), BH&HLYP-D3/6-

311+G(d)/ff14SB (red), MP2/(aug)-cc-pVTZ/ff14SB (blue), SCS-LMP2/(aug)-cc-

pVTZ/ff14SB (magenta), and LCCSD(T)/(aug)-cc-pVTZ/ff14SB (green) QM/MM 

levels. All geometries were optimized at the BH&HLYP-D3/6-31G(d)/ff144SB level. 
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Figure  51. Free energy profile for the reaction of protonated hemiacetal adduct 

(relative to the reactant state, tetrahedral adduct) using reaction coordinate involving 

the direct proton transfer between H51 and oxygen atom of the anionic hemiacetal. 

 

 Although the MP2 method gives a good predictive description for the reaction 

energies, as is close to coupled cluster result to some extent, this method underestimates 

the energy barrier, as is somewhat found for some enzyme-catalyzed reactions [195, 

221].  For the BH&HLYP-D3 method, it has been also shown to be a good description 

in terms of barrier shape, but the ab initio methods particularly SCS-MP2 method give 

the results much more similar to the coupled cluster theory. Therefore, we suggest here 

that the correlated ab initio method (i.e. SCS-MP2) and the more precious coupled 

cluster theory should be carried out to obtain accurate energetics for this particular 

reaction. Nevertheless, all levels of QM/MM theory presented here predict the energy 

barriers lower than that of the reaction mechanism on the ZIKV protease and its 

substrate by ~12-13 kcal mol-1, as we performed previously [162]. Comparison of 

potential energy profiles for the reaction mechanism on substrate and dipeptidyl 

aldehyde inhibitor catalyzed by the ZIKV protease is summarized in appendix 4. This 

finding reflects that the peptidyl aldehyde inhibitor is a good transition state analogue 

toward the ZIKV protease, which mimics the native catalytic reaction transition state 
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and reduces the energy barriers in much more efficient way compared with the natural 

substrate. 

 Figure 52 illustrates the representative structures for each stationary point of 

the noncovalent Michaelis complex, transition state, and tetrahedral adduct extracted 

from adiabatic mapping. The reaction mechanism is involved in the transfer of proton 

from the O3 position of S135 to the N2 position of H51, and nucleophilic attack of the 

O3S135 on the carbonyl carbon (Cγ) of the peptidyl aldehyde (see Figure 52, label I, 

corresponding to reactant state in Figure 7). In the reactant state, the structural analysis 

shows that the proton (H2) to acceptor (N2H51) distance is 1.59 Å, and the distance 

between the N2 nitrogen and H2 proton is reduced to 1.19 Å, and the distance between 

these two atoms become shorter of 1.05 Å upon reaching the covalent complex (Figure 

52, label III), as a result of the complete proton transfer. Likewise, the distance involved 

in nucleophilic addition reaction, [d(O3Cγ)], continuously decreases until the covalent 

bond is formed (2.23 Å in the reactant state, 1.90 Å in the transition state and 1.55 Å in 

the covalent complex). Again, it is clearly seen from these stationary points that the 

proton transfer and the nucleophilic attack occur in a concerted manner. In addition, the 

negatively charged hemiacetal oxygen (Oγ) directly interacts with protonated H51 

through a strong hydrogen bond interaction [d(OγH2) = 2.29 Å in the covalent 

complex]. As already mentioned, this is in contrast to the negative charge generated on 

the carbonyl oxygen of substrate, which was stabilized by the residues located in the 

oxyanion hole. The reason is that the anionic hemiacetal adduct produced by peptidyl 

aldehyde resembles the interactions of amine leaving group on the substrate with 

protonated H51 in the acylation reaction. 
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Figure  52. QM/MM (BH&HLYP-D3/6-31G(d)/ff14SB) optimized structures of (I) 

noncovalent Michaelis complex, (II) transition state, and (III) covalent tetrahedral 

adduct in the active site of ZIKV protease. 

  

 Fundamentally, in this study structures were generated along the adiabatic 

mapping path by moving backward to the corresponding noncovalent Michaelis 

complex at 0.1 Å intervals along the defined RC. To validate the RC used in the 

adiabatic mapping, the refinement of the pathway using CI-NEB techniques was 

performed. The results show that the potential energy profiles from the CI-NEB method 
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and adiabatic mapping are very similar in terms of barrier height and transition state 

location (Figure 53). The potential energy barrier for the reaction is 6.1 kcal mol-1 

obtained after refinement with the CI-NEB method at the BH&HLYP/6-31G(d)/ff14SB 

level of theory (Table 11). The energy barrier differs from adiabatic mapping by only 

0.1 kcal mol-1, confirming that the RC used for adiabatic mapping approach here 

provides a resonable description of the reaction. The transition state from CI-NEB 

calculations is located at RC = 1.86 Å, [d(O3H2) = 1.25 Å, d(N2H2) = 1.21 Å and 

d(O3Cγ) = 1.90 Å], which is in good agreement with the approximate transition state 

generated by adiabatic mapping of RC = 1.80 Å. However, it should be mentioned 

that there is no RC used in the generation of the CI-NEB path, but the RC value is a 

useful geometric descriptor to compare the pathways. In addition, single-point energies 

calculated with the correlated ab initio methods (MP2, SCS-MP2 and LCCSD(T)) 

exhibit the similar trend in terms of giving the similar barrier shapes compared with the 

DFT result (see Figure 54), and are much correlated well with the energy barriers 

calculated with the adiabatic mapping. Our calculations show that the predictions made 

by the BH&HLYP method are qualitatively correct of mechanistic conclusions, 

associated with how the pathway was generated in comparison with the ab initio 

methods. 
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Figure  53. Climbing image NEB profiles compared to adiabatic mapping (black 

circles, adiabatic mapping profile; grey triangles, CI-NEB profile from 7 starting 

images). Note that there is no reaction coordinate defined in the CI-NEB calculations; 

the data is plotted relative to the energy of the reactant and against the reaction 

coordinate to aid the comparison with the adiabatic mapping profile. All profiles are 

calculated at the BH&HLYP-D3/6-31G(d)/ff14SB level of theory and correspond to 

the reaction of the formation of tetrahedral addct. 
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Table  11. Reaction energetics (in kcal mol-1, relative to the reactant state) and reaction 

coordinate (RC) values (in Å) from CI-NEB method for the reaction of the tetrahedral 

adduct calculated with BH&HLYP-D3/6-31G(d), MP2/(aug)-cc-pVTZ, SCS-

MP2/(aug)-cc-pVTZ, and LCCSD(T)/(aug)-cc-pVTZ QM/MM methods. 

Calculation method 

Noncovalent 

Michaelis 

complex 

(RC = 2.80 Å) 

Transition 

state 

(RC = 1.86 Å) 

Covalent 

complex 

(RC = 1.00 Å) 

BH&HLYP-D3/6-

31G(d)/ff14SB 
0.0 6.1 0.5 

MP2/(aug)-cc-

pVTZ/ff14SBa 
0.0 3.2          1.4 

SCS-MP2/(aug)-cc-

pVTZ/ff14SBa 
0.0 5.0 0.1 

LCCSD(T)/(aug)-cc-

pVTZ/ff14SBa 
0.0 4.3          2.8 

aSingle-point energies based on BH&HLYP-D3/6-31G(d)/ff14SB geometries 

generated by the NEB techniques with MM point charges included in the QM 

Hamiltonian. 
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Figure  54. Comparison of the potential energy profiles (relative to the reactant) for the 

reaction of  the tetrahedral adduct formation at the BH&HLYP-D3/6-31G(d)/ff14SB 

(open circle), MP2/(aug)-cc-pVTZ/ff14SB (white circle), SCS-MP2/(aug)-cc-

pVTZ/ff14SB (black square) and LCCSD(T)/(aug)-cc-pVTZ/ff14SB (white square) 

levels of theory (using the BH&HLYP-D3/6-31G(d)/ff14SB CI-NEB geometries). 

There is no reaction coordinate defined in the CI-NEB calculations; however, energies 

are plotted as a function of reaction coordinate for comparison. 

 

 Altogether, we applied two different computational QM/MM methodologies to 

explore the feasibility of the proposed reaction mechanism of the ZIKV protease 

inhibition by dipeptidyl aldehyde inhibitor, to characterize structures of the stationary 

points (noncovalent Michaelis complex, transition state, and covalent complex), and to 

determine the energetics of the reaction. Note that the structures of the stationary points 

and the observed interactions characterized in the two QM/MM strategies are similar. 

The information derived from the potential energy reaction path was complemented by 

the dynamical information which was taken from the QM/MM free-energy simulations. 

Therefore, the detailed insights in the inhibition mechanism of the ZIKV protease by 

the peptidyl aldehyde would be a theoretical guidance [214] in designing efficient 

protease inhibitors with desired property based on transition state analogues against 

ZIKV and other flaviviruses. 
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CHAPTER V 

CONCLUSIONS 

 

5.1 Part I: Binding recognition of substrates in ZIKV NS2B/NS3 serine 

protease 

In this present work, binding recognition and specificity of the four peptide 

substrates in the ZIKV protease were revealed by the conventional MD simulations. In 

all studied complexes, the results show that the basic residues at the P1 and P2 positions 

of the substrate have an important role in binding with the ZIKV protease, while the P3 

and P4 sites play a less contribution. At the S1 subsite of the enzyme, the interactions 

occurred with the P1 position of the substrate are only contributed from the residues of 

NS3 protease. In contrast, the P2 residue of the substrate favorably interact with amino 

acid residues at the S2 subsite from both the C-terminal domain of NS2B (e.g. D83) 

and NS3 domain (e.g. D75). Whereas the energy contributions of the P3 and P4 residues 

to the amino acids at the S3 and S4 pockets are significantly decreased and almost 

disappeared, respectively. It can suggest here that the P1 and P2 sites should be kept 

for the further design of peptidomimetic inhibitors. The nonpolar interaction plays a 

predominant role in maintaining the interaction of the substrate at each subsite of 

enzyme. Altogether, we hope that this computational study provides the fundamental 

knowledge to guide for the design of efficient protease inhibitors. 

 

5.2 Part II: Reaction mechanism of the ZIKV protease with its substrate 

 In this present study, QM/MM methods have elucidated the reaction mechanism 

of the acylation process of ZIKV protease and its substrate cleavage reaction. Although 

the reaction mechanism of common serine proteases has been widely studied, 

understanding the mechanistic details of the reaction catalyzed by ZIKV NS2B/NS3 

serine protease is still necessary to provide fundamental knowledge of catalysis and 

may also help in the design and development of potential antiviral agents using TS 

analogues. 

 By combining MM MD simulations, QM/MM MD free-energy simulations and 

QM/MM adiabatic mapping, we investigated ZIKV protease in terms of both dynamical 
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and mechanistic properties. Our results show that the mechanism of the acylation 

reaction catalyzed by ZIKV protease behaves according to the proposed reaction 

mechanism for general serine proteases. Only one TS is determined along the reaction 

pathway suggesting a concerted reaction mechanism, in which the transfer of proton 

from S135 to H51 takes place in synchrony with the nucleophilic attack on the substrate. 

The formation of the TI is the rate-determining step of the acylation process. The 

calculations reveal that the PM6/ff14SB level underestimates the activation free energy 

in comparison with experimentally determined apparent catalytic rate, but even so the 

barrier shapes have been found to be similar to those of other serine proteases [55, 159, 

186-190]. Thus, we have performed multiple fully optimized potential energy profiles 

for the first step of the acylation, using the correlated ab initio QM/MM methods to 

obtain accurate energetics. We have optimized geometries with BH&HLYP-D3/6-

31G(d)/ff14SB level of theory. Similar to the free energy profiles, the formation of TI 

is concluded to occur through a concerted manner that involves a single transition state 

(TS1), where a stable species of TI has been found at all levels of theory. The potential 

energy barriers are 16.3 kcal mol-1 at the LCCSD(T)/(aug)-cc-

pVTZ/ff14SB//BH&HLYP-D3/6-31G(d)/ff14SB level of theory. DFT and ab initio 

results presented here are reasonably close to the coupled cluster energies. The LMP2 

result slightly underestimates the barrier compared to the BH&HLYP-D3 and SCS-

LMP2 results. However, these results are in good agreement with the apparent 

experimental free energy of the activation of ~18.2 kcal mol-1 (at 310 K). It is indeed of 

significance that potential energy barriers here cannot directly be compared to 

activation free energies derived from experimental kinetics data. This is due to the fact 

that the activation free energies include additional effects such as entropy and quantum 

tunneling [122]. 

 By comparisons with the most accurate (LCCSD(T)/(aug)-cc-pVTZ/ff14SB) 

results, although the BH&HLYP-D3/6-31G(d) result gives a good description, the ab 

initio LMP2/(aug)-cc-pVTZ and SCS-LMP2/(aug)-cc-pVTZ methods give results 

much more similar to the LCCSD(T) result. We suggest that it is necessary to use 

higher-level QM methods for obtaining accurate energetics (precisely at the coupled 

cluster level, or the more practicable, SCS-LMP2) for ZIKV protease and for other 

related enzymes having the similar reaction mechanism. We hope that this 
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computational information can be a good starting point to design and develop novel 

inhibitors toward ZIKV protease and other flavivirus proteases based on TS analogues. 

 

5.3 Part III: Inhibition mechanism of the ZIKV protease with dipeptidyl 

aldehyde inhibitor 

 In the present study, the mechanistic study on enzymatic reaction of ZIKV 

inhibition by dipeptidyl aldehyde was elucidated for the first time using two different 

methodologies, QM/MM free-energy and QM/MM potential energy path calculations. 

The results show that the inhibition mechanism of the ZIKV protease by dipeptidyl 

aldehyde behaves similarly to the proposed reaction mechanism for common serine 

proteases with their substrates. The anionic hemiacetal formation mimics the transition 

state/tetrahedral intermediate of the native catalytic reaction. The free-energy profile 

displays a single transition state observed in the reaction path, indicating a concerted 

mechanism. In addition, the adiabatic mapping approach was used to generate QM/MM 

potential energy surfaces of the reaction. DFT and ab initio methods provide the 

reasonable energetics, as compared with the local coupled cluster theory. In particular, 

the potential energy barrier obtained at the SCS-MP2 level is in good agreement with 

the local coupled cluster result, indicating that more reliable energetics can be obtained 

by addition of the spin component scaling calculation to the MP2 method. Comparison 

of the DFT results with those from ab initio methods shows that the BH&HLYP 

functional gives a good description of the reaction in this system. It can suggest here 

that the use of DFT method is qualitatively sufficient to describe this kind of reaction 

mechanism and useful for the comparative analysis. Moreover, the CI-NEB method 

reveals that the RC used in this study is a good choice to describe the reaction. The 

transition state structures from adiabatic mapping are very similar to the transition state 

from refinement with the CI-NEB techniques. Consequently, it is our hope that this 

computational study sheds light on the mechanistic details of the ZIKV protease 

inhibition by peptidyl aldehyde and can be a valuable starting point in design and 

development of potential protease inhibitors against the ZIKV protease and other 

flavivirus proteases with desired properties based on transition state analogues. 
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APPENDIX 1: The results from MM/GBSA method giving the energy components 

and average binding free energies (in kcal mol-1) for the complexes of the four 

substrates with the ZIKV protease compared with the experimental mK (in μM). 

 Ac-nKKR-ACC Ac-DRKOR-ACC Ac-DKKOR-ACC Bz-nKRR-AMC 

eleE  657.83 ± 40.68 774.83 ± 34.80 744.52 ± 33.93 511.84 ± 33.79 

vdWE  58.25 ± 5.22 57.68 ± 4.84 56.76 ± 3.83 57.39 ± 3.86 

MME  716.08 ± 39.87 832.52 ± 35.00 801.29 ± 34.14 569.23 ± 33.41 

ele

solvG  653.70 ±36.51 765.52 ±31.94 737.31 ±31.46 511.45 ±30.61 

nonpolar

solvG  8.32 ±0.39 8.36 ±0.36 8.07 ±0.25 7.41 ±0.36 

solvG  645.38 ±36.43 757.16 ±31.87 729.24 ±31.40 504.03 ±30.44 

H  70.70 ±6.12 75.35 ±6.57 72.04 ±5.43 65.20 ±5.30 

ST  32.32 ± 4.79 30.29 ± 7.96 35.10 ± 5.11 30.83 ± 5.06 

bindG  38.38 ±7.77 45.06 ±10.32 36.94 ±7.46 34.36 ±7.33 

mK  (μM) 
13.85 ± 0.30 

 [95] 

4.20 ± 0.40  

[95] 

7.99 ± 0.73  

[95] 

20.42 ± 5.26  

[43] 
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APPENDIX 2: Free energy profiles for the TI formation for the reaction of the ZIKV 

protease with its substrate, calculated from umbrella sampling simulations at the 

PM3/ff14SB, PM6/ff14SB, AM1-d/ff14SB and SCC-DFTB/ff14SB levels of theory. 
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APPENDIX 3: Free energy profile for formation of the tetrahedral adduct relative to 

the noncovalent Michaelis complex for the reaction of the ZIKV protease with 

dipeptidyl aldehyde inhibitor, calculated from umbrella sampling simulations at the 

PDDG-PM3/ff14SB, PM3/ff14SB, PM6/ff14SB and AM1-d/ff14SB levels of theory. 
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