Multi-Modal Biometric-based Human Identification Using Deep Convolutional Siamese

Neural Network

Miss Hsu Mon Lei Aung

A Dissertation Submitted in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy in Electrical Engineering
Department of Electrical Engineering
FACULTY OF ENGINEERING
Chulalongkorn University
Academic Year 2021
Copyright of Chulalongkorn University



nsseyiuaramedunasatelvualaglilagwigUszavas uuuneuligdug in

ALY 1499 18 89

1 1
1 = a a

WeninusidudrumiavaansfinwmumvangnsusygrimnssumansguiUndie
anvImassulid aedgdmnssului
AEIAINTTUANANT JUIAINTRIMINENSE

Un1sfnw 2564

SUAVEUvRIaINIAlIM NS



Thesis Title Multi-Modal Biometric-based Human Identification Using

Deep Convolutional Siamese Neural Network

By Miss Hsu Mon Lei Aung

Field of Study Electrical Engineering

Thesis Advisor Associate Professor CHARNCHAI PLUEMPITIWIRIYAWEJ,
Ph.D.

Thesis Co Advisor Professor Kazuhiko Hamamoto, Ph.D.

Accepted by the FACULTY OF ENGINEERING, Chulalongkorn University in
Partial Fulfillment of the Requirement for the Doctor of Philosophy

Dean of the FACULTY OF

ENGINEERING
(Professor SUPOT TEACHAVORASINSKUN, D.Eng.)

DISSERTATION COMMITTEE

Chairman

(Assistant Professor Somkiat Wangsiripitak, Ph.D.)

Thesis Advisor

(Associate Professor CHARNCHAI PLUEMPITIWIRIYAWEJ,
Ph.D.)
Thesis Co-Advisor

(Professor Kazuhiko Hamamoto, Ph.D.)

Examiner

(Associate Professor SUPAVADEE ARAMVITH, Ph.D.)

Examiner

(Associate Professor NISACHON TANGSANGIUMVISAI,
Ph.D.)

Examiner

(Assistant Professor SUREE PUMRIN, Ph.D.)



P UDI IR B3 :
n1sseyiruananistInnsvans nunlagldlassdneu seanvaeu o urauligdudedn. ( Mult-
Modal Biometric-based Human Identification Using Deep Convolutional Siamese Neural

a

Network) 8 #iUsnwvan : mgdy Uauliisusng, o idinwniu : adsla smnlnly
n1sy uvululetuasng v werud dra’gluszuusnuiaiiudasade
wivnlulawnsndlund1eeld Sun1seeusve g euinuazid udsslevduindmsunissauu v

' a '

TR 2 1 39 0 A Yl Y g b a ¥ L oa g w ok U U lbla®aeny

Y

Fo D] [V v oA A v v = ° v v 4 a
u@ﬂﬂ']ﬂu&lﬂllﬂ'ﬂllqunﬂluﬂWﬁiUma%ai‘Uwuqu?}aﬂal@'ﬂjﬂﬂaaﬁﬂ?qﬂﬁxlﬁﬂﬂmj GLuMNMi\'mmﬂiJ BIBLIY 9

=

find¥lulewnindviuiuiionsis dadefelduinniinamlundosmiuesdona ad1alsfiniu
N353 TuY e §anand ud gnnid e991nvinsisazid oa adaluszoznied u q wenani
svvululownSnd uuuid or den sl Fedanatudadensluvesun ave udnuuy e q 4
lassvrgussartmiiounauligduidsdn ( deep Convolutional Neural Network %30
deepCNN)La g nuru ld g 1sunsvatslunarsarvid a5 9moe 19158 anu
v ou, an la' il ndultulruu1net T unesa Aaainnn’un oy
nsldundstoyalulemninduasnisinaaindiusunisasgn fogawunlug Ssnadulymiog luinerdwusd
wvaauenuIvin s NLlulewesndaesgaiiadieiulaelila el ss e niiioniddiniulasiedssar v e
uaglru(Siamese Neural Network)a s un1sis ous n135 314U, ¥
Tuinaiad o o9 tauoasifous naanvuyy sluufafainuazs s aliaan
Widena wanvaugIInn NI ytaza manvazia uainainlunii
Ansdnuglulomeindian s adaldgn sudntududun wurundusduwuwesduiunsisivar g uuy
U 3@ w1l vin1smeas s ugadeyavimanisifuresgudoya CASIA-B Aidawmonoais1Tue
¥ aU oy aluni1ved Yale-B uazyav el ad alan 1m1an1sia wvesn 14 25 518
Tuwatiauafimuuivdrlunissuunyssam 97.3 % sagazuuy 0.97 F1 uaz SnnAmiawaa(ERR) 0.004
Tuina SNN i lauedadl True Positive Rate (TPR) 087 90.4% d1wiuviamianisiduuas 89.7% TPR
a v 3 vl vy ou’ 1 uoa e 9 8 . 4 % T P R
gleldaaosguuuunantmn aosuans iy ssuvatu nsnsuunyaralnegudn sus fieusid vasua mlun
u"1rGait energy (GE) uwuazlLow-resolution (LR)
flnemsnisUssidiudss Avsamnisimmegunuuaueandudndiiuld de s uieutuisne i ma oy

[ANR)] Iﬁl‘ﬂﬂ )
e aeka Feranssuluin ABTDTONER v

Un1sAne 2564 8800 0. NUSAYIWBN oo

8800 B.NUSAWITIN o



# # 6171408921 : MAJOR ELECTRICAL ENGINEERING
KEYWORD: Deep Convolutional Neural Network, Multimodal Biometrics, Transfer Learning,
Siamese Neural Network
Hsu Mon Lei Aung : Multi-Modal Biometric-based Human Identification Using Deep
Convolutional ~ Siamese  Neural  Network.  Advisor:  Assoc.  Prof. CHARNCHA
PLUEMPITIWIRIYAWE]J, Ph.D. Co-advisor: Prof. Kazuhiko Hamamoto, Ph.D.

Biometric recognition is a critical task in security control systems. Although face biometric has
long been granted the most accepted and practical biometric for human recognition, it can be easily
stolen and imitated. It also has challenges getting reliable facial information from the low-resolution
camera. In contrast, a gait physical biometric has been recently used for recognition. It can be more
complicated to replicate and can also be taken from reliable information from the poor-quality camera.
However, human body recognition has remained a problem since the lack of full-body detail within a
short distance. Moreover, the unimodal biometric system still has constraints with the intrinsic factors
of each trait. Recently, a deep Convolutional Neural Network (deepCNN) has been firmly applied to
many fields in recognition research. Nevertheless, it needs a lot of labelled data for training. Biometrics
data acquisition and labelling for creating large-scale datasets are still problematic. In this thesis, we
propose a multimodal approach by combining two biometrics using a deep Convolutional Neural
Network with a distance learning based Siamese Neural Network for human recognition. The proposed
network model learns discriminative spatio-temporal features from gait and facial features. The
extracted features from the two biometrics are fused into a common feature space at the feature level
and sensor level methods for multimodal recognition. This study conducted experiments on the
publicly available CASIA-B gait dataset, Yale-B faces dataset and a walking videos dataset of 25 users.
The proposed model achieves a 97.3 % classification accuracy with an 0.97 F1 score and a 0.004 Equal
Error Rate (EER). The proposed SNN model also achieves a 90.4% True Positive Rate (TPR) on gait and
89.7 % TPR on face modality, and 98.4% TPR on the multimodal system. The experimental results
demonstrate that the system can classify people by learned features on Gait energy (GE) and Low-
resolution (LR) face images directly. The proposed multimodal recognition performance evaluation is

compatible in comparison to other multimodal recognition methods.

Field of Study: Electrical Engineering Student's Signature .......ccoccoveiininn.
Academic Year: 2021 Advisor's Signature ........ccocceviicniene.

Co-advisor's Signature ......cccocevvverene



ACKNOWLEDGEMENTS

Throughout the writing of this doctoral thesis, | have received help and support
indeed from the kind people around me.

First of all, | would like to express my deepest gratitude and appreciation to my
advisor, Associate Professor Dr Charnchai Pluempitiwiriyawej, whose expertise was invaluable
in formulating the research topic and methodologies. | also wish to thank my co-advisor,
Professor Dr Kazuhiko Hamamoto, Tokai University. Their patience, motivation, guidance,
encouragement, knowledgeable advice, timeless suggestions and polishing of the writing to
improve the English expression have helped me to a very extent to accomplish my doctoral
study.

Next, my sincere gratitude goes to all Professors of my thesis committee members
for their valuable and supportive comments and the time they shared with me. | am also
thankful to all Electrical Engineering (EE) Department professors for sharing and teaching
practical background knowledge for me to understand the problematic theories and concepts
very quickly.

I would like to acknowledge the AUN/SEED-Net (JICA) Scholarship, Doctoral Degree
Sandwich Program and the top-up scholarship from the EE Department, Chulalongkorn
University, for their financial support during my study period. My thanks are extended to all
the staff of the EE Department, ISE and AUN/SEED-Net, for their support.

In addition, | thank all my friends who supported, understood and encouraged me
throughout my study period.

Last but not least, | especially want to thank my parents and my sisters for their love,

caring, sacrifice and support.

Hsu Mon Lei Aung



TABLE OF CONTENTS

ABSTRACT (THAI)
ABSTRACT (ENGLISH)
ACKNOWLEDGEMENTS
TABLE OF CONTENTS
LIST OF TABLES
LIST OF FIGURES
CHAPTER 1
INTRODUCTION
1.1 Motivation and Research Problem
1.2 Objectives
1.3 Scope of Work
1.4 Research Contribution
1.5 Dissertation Organization
CHAPTER 2
LITERATURE REVIEW
CHAPTER 3
BACKGROUND THEORIES

3.1 Face Detection

3.2 Gait and Gait Energy (GE) Image

3.3 Deep Convolutional Neural Network

3.4 Types of Layers of a Typical Convolutional Neural Network




Vii

3.0.1 CONVOLUTION LAYET oottt esesen 13

B0.2 POOUNG LAYET ottt ettt 13

3.4.3 FULlY CONNECEEA LAYET .ot sssess st s ssses 14

3.5 TrANSTEI LEAIMING .ottt sttt 14
3.6 Machine Learning Algorithms for Classification Task ... 15
3.7 SIAMESE NEUIAl NETWOIK coouveeerreereeeiieiieeie it sss et sss s sssessses 15
CHAPTER G ettt 17
METHOD OLOGY ...ovvomrevimmeeeesseseesssseesisssassessssessssss st esstssssssssssessssssssssssssssssssssessesssnessssssnssssssnssesssnesssssnnassssens 17
4.1. Proposed System Overall ProCeaUre ... ssesseessssseesenens 17

4.2. Detection and Extraction of LR Face and Gait Energy Image as Pre-processingl9
4.3. Proposed Deep Convolutional Neural Network Architecture ........onerernennen. 21

4.4. Proposed CNN Model-based Feature Extraction, A Classification Model

Architecture and Multi-modal Features FUSION ... 23

4.5. Siamese Neural Network Based Multi-modal Recognition ..........erernerenneneens 24
4.5.1. Proposed MethOAOLOGY .....ccirreiserinneceeseceeseeesseeeesesesssesssssesssssessssssssssssssesssns 24
B.5.1.1. Pre-prOCESSING...cccovicicieeiretrireerireeisseist et sesessss i sasesisessesessesesseesenessenes 25

4.5.1.2. Siamese Neural Network (SNN) MOdEl......oorrrrreeeeeisrnenerrereeeeennnnnnns 25

CHAPTER 5 ettt eass st s 28
EXPERIMENTAL SETUP AND RESULTS oooereiereeiiseeeeiiesesissesssssssssssssesssssssessssssssssssssssssssssssssnesees 28
5.1 DATASETLS ..ot 28
5.1.1 CASIA-B Gat DALASET ..ottt seseessses s e eseeeses 28

5.1.2 Yale-B FACE DAt@SEL ...ttt ssis s sesisss s s ssssesssssss 29

5.1.3 Walking of HUmMan Video Dataset.....reerreiieseessseesssssssssessssssesssssss 29

5.2 EVAIUGTION IMEBASUIE .ot et es e s et asees st sestes st s eas s eaesseatasessasesseaenseaeneens 30



viii

5.2.1 ACCUIACY cotrevieirecieisteieeeeseeesseeie sttt 30

5.2.2 CONFUSION IMALTIX wervrrvirrrrriiceeiseeseissesessssesssssssesssssses st ssssssssesissssessssssssssessssssessssesnnes 30

5.2.3 PrECISION oottt 31

5218 RECAW etttk 31

5.2.5 SENSITIVITY oottt sttt 31

5.2.0 FLoSCOT@ ettt et e 32

5.2.7 EQUAL EITOr RAEE ..ottt 32

5.2.8 AUC-ROC CUINVE ...ttt evssessses i st sises it sasessanessinessanecses 32

5.3 RESULILS oo e gty s e b et imense e os e essessasssssassssssssssssasassssasssssssasssassssasasssss 33
5.3.1 EXPEIMENT | oo 33

5.3.2 EXPEIMENT ] oottt sttt aaq
5.3.2.1 Comparison of Architecture and parameters of CNN models ......... aq

5.3.2.2 Comparison of ReCOgNItioN ACCUIACY ..vwureeeemeeeeineeeesseeeeiseeeessseeseeens a5

5.3.3 EXPEIMENT Il ceciiiiieiseeiiseiieeiisssiissssssessseess st e es s s sssss st s esssneses ar

5.3.4 EXPEIMENT IV ..o eese s ssasse s esse s e 53
5.3.4.1 N-way One-shot ClassifiCation ... 57

5.3.5 DISCUSSION wcourrirrrimeimreirereiesiseeiseeseessases i ssaseessssssses et ssesessssessssssssessssessssesssnesssnssssssssessos 58
CHAPTER 6 .ot eeseeeees et sesss sttt 60
CONCLUSIONS ..ottt seesseesesss s esss st ettt stk 60
REFERENCES ...ttt ssssse s ssssse s s ettt e 62



LIST OF TABLES

Table 1 Survey of Multi-modal Biometrics Recognition Systems
Table 2 Description of Proposed base Network Model

Table 3 Accuracy and loss of five folds cross-validation on the CASIA-B training

dataset

Table 4 Accuracy and loss of five folds cross-validation on the Yale-Face training

ATASEE et sesessSissstassifssssesssses o seeEasanness st essnnssssasssssasssssasssssesssssesssssasssssasssssasssssenssssensssssnss 34
Table 5 Comparison of Architectures and Parameters of CNN models

Table 6 Comparison of the proposed model and SOTA models

Table 7 Gait Recognition Accuracy Comparison on Different Classifiers: ... a7
Table 8 Face Recognition Accuracy Comparison on Different Classifiers: ..., 48
Table 9 Multi-modal Recognition Accuracy Comparison on Different Classifiers

Table 10 Comparison of Multi-modal recognition systems

Table 11 Fl-score Comparison on Different Classifiers of Three Modalities

Table 12 : Equal error rates for the proposed biometric recognitions method

13 Comparison of proposed SNN model training time on different modalities

14 Comparison of proposed SNN model Sensitivity on different modalities ...56




LIST OF FIGURES

Figure 1 Two types of biometrics

Figure 2 A complete gait cycle of the human

Figure 3 The general architecture of the proposed deepCNN model bases multi-

modal biometrics system
Figure 4 Flowchart of the proposed framework
Figure 5 Example of GE image and LR face image extraction

Figure 6 Feature extraction from the pre-trained model-based feature extractors and

classification model
Figure 7 (a) Face Image (b) GE Image

Figure 8 Details Description of the Proposed Multi-modal Siamese Neural Network

(PVUBEISNIND: et eees SRR 26
Figure 9 CASIA-B Dataset (a) raw video frames of 11 angles (b) GE images

Figure 10 Example of Face images of Yale-B

Figure 11 Example of input videos of a person in four scenarios

Figure 12 Non-normalized confusion matrix of gait test classes 124

Figure 13 Normalized confusion matrix of gait test classes 124

Figure 14 Non-normalized and normalized confusion matrix of face test classes

Figure 15 Result Samples of LR face region images for one person from video

SEOUENCES ! vriireeimetrerseasetisste sttt si et s e s et e e e bttt et a4
Figure 16 Result Samples of GE images for one person from video sequences: ....... aq

Figure 17 AUC - ROC curves of SNN

Figure 18 Comparison of N-way One-Shot Classification Accuracy (unit percent)




CHAPTER 1

INTRODUCTION

1.1 Motivation and Research Problem

Person identification is critical in biometric authentication, security control, and
video surveillance systems. Although face, iris, and fingerprints have been used as the
primary physical biometrics to recognize people recently [1-4], it is challenging to use
them reliably in a typical surveillance unconstrained environment at a considerable
distance from the camera. Moreover, low resolution (LR) face recognition currently
focus on using the high resolution (HR) face images by generating the corresponding
LR image and mapping function synthetically [5]. Gait trait, the unique walking style of
an individual, is a biometric that is less sensitive to distance and quality of capturing
devices and cannot also be faked effortlessly. However, it also has limitations due to
clothing, carrying bags, or environmental circumstances[6]. Due to the various
encounter difficulties of unimodal biometric obtaining feature patterns, the recognition
performance decreased.

On the other hand, a multi-modal system supports more reliable information
extraction than unimodal [7-9]for recognition accuracy improvement. Different fusion-
level methods are employed for the information fusion of various modalities. Since
the feature set retains more valuable information about the input pattern than the
score-level [10], integrating biometrics information at the early-stage fusion improved
recognition performance.

Even though machine learning (ML) methods have been widely used for
biometrics features extraction from raw data and apply classifiers for recognition, they
have limitations on feature discrimination and selection automatically in various task
domains. Deep learning (DL), a new subcategory of machine learning, has been
developed using Artificial Neural Networks (ANNs) with multiple hidden layers for
extracting features from low-level to abstract-level Layers by Layer. DL techniques with
parallel and distributed data computing, adaptive feature learning, reliable fault

tolerance, and hardy robustness characteristics[11], especially deepCNNs have recently



been utilized in biometrics recognition systems. The extensive training time, the
massive amount of data and expensive and powerful GPUs for processing requirements
are the significant problems in deep CNN models. However, Transfer learning (TL) could
solve these problems by reusing the trained model for new tasks. It is also a machine
learning method that can take learned features on one task and leverage them on a
new task. TL performed well in transferring knowledge from the domains to target
tasks with little data. It also spectacularly reduces cost and training time, resulting in
improved performance on related problems.

Moreover, if the new class with a small amount of data is needed to set in the
biometric system for recognition, the CNN's models must retrain the whole models. It
is one of the most critical problems for CNNs based methods. Siamese Neural Network
(SNN), also anointed a twin network, has an identical network structure of two
subnetworks that share all parameters, weights, and biases. SNN [12] is based on
similarity metric learning, and the network model's input requires only the image pairs.
The distance metric learning-based differencing layer connects the two subnetworks.
SNN is also called a one-shot classification model that can accurately make predictions
with a single training sample of a new class.

According to the significant performance of deep CNN techniques in different
recognition tasks, this study intends to investigate the deep transfer learning-based
CNN approach and Siamese Neural Network (SNN) to recognize a person at a distance

in video using two biometric traits, face, and gait, with a small amount of data.

1.2 Objectives
The primary purpose of this dissertation is to develop strategies as follows:
®  To implement a deep CNN model with a small amount of training samples for
biometric recognition
®  To compare and analyze the proposed model and other state-of-art models
® To propose a transfer learning based effective feature extraction and

classification model for multi-modal recognition



®  To develop a transfer learning-based similarity metric learning SNN model for

multi-modal recognition

1.3 Scope of Work
®  Video sequences that include a person with normal walking conditions
®  The entire body of a person with low-resolution that has at least one

complete gait cycle

1.4 Research Contribution
The main contributions of this research are:

®  The study proposed a small deep CNN network model that performs multi-
modal recognition with a small amount of training sample, not more than 100
images for each subject.
This research also conducted a transfer learning-based effective feature
extraction, and classification model for feature-level fusion based multi-modal
recognition.
Transfer learning-based similarity metric learning Siamese Neural Network
model is also developed for multi-modal verification and recognition.
®  The proposed SNN method applied the combination of easy-triplets and Semi-

hard triplets mining for triplets input selection.

1.5 Dissertation Organization

This dissertation is arranged into six chapters. Chapter 1 describes the objectives
of this study, the scope of work, the research contributions, and the dissertation
organization. Chapter 2 presents the literature review on deepCNNs, TL and SNN. In
Chapter 3, some general backgrounds are provided. Chapter 4 consists of the proposed
methodology and models. The experimental setup, training and testing data
sequences are explained in Chapter 5. This chapter also describes the experimental

result, analysis, and discussion of some significant findings. This dissertation ends with



Chapter 6, summarizing the research findings and outlining the research's contribution

and discussing the research limitations and future research work.



CHAPTER 2

LITERATURE REVIEW

While the unimodal system has proven reliable in many studies, they have
limitations such as noisy data sensing, absence of distinguished data representation,
and non-universality properties of the modalities [13]. As a result of single modality-
based recognition problems, multi-modal recognition methods that combine data of
multiple modalities have been developed. Several studies have proposed multi-modal
bio-metrics recognition systems with various combinations of different biometrics. This
section discusses studies that applied different machine learning approaches in multi-
modal biometrics systems.

Zhou et al. [14] presented a multi-modal feature-level fusion-based recognition
at a long distance in a surveillance environment. The system applied Principal
Components Analysis and Multiple Discriminant Analysis (MDA) methods to decrease
the extracted features' dimensions and select the most critical face and gait traits. Also,
in [15], a study used Principal Component Analysis (PCA) and Linear Discriminant
Analysis (LDA) methods for feature extraction and selection. The extracted face and
gait features were fused with hierarchical and holistic fusion methods. Zhang et al. [16]
proposed a canonical correlation analysis method for ethnicity identification based on
a feature-level fusion of two modalities. The Local Binary Patterns (LBP) operator
extracted frontal face features, and gait features were characterized by Spatio-
temporal expression of lateral gait. In [17], the projection of heterogeneous features
of gait and face modalities into a unified space is fused by the projecting features for
human recognition. Also, in [18], complicated face features from the wavelet discrete
transformation method and soft face characteristics associated with the skin colour of
front view images and GE image features were fused with the score-level by the
Choquet integral method Particle Swarm Optimization (PSO) technique. According to
the learning approaches mentioned above for gait and face multi-modal biometric

systems, they need to manually choose essential and specialized feature extraction



and selection in the given images. When the number of classes to classify increases,
the feature extraction process becomes more complex and challenging.

In deep learning-based biometrics systems, the deep network automatically
extracts the features from the input modalities. These deep learning abilities have
solved the limitations of other machine learning algorithms. Therefore, deep learning-
based biometrics recognition techniques have been developed recently.

Ding et al. [19] proposed CNNs based deep learning framework of multi-modal
face information-based recognition. A set of CNN is implemented for extracting features
of multiple face modalities. Stacked Auto-Encoder is operated for feature fusion. In
[20], the extracted elements of multi-stream CNNs with face, iris, and fingerprint
modalities were fused by multi-level features abstraction for identification. [21] also
represented Deep Belief Network (DBN) based facial features extraction, recognition
process, and CNN-based left and right irises feature extraction and classification
processes. The resulting scores are combined by multi-modal biometrics identification
for score and rank-level fusion methods. Also, in [22], face, fingerprint, and iris traits
recognition systems using deep learning template matching techniques were designed.
Contourlet transform and local derivative ternary methods were utilized for feature
extraction. The weighted rank-level algorithm fused the extracted features. Kim W et
al. [23] presented a deep CNN of finger-vein and finger shape modalities. The near-
infrared camera sensor captured the finger images. The matching distance scores of
features were fused by weight sum, product, and perceptron methods. Boucherit et
al. [24] developed a merge CNN scheme based on identical CNNs with different input
images for finger vein recognition. The merged CNN was built by the optimal CNN
structure of fusion of two images with various qualities.

Although conventional CNNs based biometrics recognition has significant
performance, it requires a massive amount of training data, computation resources.
Moreover, if the new class with a small amount of data is needed to set in the
biometric system for recognition, the CNN's models must retrain the whole models. It
is one of the most critical problems for CNNs based methods. The deep CNN models

achieved low performance when insufficient training data problems occurred.



TL is often used to handle inadequate biometrics data issues by transferring
pre-trained knowledge from source to related target domains. In [25], iris and periocular
modalities-based deep transfer learning methods were proposed for recognition. VGG
model was used for feature extraction, and feature selection applied Binary Particle
Swarm Algorithm. Fusion of two modalities used matching score and feature-level
fusion methods. Lumini et al. [26] presented the various deep learned models with
transfer learning for the automated plankton recognition system. Tao Z et al. [27]
proposed bidirectional feature extraction and transfer learning-based deep CNN for
finger-vein recognition. The original image features and the rotated image features were
fused by feature-level concatenation. Therar et al. [28] used a CNN with a transfer
learning approach for multi-modal right iris and left iris biometrics recognition. The
feature extraction and classification were performed using the proposed deep learning
and multi-class SVM algorithms. In [29], finger-vein and finger knuckle print features
were extracted using three popular CNNs interact with transfer learning. The proposed
fusion approaches combined these features for classification. Zhu et al. [30] developed
a CNN-based deep transfer learning for the human identification framework. The
framework learned and transferred optimal motion dynamics representation
knowledge from the source domain tasks to the target domain.

Based on the automated discriminative feature extraction ability of deep CNNs
methods, we proposed a deep transfer learning strategy based CNN model to perform
multi-modal recognition with a limited amount of data that is not more than 100
samples per subject in this study. This research developed a pre-trained model as
feature extractors and classification model for face, gait, and multi-modal recognition
using the early-stage fusion method.

Schroff et al. [34] presented a FaceNet that used a deep CNN. It’s learning
based on Euclidean L2 distances embedded learning per image for the embedding
space directly related to face similarity. In [35], deep neural networks automatically
learn the robust and discriminative gait features. The distance metric learning-based
Siamese network with a contrastive loss layer is operated to compute the similarity
metrics for gait pairs. The paper [36] presented a model based on deepSNNs with a

supervised loss function for facial expression recognition (FER). The transfer learning



from the verification process to an identification process is used as a joint identification -
verification representation. Song et al. [37] proposed a pairwise differential SNN with a
mask generator for finding similarities between occluded facial blocks and corrupted
feature elements.

The learned generator established a binary mask dictionary and combined the
feature discarding mask and original face features by multiplication for robust occlusion
face recognition. Yu et al. [38] also proposed a deep SNN for kinship verification that
included three parts: feature extraction from two input face images, extracted feature
fusions based on element-wise operations, and decided to verify using a similarity
score. DD et al. [39] presented a signature and EEG based multi-modal SNN (mSNN) for
person verification. EEG signal features are extracted from an EEG encoder, and
signature features are acquired from the image encoder. Then the two encoded

features are combined to calculate similarity for verification.



Table 1 Survey of Multi-modal Biometrics Recognition Systems

Methods

Biometrics

Methods

Datasets

Zhou et al. [14]

face(side) + gait

MDA , PCA

Database of 46 people

Hossain et al.

[15]

face(side) + gait

PCA,LDA, Holistic or

Hierarchical Fusion

Publicly available video

database of human actions

Zhang et al. own database including 36
face + gait LBP, CCA
[16] walking people
Xing et al[17] face +gait Coupled Projection ORL, CASIA
Ghalleb AE et face(hard,soft)+ Score level fusion,
CASIA Gait A and B
al. [18] gait Choquet integral
Soleymani et face + iris + feature fusion with multi | BIOMDATA, BioCop, CASIA-Iris
al.[20] fingerprint stream CNNs Thousand, Notre Dame-IRIS
Al-Waisy et face + Deep Belief Network FERET, CASIA V1.0 , MMUT,
al.[21] two side irises (DBN), CNN SDUMLA-HMT
Derbel et al.[31] | face +gait PCA, NN, two descriptors | database of 27 people
Kurban et al. EURECOM, Kinect Face,
face+Sgesture VGG , PCA
[32] BodyLogin Gesture
JH Koo et
face + body VGG Face-16, ResNet-50 | DFB-DB1, ChokePoint

al.[33]
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CHAPTER 3

BACKGROUND THEORIES

A Biometric system is a method that recognizes or identifies human beings by
their biometrics. Two kinds of biometrics, physical and behavioural biometrics, are used

for recognition.

Biometrics

?

Physical Behavioral

we -
S i

Figure 1 Two types of biometrics

3.1 Face Detection

Face detection is the technique to detect the face of a person before face
recognition. The method is concerned with discovering faces in video frames or images
and recording the face region if found. This procedure is fundamental in surveillance
and security control systems. There are many challenges in face detection techniques.
The illumination condition, camera characteristics, and partial or large occlusion on
the face can distress the face appearance, leading to the issue of face detection and
recognition. In this research, the earliest first step of preprocessing for LR face images

extraction is face detection in surveillance videos.

3.2 Gait and Gait Energy (GE) Image
Gait is a walking style of people, and everybody has their own unique walking
patterns. The gait is the only biometric to cooperate long distances, providing crucial

alternative information. It means gait features can take quite a considerable range
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without interacting with the subject and using low-quality image or video capturing
devices. The main reason for using gait biometrics for recognition at a distance is that
gait is not sensitive to distance and video or image resolution. Although early gait
recognition methods directly used silhouettes images extracted from the raw input
videos sequences, various environmental changing conditions have affected every
silhouette image. Therefore, different gait representation images are used for gait
feature extraction.

GE is an image that describes a human walking action sequence in a single
image. GE image describes the spatiotemporal information of gait, which means the
movement of the human being is described in an image while maintaining temporal
information. The GE image representation is obtained from the averaging operation on

a complete gait cycle of the human silhouette images into one image.

- Next

Initial Opposite Heel 0;‘:::; 8 Toe Feet Tibia Initial
contact toe off adjacent vertical contact
contact
Loadmg Mid Terminal Inlual Mi Terminal
response stance stance swing ___swing s swing

Stance phase ( 60%)

src=https://www.researchgate.net/profile/Cheng-Zhang-
82/publication/322958273/figure/figl/AS:962701790543912@1606537401838/A-complete-cycle-of-the-
human-gait-Besides-humen-identification-the-gait-analysis-can.gif

Figure 2 A complete gait cycle of the human
A complete gait cycle is defined that the step starting the heel strike of one
foot and continues until the preparation of the same foot's heel strike for the next

step.
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3.3 Deep Convolutional Neural Network

ML is a core type of artificial intelligence where computer machines can learn
from historical data through related algorithms to make predictions on new data. Many
ML methods have been used in biometrics systems for recognition intentions. The ML
methods extract features from raw biometrics data by various feature extraction
techniques and apply classifiers to examine the extracted features for recognition.
Although feature extraction techniques have an essential role in ML, these methods
do not always perform well with various biometrics or other domains. Moreover, they
also need to select and extract critical features manually [40]. Furthermore, standard
features extraction of traditional learning methods also has a limited ability for features
discrimination. The main advantage of machine learning is to improve generalization
ability, which means examining a model that can react and adapt new data and make
correct predictions after getting trained on a training set.

Deep learning, a new subcategory of machine learning, has been developed
using Artificial Neural Networks (ANNs) with multiple hidden layers for extracting
features to Layer by Layer. Deep learning models can also automatically learn features
from raw data and get more valuable features expression that overcomes the
limitations and difficulties of feature selection and extraction of other machine learning
methods.

A typical Convolutional Neural Network (CNN) composed of convolution layers
performs convolution of the input with its kernels or weights. It permits the image
input to be provided into the system directly and then passed through various
convolution layers, like the preprocessing phase in the traditional deep learning
techniques. This process is conducted in the network, defining how the convolution
layers extract the features to classify the input adequately. A CNN is also called the
end-to-end process because it carries input and produces output instantly, learning

about the convenient features.
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3.4 Types of Layers of a Typical Convolutional Neural Network

Three main layers are involved in a CNN: convolution Layer, pooling layer,

and fully connected Layer.

3.4.1 Convolution layer

The convolution layer, the main building block, performs convolution
operation on the input image data using filters to produce feature maps in CNN.
Convolution is the linear mathematical operation between matrixes that creates an
output matrix. The filter is a feature detector that detects edges, shapes, and other
features in the image layer by layer, and the size is much less than the image size. The
convolutional process is performed by sliding the filters over the input locally. Each
filter has the same weight and bias through the input during this process. The number
of feature maps generated by the convolution layer is the same as the number of

filters. The general calculation of an output feature map is shown in Equation (1).

output = B+ ), (w* input) (3.1)

where B and w are bias and weight of the filter, input is an m x n size image containing
one or more channels.

The fundamental elements of a convolution layer are stride, which refers to
the number of pixels the filter to skip and padding that retains the feature map
dimension. The output feature map size relies on the input map size, filter size,

padding and stride values.

3.4.2 Pooling Layer

The pooling layer also called a subsampling layer, decreases feature maps size
to reduce network complexity and computational cost and hence control overfitting.
It merges the adjacent pixels of a particular area of the feature map into a single value.

Average pooling and max pooling are widely used methods in a typical CNN.
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3.4.3 Fully Connected Layer

The fully connected layers are the last few layers in the CNN. The input to the
first layer is the output from the final convolution or pooling layer, flattened and then
fed into it. Neurons in this layer have complete connections to all activations in the

previous layer.

3.4.4 Non-linear Activation

Activation and dropout are not considered as actual layers in a CNN. However,
the activation function is the critical factor for deep CNN performance. Every deep
neural network has an activation function followed by the convolution process to
learn and recognize complex information from complicated data inputs such as videos,
images, speech, etc. It also performs arbitrary complex mappings between inputs and
outputs. Activation functions are needed for neural networks for introducing non-
linearity into these networks. The differentiable feature of activation, an important
feature, can provide a backpropagation optimization strategy of deep CNN. Although
siemoid and tanh functions were the most-popular non-linearity activations, the
Rectified Linear Unit (RelLU) has recently been operated as the standard for deep

learning.

3.5 Transfer Learning

The extensive training time, the massive amount of data and expensive and
powerful GPUs for processing requirements are the significant problems in deep CNN
models. The deep CNN models also achieved low performance when insufficient
training data problems occurred. However, Transfer learning (TL) could solve these
problems by reusing the trained model for new tasks. It is also a machine learning
method that can take learned features on one task and leverage them on a new task.
TL is performed well for the task with a limited amount of data for training a whole
model from scratch. It also spectacularly reduces cost and training time, resulting in

improved performance on related problems.
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3.6 Machine Learning Algorithms for Classification Task

Supervised learning is the one method of ML to make the model enable to
predict future outcomes after training based on past data. It generates a function that
maps inputs to desired outputs. Classification is the essential method of pattern
recognition and ML, and it is a supervised learning approach. The Supervised machine
learning classification algorithms which categorize the data from the preliminary
information include the following: Support Vector Machine (SVM), Logistic Regression,

Decision Tree, K- nearest Neighbors, Gradient Boosting and Random Forest.

3.7 Siamese Neural Network

A Siamese neural network (SNN) is a category of CNN network architecture and
generally consists of two identical CNNs as subnetworks. SNN is based on the similarity
metric learning method, and the same configured subnetworks share all parameters,
weights and biases. Individuals can learn the hidden representation of an input vector
with feedforward and backpropagation strategies for comparing their outputs by a
distance function. The parallel subnetwork instances are joined at the top of the
networks by a distance-measure loss function that calculates embedding distances
between embeddings from the previous layers. The contrastive loss is the most used

function in SNN. It is defined as follows:

Loss(xy,x,,Y) = (1 — Y)% (D,)*+ %Y max(0, m —D,,)? (3.2)

Where x,,x, are two input samples, Y is a binary function for indication, m is margin
and D, in equation 3.3 is defined as the Euclidean distance between the embeddings

of the subnetworks.

Dw = \/(fwxl_ fwxz)z (33)

where f,, is a particular embedding output of the subnetworks. The output of the
Siamese neural network is the semantic similarity between two input vectors. Unlike

traditional approaches that allocate binary similarity labels to pairs, SNN desires to
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fetch the output embedding vectors closer to input pairs labelled as similar and
dismiss the feature vectors if the input pairs are dissimilar.

One inspiring task is a classification under the restriction that we may only
observe a single example of each possible class before predicting a test instance. This
task is called one-shot learning or one-shot classification. Siamese network is a

technique that can handle one-shot learning.
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CHAPTER 4

METHODOLOGY

In this section, the general architecture of the proposed deep CNN model
based multi-modal biometrics recognition system is explained in Section 4.1. The
detailed descriptions of the proposed approach are followed in the subsequent

Sections 4.2 - 4.5.

Proposed Pre-trained Model
based Feature Extraction

P —
P — Pooling Gait
(Pre-processing) Feature

Stage Conv Fully Vector * Featyre
LR Face Conwv Connected ?| [[Fusion
Image
Extraction

Face
Input Surveillance

Gait Energy Feature
Image Vector
Extraction Pooling
video sequences —_

of a walking person Conv Fully
Conv Caonnected

Multimodal

Classification | Recognition
model Resut

Figure 3 The general architecture of the proposed deepCNN model bases multi-

modal biometrics system

4.1. Proposed System Overall Procedure

A typical multi-modal recognition framework mainly comprises biometrics data
acquisition and pre-processing, feature extraction, extracted feature fusion, and
classification parts. The proposed multi-modal system is shown in Figure 3 generally.
In the early first step, the sequences of walking people frames were acquired from the
surveillance videos, and then human silhouette images were extracted by background
subtraction. A person is walking in various directions in every video sequence. The
adequately aligned single sequence of the silhouette of gait is averaged into a GE
image. At the same time, the proposed system detects the face region in the video
frame and extracts it as an LR face input image. Next, face and gait features are acquired

by the proposed deep CNN model and concatenated these features directly at the
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feature level fusion. A unified feature vector is passed through the classification model

for multi-modal recognition. The step-by-step flowchart of the proposed system is

/ Input Image of walking person /—

1. Detect and Extract
face region by
Retina_face method

shown in Figure 4.

2.1 Background model and
image subtraction

2.2 Extract binary silhouette
image

2.3 Perform registration and
normalization of silhouette

2.4 Estimate gait cycle
and Apply gei formula for
GEIl image Extraction

v

3. Face feature 4. Gait feature
extraction by extraction by

Pre-trained CNN Pre-trained CNN
model model

5.Classification 9. Feature-level 6. Classification
using classifier fusion using classifier

7. Face 10. 8. Gait

recognition Classification recognition
result using result
classifier

11. Multi-modal
Biometric
Recognition

Figure 4 Flowchart of the proposed framework
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4.2. Detection and Extraction of LR Face and Gait Energy Image as Pre-processing
The first preprocessing step is the face detection of a person for acquiring an
LR face image from the input frames. A deep learning-based cutting-edge facial
detector, RetinaFace [41], is used to detect the face. It is a robust stage pixel-wise facial
localization method that puts face locations and scales on feature pyramids. The
mobilenet0.25 with 1.7 M model size is used as the pre-trained model to detect face.
It predicted face score, face region by bounding box, and five facial landmarks (right
eye, left eye, nose tip, right mouth, and left mouth) on the face. The method performs
87percent face detection accuracy on the input videos approximately. Based on the
face detection result, the system obtains the LR face region images from the frames.
The proposed system uses a GE image to represent a human walking gesture
sequence in a single image for gait feature extraction and recognition. The GE image
averaging action can retain the original gait sequences data and less sensitivity to a
sithouette image noise[6]. In the GE image extraction, the first step is the foreground
moving object detection. The simplified Self-organized Background Subtraction
method (simplified SOBS) [42] is used for sensing foreground objects from the
background model that uses a self-organizing neuronal map by mapping every color
pixel into a weight vector. It uses the median filter with consecutive frames to
construct the initial background model. The Euclidean distance equation in [43]
calculates the minimum distance between the input and the current background
model by the image's HSV hexagonal color space (h, s, v) to find the best match, as

shown in Equation 4.1.

d(b,1(x,y)) = v (v, cos(hy,)—(W;s,c0s (h))2 + (v 5,sin(h,)—(v;s;sin (R))2 + (v, —v)2 (41

Where (hys,,v,)is the HSV color space of each neuron and (hy,s;,v;) is for each
pixel. The required distance value must not be larger than thresholds that were set
automatically employing Otsu's method. The found best match was defined as a

background pixel, and other pixels were defined as the foreground object component.
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After getting the human walking binary silhouette image sequences, the
proposed system performs the horizontally center-aligned and rectangle-based size-
normalized silhouette images. The grey-level GE image is an efficient Spatio-temporal
gait expression technique for human walking properties in a complete gait cycle for
individual recognition by gait. Each silhouette image of a walking person describes the
space normalized energy image, and GE image is the average cycle of the silhouette
images into one image as the time normalized accumulated energy image.

A human gait cycle is formulated of two phases: the stance and the swing. The
step starts the heel strike of one foot and continues until the preparation of the same
foot heel strike for the next step is defined as a complete gait cycle. A GE image is

defined from gait silhouette images sequences as follows:

1 v |
G(x,y) = " Z B.(x,y) (4.2,
t=1

where N means the number of frames in a silhouette gait sequence of a cycle, ¢
means the frame number in the image sequence, B is binary silhouette image and x
and y are 2D image coordinate values. The proposed system considered an N value
range from 20 to 25 frames per cycle. The Extraction result of LR face region image

and GE image are shown in Figure 5.

o .
100 w
0 100 0 100 0 100 0 100 0 100 =~
Normalized and Aligned simplified SOBS based Silhouette Images ~ ~ = 7 7
Sequence Gait Energy
Image

LR Face Region Tmage

Human Walkmg
Image
Sequence

Face Detection

Figure 5 Example of GE image and LR face image extraction
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4.3. Proposed Deep Convolutional Neural Network Architecture

This study uses LR face and GE image instead of HR face and raw gait sequence
as the deep convolutional neural network input. The details of the proposed CNN
model architecture is described in Table 1. The model composed of nine learned
layers and uses a fixed input image size of 224x224 pixels with a channel. The first
layer is the convolution layer, the main building block of the network, with 32 filters.
The input volume is convolved with these filters of dimension 3x3 to produce an

output feature map. The feature maps size for each layer is calculated as follow:

FeatureMap,,, = %_FZP+ 1 (43,
where W is the input volume size, F means filter size; padding borders size is P, and
S'is the stride size. The filter size 3x3, pooling size 2x2 and stride value 2 are used in
our proposed model. The padding with value 1 is used in the first two pooling layers.
The first layer is followed by dropout with 0.5 rates and Rectified Linear Unit (ReLU)
transfer function as activation prevented slower learning speed and overfitting in the
learning process. Trainable parameters of each layer are the number of well learnable
parameters of the layer affected by the backpropagation process. The formula in
Equation 4.4 is used to calculate the learnable parameters in each layer. These
parameters situate only in the convolution layer and fully connected layers of the
network. Every pooling layer of the proposed model performs the maximum
subsampling operation to decrease the feature map dimensionality and retain the

most critical information.

Trainable Parameters = ((filter_size * conv_Depth) + 1) * #filters  (44)

The output from the previous convolution layers is flattened before being
connected to the last FC layers. These layers contain the weight and bias together
with the neurons for connecting these neurons between two different layers. The

flattened vector then goes through an FC layer and a dropout layer of 0.5 that dropped
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out 50 percent of the nodes from the network randomly for preventing the cause of
overfitting issues. The last layer of the proposed model is also an FC layer and output
layer of the proposed network that represents the output classification result of the

classes of the related datasets.

Table 2 Description of Proposed base Network Model

Layer Number of Size of Features Trainable
Type of Layer

Number Filters Map Parameters

0 Image Input 5 224x224x1

1 Conv2d-1 32 224x224x32 320

2 dropout P=0.5

3 MaxPool2d 1 1 112x112x32

a Conv2d-2 32 110x110x32 9,248

5 MaxPool2d 2 1 55x55x32

6 Conv2d-3 64 53x53x64 18,496

7 Conv2d-4 64 51x51x64 36,928

8 MaxPool2d-3 1 25x25x64

9 Conv2d-5 128 25%25x128 73,856

10 Conv2d-6 128 23x23x128 147,584

11 MaxPool2d-4 1 11x11x128

12 Conv2d-7 256 9x9x256 295,168

13 Conv2d-8 256 7XTx256 590,080

14 MaxPool2d-5 1 3x3x256

15 Flatten - 2304x1

16 Fcl - 1024x1 2,360,320

17 dropout P=0.5

18 Output Layer - #Classes
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4.4. Proposed CNN Model-based Feature Extraction, A Classification Model

Architecture and Multi-modal Features Fusion

The proposed model performs recognition on reasonably large datasets. We
also consider using it for other tasks where it has a small amount of data. The deep
learning model requires a large amount of data to get better performance than other
techniques and needs expensive GPUs and takes a long training time that increases
the computational cost. The transfer learning (TL) technique can overcome the
limitations of deep learning methods by reusing a trained model on a specific task as
part of the training process for a different task. In this step, the proposed deep CNN
model was performed as a feature extractor by transferring knowledge from the base
model to the classification model, as shown in Figure 6. There are two independent
feature extractors one is for gait, and the other is for the face that does not share their
weight values and had trained on CASIA B gait and Yale B face datasets separately.
The proposed method freezes the pre-trained layers of a base model to preserve
existing learning generic features in feature extraction. Then, the learned features are
used as input for a new, smaller classification model. The model comprised two FC
layers to learn additional information on a new dataset and perform a classification

process for unimodal recognition.

Pre-trained base Classification
model © Model
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Figure 6 Feature extraction from the pre-trained model-based feature extractors

and classification model

For the multi-modal biometrics recognition, the proposed system fused the
extracted features from the two feature extractors. The method conducted a feature

fusion method on all probable combinations of face features and gait features to
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generate the maximum number of the concatenated feature vectors. The integrated
feature vector is passed through the classifier layer for the multi-modal recognition

process.

4.5. Siamese Neural Network Based Multi-modal Recognition

SNN or a twin network, has an identical network structure of two subnetworks
that share all parameters, weights, and biases. SNN is based on similarity metric
learning, and the network model's input requires only the image pairs. The distance
metric learning-based differencing layer connects the two subnetworks. SNN is also
called a one-shot classification model that can accurately make predictions with a
single training sample of a new class.

This study intends to investigate the Siamese Neural Network (SNN) to identify
a person from two biometric traits, face, and gait. First, a gait and face biometrics-based
SNN is proposed to combine two sensor-level modalities for multi-modal recognition.
After that, the proposed method applied Semi-hard triplets mining for an anchor,
positive and negative images to the training inputs pairs. In the training stage, the three
images (anchor, positive and negative) as a triplet image input separately enter the
three parallel CNNs, passes them to extract 75- Dimensional embeddings, and then
compute their loss function and optimize a ranking loss to fine-tune the model. For
testing, a test image is sent into only one CNN and then perform the feedforward
network computation to extract the features in the testing stage. Finally, the proposed

model presents the similarity score as an output for person recognition.

4.5.1. Proposed Methodology

The proposed system takes the combination of two biometrics images as a
single sensor-level image as early-level fusion, and the model takes in that image and
generates a dimensional embedding for it. The input image pairs are passed through
these subnetworks with the same parameters and weights. The output embeddings
calculate the difference based on the distance learning between inputs. And then, the
proposed SNN classifies the output using a similarity score for the inputs are the same

person or not.
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4.5.1.1. Pre-processing

Each person's computed GE images with 224 X224 size and same size face
images are fused vertically and resized to the same size with a single channel using
bicubic interpolation over square pixels. The sample of face, GE and merged images
can be found in Figure 4.5. Both input images are pre-processed before passing them

into the proposed subnetworks.

(a) (b)
Figure 7 (a) Face Image (b) GE Image

4.5.1.2. Siamese Neural Network (SNN) Model

Figure 8 gives a detailed architecture of the proposed Multi-modal Siamese
Neural Network (multiSNN) based on a person identification framework. The network
consists of three subnetwork instances with identical architecture, The network
architecture is same with the previous proposed model with two extra FC layers is
used as the based SNN to extract the embeddings from inputs. Nonlinear activation
function RelU is chosen in the hidden layers of the proposed model for faster learning.
The input size of 224 X224 X1 image pixel is used for these networks. These parallel
networks share the same weights and joint in the top by a triplet loss function those
measures embedding distances between three embeddings. The primary purpose of
triplet ranking loss is to predict the relative distance between the model inputs as the
dissimilarity between the anchor and positive images must be less than between the
anchor and negative images pair. The input triplets images are selected by applying
easy triplets and semi-hard triplets mining methods. The ftriplet loss is defined in

equation 4.5.

Loss =D(A,P)+ a <D(A,N) (4.5)
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where a is a margin that defines how distantly away the dissimilarities should be. D is

the distance value, A means an anchor image, P is positive, and NN is negative image.

The margin value 0.2 is used for the proposed system.
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Figure 8 Details Description of the Proposed Multi-modal Siamese Neural Network

(MultiSNN):

In the training stage, the three images (anchor, positive and negative) as a triplet

image input separately enter the three parallel CNNs, passes them to extract 75-

Dimensional embeddings, and then compute their loss function and optimize a ranking

loss to fine-tune the model. After the network training, the positive sample

embeddings are closed to the anchor embedding values, and the negative samples

values are far from the anchor.
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To train the proposed SNN network, we combine two types of triplet mining
for input triplets. The first is a simple triplets mining method by choosing an anchor
image and randomly sampling positive and negative images. The easy triplets have a
0-loss learning because the distance between the anchor and positive plus margin is
less than between anchor and negative samples. Semi-hard triplets mining is applied
to the training inputs to avoid the no learning and long learning time. There is a positive
loss in this mining, but the negative is not closer to the anchor than the positive
distance. A batch of training data is fed and randomly generated triplets with all
samples and calculated the loss. Batch size value 5 and the number of hard samples
50 are defined to train the network.

The test image is sent into only one CNN and then perform the feedforward
network computation to extract the features in the testing stage. Finally, the proposed
model presents the similarity score as an output for person recognition. The SNN

model performance is evaluated by AUC and sensitivity metrics.
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CHAPTER 5

EXPERIMENTAL SETUP AND RESULTS

This study was intended to design an effective multi-modal biometrics
recognition system in surveillance environments where the object is far from the

Ccameras.

5.1 Datasets
The proposed model is trained and tested on the publicly available CASIA-B

gait dataset [44] for gait recognition and Yale-B faces dataset [45] for face recognition.

5.1.1 CASIA-B Gait Dataset

CASIA-B gait dataset contains human silhouettes and GE images of 124 people.
GE images for each class are extracted from the silhouette sequences from the 11

angles that start from 0 to 180 degrees of the camera.

http:/Avavew. cosriz.ac.cn/endish/Garsey Jatabases.asp

(a)
(b)

Figure 9 CASIA-B Dataset (a) raw video frames of 11 angles (b) GE images
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The ten sequences of a person are divided into three walking situations: six for

normal walking conditions, two for walking with a bag, and the last two for the subjects
wearing their coats while walking.

5.1.2 Yale-B Face Dataset

In the face dataset, face images of 38 people individually were used as input

for extracting face features. Each subject consists of 64 frontal face images with various
illumination conditions.

'
s »

Figure 10 Example of Face images of Yale-B

5.1.3 Walking of Human Video Dataset

The proposed system evaluated the walking category of the Recognition of
Human Actions video dataset [46]. The walking video dataset comprises 25 people in
four scenarios, as shown in Figure 5.3. The first one is (d1) outdoors situation, the
second is (d2) outdoors with scale variation, the d3 is a person walking with different
clothes, and the fourth one is a person walking in the (d4) indoors environment. There

are 100 videos of 25 people in total.

(a) Outdoors (d1) (b) Outdoors with scale (c) Outdoors with different
variation (d2) clothes (d3) (d) Indoors(d4)

Figure 11 Example of input videos of a person in four scenarios
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We developed the proposed network model by TensorFlow framework with

python. They ran on a GPU Tesla V100-SXM2-16GB Google Colab Cloud Platform with
50 GB RAM.

5.2 Evaluation Measure

This section describes the evaluation metrics we used to evaluate the
proposed network model's performance, including unimodal recognition and the
multi-modal recognition process. The evaluation metrics that we used in our study are

shown as follows:

5.2.1 Accuracy

The performance analysis of classification on multi-class balanced datasets
used recognition accuracy as the most relevant metric because class distribution did
not need to be considered. The accuracy returned an overall measurement of the
correct prediction of individual class among the total number of classes. The actual

positive value [47] of the whole system in total is obtained through the equation:

TTPp= X251 % (5.1)

where n is the number of classes in a system and j means the row or column size of
a confusion matrix [47]. The overall accuracy of the model is computed using the

following equation:
TTP,,
Total of test samples

(5.2)

Accuracy =

5.2.2 Confusion Matrix

Confusion matrix evaluated the multi-class classification performance. The
diagonal components indicate the counts in which the predicted label’s value
measures equal the actual in the confusion matrix. The higher the diagonal numbers,
the better, revealing numerous correct predictions. Many evaluation metrics occurred

on the confusion matrix that made the records of the number of counts of actual and
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the predicted classification. Distinct from the confusion matrix used in the binary
classification task, there are no positive or negative classes in the multi-class
classification matrix.

We have shown the classification report of the predicted model as well. The
report describes Precision, Recall and Fl1-score for each class. These calculations are
computed based on true positives (TP), true negatives (TN), false positives (FP), and

false negatives (FN) values for classes individually.

5.2.3 Precision
Precision describes the ratio of accurately predicted actual results to the total
expected positive outcomes. The more increased the precision associated, the lower

the false positive rate.

TP
Precision = —— (5.3)
TP+ FP

5.2.4 Recall
A recall means the ratio of definitely predicted true results to all observations
in the actual class. It is also known as True Positive Rate (TPR) or Sensitivity in

machine learning.

TP
RRAAN SRSl N (5.4)
A = TPYFN

5.2.5 Sensitivity
Precision and Recall metrics can use to measure model performance for doing

binary classification or multiclass classification although Sensitivity is specifically for

binary classification.
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5.2.6 Fl-score

Fl-score is the weighted norm of Precision and Recall utilized in all
classification algorithms; the score value gives equal weight to Precision and Recall.
Fl-score is used when False Negative and False Positive are more critical than True
Positive and True Negative for evaluation measure. When the model scores high, the
Precision and Recall metrics are increased. An Fl-score value becomes one that is

considered perfect.

recision * recall
r1 (p )

= E 3
score (precison + recall)

5.2.7 Equal Error Rate

One of the evaluation metrics for measuring and comparing the biometric
system's performance is Equal error rate (EER). It can be obtained by the error value
calculation of the false acceptance rate (FAR) and false rejection rate (FRR) equal.
The Equal Error Rate (EER) is the value at the point of intersection of these two
functions. The FAR, a synonym of false positive rate (FPR), and FRR, known as false-
negative rate (FNR), are calculated [48] by the following equations:

FPR (FAR = 5.6
( )_(FP+TN) (56)
FNR (FRR oNgkOHn | 5.7
( )_(TP+FN) .7)

5.2.8 AUC-ROC curve

AUC- Area Under the Curve ROC-Receiver Operating Characteristics curve is
used for measuring the multi-class classification performance at various threshold
values. ROC curve shows a probability by a plot with TPR on the y-axis as opposed to
the FPR on the x-axis, and AUC describes the separability degree, which means the
curve displays the distinguishable performance of the classification model among

classes. The higher the AUC, the better the model predicts the categories correctly.
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5.3 Results

In this section, we describe the experimental results of the proposed model

that include unimodal recognition and multi-modal recognition process.

5.3.1 Experiment |

Firstly, we divided a publicly available CASIA-B gait dataset into training and
testing parts to perform gait recognition. In the training dataset, we split it into five sub-
datasets for a five-fold cross-validation operation. It is a resampling method to secure
the model is good sufficiently and can endure data variations. The main objective of
utilising resampling is to facilitate the proposed model to learn as much as possible.
The training losses and accuracies of the folds are shown in Table 5.1. The average
accuracy score for all folds is 97.19 percent, with 0.72 standard deviations, and the

average loss value is 0.13.

Table 3 Accuracy and loss of five folds cross-validation on the CASIA-B training

dataset

Fold Loss Accuracy

1 0.16 96.28 percent
2 0.15 96.61 percent
3 0.11 98.00 percent
4 0.11 98.04 percent
5 0.13 97.02 percent
Average 0.13 97.19 percent

Next, this experiment followed the same methodology for face recognition on
the publicly available face dataset Yale-B. It is also split into five for five-fold

validations. The loss and accuracy of each fold are described in Table 5.2. The average
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accuracy score for all folds is 92.71 percent, with 3.31 standard deviations, and the

average loss value is 0.29.

Table 4 Accuracy and loss of five folds cross-validation on the Yale-Face training

dataset:

Fold Loss Accuracy

1 0.21 94.40 percent
2 0.21 96.15 percent
3 0.29 94.23 percent
4 0.23 92.30 percent
5 0.49 86.54 percent
Average 0.29 92.17 percent

We evaluate the proposed model performance on the gait test data with 1,360

images. We described the performance of a multi-class classification on a set of test

data by a confusion matrix. The matrix result of tests class 0 to class 124 is shown in

Figure 1
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The predicted model classification report on the 124 classes of the testing dataset is

as follows.

precision

0 1.00
1 1.00
2 1.00
3 0.83
a4 1.00
5 1.00
6 1.00
7 1.00
8 0.83
9 1.00
10 1.00
11 1.00
12 0.92
13 0.75
14 1.00
15 1.00
16 1.00
17 1.00
18 1.00
19 1.00
20 1.00
21 1.00
22 0.95
23 1.00
24 1.00
25 1.00
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119 0.80 1.00 0.89 8
120 1.00 1.00 1.00 7
121 0.90 1.00 0.95 9

122 1.00 1.00 1.00 12
123 1.00 1.00 1.00 13

accuracy 0.97 1360
macro ave 0.97 0.97 0.97 1360
weighted avg 098 097 097 1360

The support column indicates the number of samples for each class. The
macro average is used to average the unweighted mean of measures, and the weighted

average is used to average the support-weighted mean of measurements.

We also evaluate the proposed deep learning CNN model on the face test data

with 10 classes. The confusion matrix result of face classes is shown as below:

Confusion matrix, without normalization

O VR T I L T
Predicted label

Figure 14 Non-normalized and normalized confusion matrix of face test classes
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The classification report of the predicted model on face test classes as follows:

precision recall fl-score support

0 0.00 0.00  0.00 2
1 0.83 1.00 091 5
2 1.00 1.00 1.00 5
3 0.67 1.00  0.80 2
a4 1.00 1.00 1.00 1
5 1.00 1.00 1.00 1
6 1.00 1.00 1.00 a4
7 1.00 1.00 1.00 3
8 1.00 1.00 1.00 5
9 1.00 1.00 1.00 1
accuracy 0.93 29

macro ave 0.85 0.90 0.87 29
weighted avg 0.88 0.93 0.90 29

All training samples of previous experiments are not greater 13,000 images in
all subjects and not exceed 100 image per subjects. According to experimental results,
we conclude the proposed deep CNN architecture could recognize biometric with

small amount of training data.
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5.3.2 Experiment |l

This experiment was intended to design an effective multi-modal biometrics
recognition system in surveillance environments where the object is far from the
cameras. In this experiment, the system evaluated the performance of unimodal
recognition systems of LR face and GE images. After that, the system assessed the
proposed multi-modal biometrics recognition system by combining features of two
modalities using feature-level fusion.

The study used the LR face region images, as shown in Figure 14, corresponding
to 25 subjects with 45 images per person from the dataset described in session 5.1.3.
The human silhouette images are extracted by detecting foreground objects from 100
video sequences corresponding to 25 subjects. The proposed method extracted the
four sequences of silhouette images for each person in a scenario. The range of 20 -
25 silhouette frames from the videos is covered one walk cycle, and is used for an

average GE image, as shown in Figure 15, explained in Section 4.2 for each person.

Figure 15 Result Samples of LR face region images for one person from video

sequences:

Figure 16 Result Samples of GE images for one person from video sequences:

5.3.2.1 Comparison of Architecture and parameters of CNN models

The architecture and essential parameters of the proposed network model and
other state-of-the-art (SOTA) models are compared in Table 5. The proposed model
had nine depth layers of 33.73 MB in size, and the input image is 224 pixels in height
and width with a channel.

Table 5 Comparison of Architectures and Parameters of CNN models
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Input Image Size Parameter
Model Depth Layers
(h,w,c) Size (MB)
AlexNet [49] 8 2271x227x3 219
DenseNet121[50] 121 224x224x3 26.92
InceptionV3[51] a8 299%x299x3 96.58
VGG16[52] 16 224x224x3 513.73
Proposed 9 224x224x1 33.73

5.3.2.2 Comparison of Recognition Accuracy

First, the proposed network model evaluation is performed in unimodality face

and gait recognition. Classification tasks with more than two class labels are called

multi-class classification. The multi-class classification categorized the testing data into

multiple classes in trained data as a model prediction.

For the performance measurement of the proposed model and SOTA models

of the biometric system, the Yale-B face is used to train the proposed and Alexnet

model from scratch and train the popular SOTA plain ImageNet-train network models

as the first experiment. Table 6 compares the popular SOTA network models and the

proposed model on the extended Yale-B dataset. It contained an average of 60 images

per person of 38 people.

Table 6 Comparison of the proposed model and SOTA models

Total Trainable Training
Models Parameters Parameters Accuracy Time
(seconds)
Alexnet 59,345,446 59,342,694 73.6 percent 44
DenseNet121 19,892,582 12,855,078 95.6 percent 718
InceptionV3 55,367,238 33,564,454 95.7 percent 1513
VGG16 21,147,238 6,432,550 83.7 percent 101
Proposed 3,570,950 3,570,950 95.8 percent 14
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The proposed model had the lower learned layers with the lower trainable
parameters. The total size of the models is composed of input size, forward/backwards
pass size and parameter size. The proposed model has not only less parameter size
but also the whole model size is less than other SOTA models. The larger the trainable
parameters lead the network to consume highly computing resources. The proposed

model achieved the highest accuracy with less training time.
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5.3.3 Experiment Il
According to the previous experimental result, the proposed network can be
defined as small network due to that has small number of learned layers with trainable

parameters.

In real world biometric system, there is not possible to get large number of
samples to train the whole CNN but also many training images for each class. In the
following experiment, we used the proposed network as pre-trained network feature
extractor by transferring knowledge from the base model to the classification model
for multi-modal recognition. We extracted the face features from LR face images and
gait features from GE images shown in Figure 14 and Figure 15.

Firstly, we performed unimodal recognition, we compared the recognition
accuracies of popular multi-class classification algorithms on the extracted features of
testing data by categorizing these data into multiple classes. Binary classification
methods such as Logistic Regression and SVM (Support Vector Machine) with One-vs-
Rest (OVR) and One-vs-One (OvO) strategies were also used as multi-class classifiers.
OVR splits the dataset of more than two classes into multiple binary classification tasks,
trains them separately, and makes predictions. OvO divides the multi-class dataset into

one for each class versus every other.

Table 7 Gait Recognition Accuracy Comparison on Different Classifiers:

Classification Algorithms Accuracy (unit: percent)
K-Nearest Neighbors 64
Decision Tree 42
Naive Bayes 59
Random Forest 73
Gradient Boosting 60
Logistic Regression (OVR) 89
Logistic Regression (OvO) 88
SVM (OvR) 84

SVM (OvO) 84
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The proposed model achieved higher accuracy with 89 percent in the OvR Logistic

Regression classifier for gait recognition.

Table 8 Face Recognition Accuracy Comparison on Different Classifiers:

Classification Algorithms Accuracy (unit: percent)
K-Nearest Neighbors 74
Decision Tree 49
Naive Bayes 73
Random Forest 73
Gradient Boosting 69
Logistic Regression (OvR) 80
Logistic Regression (OvO) 86
SVM (OvR) 85
SVM (OvO) 86

Logistic Regression and SVM with OvO strategy gained 86percent more accuracy than

other classifiers for face unimodal.
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For the multi-modal biometrics recognition, the proposed system fused the
extracted features of two biometrics face and gait from the same person. The fusion
conducted all probable combinations of face features and gait features to generate
the maximum number of the concatenated feature vectors. The integrated feature
vector is passed through the classifier layer for the multi-modal recognition process.

The recognition accuracies comparison of different classifiers is shown in Table 9.

Table 9 Multi-modal Recognition Accuracy Comparison on Different Classifiers

Classification Algorithms Accuracy (unit: percent)
K-Nearest Neighbors 65
Decision Tree 51
Naive Bayes 79
Random Forest 88
Gradient Boosting 75
Logistic Regression (OvR) 97
Logistic Regression (OvO) 96
SVM (OvR) 88
SVM (OvO) 94

The highest accuracy is 97 percent on the OVR Logistic Regression classifier.

Logistic Regression and SVM classifiers-based models get higher accuracy to

result in both unimodal and multi-modal recognition. After these two classification
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algorithms, Random Forest accurately classified the gait and face traits with 73 percent
and 88 percent in multi-modal biometrics recognition. The Decision Tree classifier
provided a less accurate result for all our recognition systems. Although the
classification using Naive Bayes and Gradient Boosting methods worked better on the
face than gait classification, K-Nearest Neighbors-based gait recognition is higher than
face recognition. Multi-modal recognition using various classifiers except K-Nearest is
more effective than the unimodal system.

As seen in Table 10, the proposed multi-modal recognition method is
compared with other existing approaches. Our multi-modal system showed

comparable accuracy as opposed to other multi-modal systems.

Table 10 Comparison of Multi-modal recognition systems

Recognition
Papers Modalities Method Accuracy
(percent)
face(side) +
Zhou et al. [14] MDA, PCA 87
gait
face(side) + PCA, LDA, Holistic or
Hossain et al.[15] 75
gait Hierarchical Fusion
Zhang et al.[16]  face + gait LBP, CCA 90

Projection of Heterogeneous
Xing et al[17] face + gait 94
features, KNN

Our Proposed
face + gait Deep CNN with Transfer Learning 97.3
Method
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F1-score comparison is also shown due to false negative and false positive are
also important for the biometric system. The F1 score merges the Precision and Recall
metrics into new metrics. The Fl-scores for gait, face and multi-modal recognition are
described in Table 11. The resulting score of Logistic Regression with OvR provided the
highest F1-score value for multi-modal biometrics. The score of the first two classifiers
in the face modality had a greater result than the other two modalities. However, other

classifiers got a higher F1-score in multi-modal than unimodal.

Table 11 F1-score Comparison on Different Classifiers of Three Modalities

Gait Face Multi-modal
Classification Algorithms
Fl-score F1l-score F1-score

K-Nearest Neighbours 0.61 0.72 0.63
Decision Tree 0.41 0.50 0.49
Naive Bayes 0.58 0.72 0.79
Random Forest 0.71 0.72 0.87
Gradient Boosting 0.59 0.69 0.72
Logistic Regression (OvR) 0.85 0.79 0.97
Logistic Regression (OvO) 0.87 0.85 0.96
SVM (OvR) 0.84 0.84 0.87
SVM (OvO) 0.80 0.86 0.94

Multi-modal recognition with OVR Logistic Regression achieved highest accuracy

and F1 —score value.
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Equal Error Rate is the inverse of accuracy which means the descending the
EER value, the more acceptable the accuracy of the biometric system. Table 12
describes the EER values of the proposed biometrics system based on the best

classifier. The proposed multi-modal system EER was smaller than the unimodal

biometrics system.

Table 12 : Equal error rates for the proposed biometric recognitions method

Biometrics EER
Gait 0.032
Face 0.055

Multi-modal 0.004

According to the previous experimental result, the proposed pre-trained
network CNN based feature extractor identify good feature representations and the

multi-modal biometrics system got the better performance than unimodal.
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5.3.4 Experiment IV

In this experiment, we intended to investigate the performance of a transfer
learning-based similarity metric learning SNN model for multi-modal recognition. We
have taken on the video dataset in Section 5.1.3. The face images and GE images of
25 subjects with normal walking conditions were collected. To train the proposed SNN
network, combine two types of triplet mining easy and Semi-hard triplets mining with
positive loss for input triplets’ selection. The process generated triplets with all
samples randomly. In the training stage, the three images (anchor, positive and
negative) as a triplet image input separately enter the three parallel CNNs, passes them
to extract 75- Dimensional embeddings, and then compute their loss function and
optimize a ranking loss to fine-tune the model. In the testing part, test image is sent
into only one CNN and then perform the feedforward network computation to extract
the features in the testing stage. Finally, the proposed model presents the similarity

score as an output for person recognition.

We developed the proposed SNN model utilizing by TensorFlow framework
with python. The optimized different hyper-parameters such as learning rate, optimizer

and the number of epochs selection conducted.

Table 13 Comparison of proposed SNN model training time on different modalities

Modalities Training Time (s)
Face 26199.46 seconds
Gait 20987.44 seconds
Face + Gait 20457.77 seconds

In this experiment, we selected an Adam optimizer with a learning rate of 6 e-
04 and 600 epochs with a batch size of 50. Table 14 shows the training time for each
modality.
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Siamese Neural Network based recognition performance is described by AUC-
ROC curve. It measures the multi-class classification performance at various threshold
values. ROC curve shows a probability by a plot with TPR on the y-axis as opposed to
the FPR on the x-axis, and AUC describes the separability degree, which means the
curve displays the distinguishable performance of the classification model among

classes. The higher the AUC, the better the model predicts the categories correctly.

AUC: 0.897

Threshold=3.3864035606384277.
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(a) AUC-ROC curve of face biometric recognition
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AUC: 0.904

Threshold=2.8396713733673096)

10 1

0.8 1

0.6 1

04 4

True Positive Rate

0.2 1

0.0 1

T T T

00 02 04 06 08 10

False Positive Rate

(b) AUC-ROC curve of gait biometric recognition

AUC: 0.984

Threshold=3.628136396408081)

T T T
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(c) AUC-ROC curve of multi-modal biometrics recognition

Figure 17 AUC - ROC curves of SNN
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The AUC-ROC curves shown in Figure 16 (a) (b) and (c) evaluated the unimodal
and multi-modal system's performance across different threshold settings. In this
experiment, a 3.62 threshold value was used for the proposed model, reaching the
point where the TPR of the model got the highest value, 0.984 for multi-modal. For
the unimodal system, 0.897 AUC on face biometric with a threshold value of 3.386
and 0.904 AUC on gait with 2.839 thresholds were achieved. According to the
experiment, multi-modal biometrics recognition is the highest AUC which means the
proposed SNN model can better predict people correctly on multi-modal biometrics
than the unimodal biometric.

Due to low FN is more important than high TP in a biometric system, we also
showed the Sensitivity result of our proposed model of biometrics. Sensitivity indicates

the number of positive records correctly predicted.

Table 14 Comparison of proposed SNN model Sensitivity on different modalities

Modalities Sensitivity (percent)
Face 69.8
Gait 69.7

Face + Gait 95.7

SNN model based Multi-modal achieved highest Sensitivity.
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5.3.4.1 N-way One-shot Classification

Next, we performed an N-way one-shot classification task to evaluate the SNN
model performance. In this classification task, the two inputs, a query image and a
labelled support set are used to predict a query image label from the support set

labels. N-way means N different classes in support set with one shot means one

example per class.

N-WAY ONE SHOT CLASSIFICATION

M Face Gait ™ Face+Gait

(=] [ ] (=] (=]
(=] [ =] (] (]
— — — w0 —
= 00
o o =
o [++]
=5 N M=25

=10
NUMBER OF WAYS

100

ACCURACY (%)

Figure 18 Comparison of N-way One-Shot Classification Accuracy (unit percent)

Although several experiments with varying values of N, the proposed model
performed slightly better than with three different N values (5, 10, 25) for one-shot
classification tasks. The detailed result of the N-way one-shot classification is described

in Figure 17. the proposed model achieved slightly better accuracy in multi-modal than

unimodal with three different N values.
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5.3.5 Discussion

This research proposed a deep CNN model with small trainable parameters for
biometrics recognition. The model trained with a small amount of data provided high
recognition accuracy on two biometrics. And then, the proposed deep CNN model was
performed as a feature extractor by extracting face, and gait features from LR face
images and GE images acquired from low-quality surveillance videos as inputs to the
classification model for biometrics recognition on the small amount of data. Although
GE-based methods have been generally used in gait recognition, the derivation process
of GE from raw gait sequences has many challenges. Due to the human body region
segmentation and alignment steps being inaccurate and the segmented human body
region noise, the extraction of gait movement information and consequent recognition
can increasingly cause errors. Our proposed system used the simplified SOBS method
based on moving object detection and silhouette image extraction. Then GE images are
abstracted from the horizontally centre-alisned and size-normalized silhouette images.
Most previous studies used HR face images for LR face recognition by synthetically
generating the corresponding LR image and mapping function. This study used the
RetinaFace detection technique to directly detect the LR face region as an input image
to the recognition process. It decreases the processing time and complexity. The
proposed multi-modal recognition system applied a feature fusion method to integrate
learned features that provided more discriminative information about input biometrics.
The deep CNN-based feature extractor performed dimensionality reduction to
overcome the curse of dimensionality and effectively transferred learned knowledge
from one task to other related tasks. Therefore, the proposed system got better
performance on the small amount of data available for tasks. The research also
performed a Siamese Neural Network-based multi-modal recognition system (multiSNN)
by combining two different biometrics traits, face and gait. The multiSNN was developed
to learn discriminative features from face and GE images using CNNs models. Sensor
level fusion was performed in the early stage. Triplet loss-based distance measures are
used to calculate the similarity among image pairs. The performance of face or gait just
unimodal systems and the multi-modal system was examined using ROC-AUC curves,

displaying that multiSNN exceeded gait recognition by increasing TPR from 89.7 percent
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of the face and 90.4 percent of gait to 98.4percent of multi-modal. Although the facial
features and gait features are almost identical effects in the proposed method, there
has a problem when the face regions or human-bodies regions are entirely occlusions
at a distance. As a result, combining two traits can improve the accuracy performance
than unimodal when the unimodal trait is challenging to acquire. The proposed
multiSNN achieved a 100 percent classification accuracy in 5, 10 and 25-way one-shot

classification from the experiments conducted.
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CHAPTER 6

CONCLUSIONS

In this study, a multi-modal biometrics recognition framework with a deep
learning approach was proposed, along with the various classifiers, to achieve better
person recognition accuracy. In the experiment, the extracted LR face and GE images
from a publicly available videos database are utilized as input to the proposed CNN
model trained on public datasets for learning and extracting practical features. And
then, the extracted features were transferred to the classification model to classify a
person. Seven kinds of classifiers were evaluated, namely, K-Nearest Neighbors,
Decision Tree, Naive Bayes, Random Forest, Gradient Boosting, Logistic Regression and
SVM on three modalities. The experiment indicated that Logistic Regression was the
most suitable classifier for human identification because it provided the average
highest accuracy near 97 percent with multi-modal biometrics that is compatible in
comparison to other multi-modal recognition methods. Furthermore, the experiment
was conducted on the public dataset to compare the recognition performance and
the architecture and parameters of the proposed model and other SOTA, namely VGG
Net-16, Inception v3, Densenet, and Alexnet. The proposed network has the smallest
number of trainable parameters and achieves higher accuracy with lower training time
than other SOTA. Moreover, In EER metric-based comparison, the proposed method
has 0.055 EER in face modality, and the gait modality has 0.032 EER and 0.004 EER in
a multi-modal system. To investigate the proposed Siamese Neural Network (SNN)
performance that used similarity metric learning, we experimented on triplet input
images of LR faces and GE images of 25 people by combining simple triplets mining
and semi-hard triplets mining. The experimental results indicated that the proposed
model gave the higher AUC 0.984 for multi-modal than the results of unimodal system,
0.897 AUC on face biometric and 0.904 AUC on gait. The proposed SNN model
predicted people accurately near 98 percent on multi-modal biometrics. In addition,

the Sensitivity results also described that the multi-modal SNN was 95 percent. The
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experiment also investigated the n-way one-shot classification using 5, 10 and 25
classes in support set with one sample per class. The proposed SNN model on multi-
modal achieved 100 percent accuracy in all three ways one-shot classification. Thus,
the proposed approach is promising for human identification with high performance to
be applied in the multi-modal biometric system.

Future work for this research is to consider GE image extraction from front view
image sequences with various kinds of walking conditions. And next concern is to
exploit the fore-ground objects detection and extraction in in-door environment that
have lots of glasses and illuminations. More fusion methods can be applied to features

integration.
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