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performance of Big Data analytic systems. This is because most data are generated 
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efficient to serve several requirements of Big Data applications. In this dissertation, 
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CHAPTER 1  
Introduction 

Big data analytics is a powerful process which has gained a lot of interests not 
only from scientific and medical fields but also business companies [1-3]. This is 
because of the growth of Internet services, the usage of IoT devices and IT-related 
technologies. A lot of real-time data can be generated from customers’ smart devices 
and can be sent to cloud computing through the Internet. This data can be processed 
in order to analyze the customers’ behaviors and predict the customers’ demands in 
the future. The core components of data analytics are related to data collecting, data 
cleansing, and data analysis. To achieve the high performance of data analytics, the 
data gathering process must be concerned. How to collect a lot of data and how to 
transfer them to the big data analytic system are the key successes. 

In general, a distributed data storage system is applied to manage the data [4]. 
This is because most data can be generated from several locations, for example, GIS 
data, Geospatial health, Continuous Glucose Monitoring, Disease-and-Health 
Monitoring, Bioinformatics, Electric Power Industry, and etc. With this characteristic, it 
has been challenging to collect and transfer data among multiple storage regions [5]. 
As mentioned above, to support the data analytic systems, the approach for big data 
transmission must be seriously concerned. 

In order to cope with the big data transfer among multiple storage regions, 
several data-transfer techniques have been proposed, which can be classified into two 
categories. In the first category, data transfer using single-path fashion has been studied 
and optimized [6, 7]. In the second category, the techniques for improving performance 
of data transfer using multipath fashion have been investigated [8-27]. In this 
dissertation, we focus on the second category. 

According to the benefits of using multipath fashion, several multipath-transfer 
techniques have been proposed, which can be classified into two categories. In the 
first category, several multipath routing techniques have been studied and optimized 
[8-13]. In the second category, not only multipath routing but also multipath transport 
protocols have been considered and exploited in the framework together [14-27]. This 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 2 

is more beneficial to enhance the performance of the overall system. In order to 
support the big data transfer over the Internet environment that is filled with 
heterogeneous traffic, in this dissertation, we propose our framework that belongs to 
the second category. 

Based on the traditional networking with network multihoming [8], in RFC 8684, 
multipath transmission control protocol (MPTCP) [28], is proposed to increase the 
throughput performance and improve resilience to network failure. Instead of single 
flow transmission of TCP, MPTCP uses multiple subflows to transfer the data. These 
subflows are generated based on all available pairs of network interfaces between 
endpoints. However, using MPTCP over the traditional networks cannot efficiently 
utilize the network capacity because multiple subflows normally share the same 
bottleneck link [29, 30]. This is because the IP-based routing provides the shortest path 
for every subflow. 

Software-defined networking (SDN) [31] is a key networking paradigm which 
manages the network elements in a centralized fashion. The control plane is 
decoupled from the data plane. Data plane elements are replaced by simple forwarder 
devices with rule tables. Each incoming traffic flow is manipulated by the table rules. 
SDN controller is responsible for programming the rule tables based on its routing 
decisions. OpenFlow protocol [31, 32] is the most popular control protocol which is 
used for communication between the forwarding devices and the controller. 

In SDN, a routing decision can be more flexible with the capability to use global 
knowledge and endpoint coordination. Many researches have been proposed to use 
MPTCP over SDN for big data transfer, which can be categorized into two groups. 

The first group has focused on the data center environment. Due to the 
particular characteristics such as path diversity and bandwidth demands on elephant 
flows, most solutions aim to increase the network utilization. In [14-16], the available 
bandwidth was the primary parameter which was considered by routing algorithms. 
The authors in [17] applied the number of active flows on each link to define the path 
cost against the link capacity. Exploiting path diversity, the authors in [18] proposed to 
modify the path manager for using multiple subflows per IP-address pair. The authors 
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in [19-21] focused on how to find the appropriate number of subflow creations based 
on the flow demand and network conditions. 

The second group has focused on the Internet environment in general. To avoid 
the shared-bottleneck problem, a multipath OpenFlow controller [22-27] has been 
proposed. 

In [22], the controller can provide the disjoint shortest paths to subflows that 
are generated by the same MPTCP connection. However, this method did not consider 
background traffic and traffic distribution throughout the overall networks. Subflows of 
different connections then mostly shared the same disjoint shortest paths, leading to 
inefficient network utilization. 

In [23], a simple multipath OpenFlow controller using topology-based routing 
algorithm has been proposed. To compose a path set, the shortest path is used for 
the first subflow. Other paths for other subflows will be calculated and prioritized by 
minimizing the number of the shared links with the first subflow. However, in a large-
scale incoming-traffic scenario, the algorithm leads to high complexity. The controller 
needs to repeat the prioritization on each path set and store those sets for every 
MPTCP connection. 

In [24], a multipath routing algorithm has been proposed. The algorithm 
considers the remaining bandwidth on possible links to calculate the optimal set of 
disjoint paths. In [25], the subflow optimizer for MPTCP has been proposed. In this 
scheme, the source needs to inform the required bandwidth. Then, the algorithm will 
select a set of disjoint paths in which the total capacity can be satisfied. In [26, 27], a 
cross-layer technique has been used to make a cooperation between the controller 
and MPTCP protocol stack in order to maximize the performance of multipath 
transmission. It can be seen that in [24-27], the remaining bandwidth is mainly used as 
a key metric to calculate the optimal set of disjoint paths. In practice, it is difficult and 
complicated to do so because the network links can be filled with heterogeneous 
traffic in terms of traffic type, traffic size, and etc. A lot of flow-rule tracking mechanisms 
need to be deployed and processed in real-time on every node and link. This increases 
complexity to the system. 
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In addition to MPTCP, there are also other multipath protocols recently 
proposed in the literature such as Multipath QUIC (MPQUIC) [33] and Multiflow QUIC 
(MFQUIC) [34]. MPQUIC is an extension of QUIC protocol [35]. It enables a QUIC 
connection to spread data over multiple networks. MFQUIC is a variant of QUIC 
protocol that is aware of network asymmetries. It focuses on using multiple 
unidirectional flows instead of bidirectional flows. However, currently there is only 
MPTCP that is defined as a standard transport protocol in RFC. 

As mentioned above, to design a practical and efficient solution for big data 
multipath transmission, the following three issues should be taken into consideration. 

1) Traffic distribution: A routing decision without the consideration of traffic 
distribution leads to inefficient utilization in the overall network. To support 
a large number of MPTCP traffic flows, how to design multiple paths for the 
flows based on the existing network resources and background traffic 
should be concerned. 

2) Complexity of the routing algorithm: For multipath transmission using 
MPTCP, the number of messages to the controller will increase according 
to the number of negotiating messages that are generated by subflows. The 
processing time of those messages depends on the complexity of the 
routing algorithm. High complexity leads to a lot of waiting states of 
incoming traffic at the controller. To manipulate a large amount of the 
messages, the complexity of the routing algorithm needs to be considered. 

3) Practicality with OpenFlow protocol: The OpenFlow protocol has been 
designed as a standard to provide a secure communication between the 
controller and the data-plane devices. Currently, some network-related 
metrics used in [24-27] such as the remaining bandwidth and delay cannot 
be directly provided by the OpenFlow messages. To obtain those metrics, 
a lot of flow-rule tracking mechanisms for heterogeneous traffic need to be 
deployed at the controller. These mechanisms induce high complexity and 
a lot of polling messages in the control plane. 

In previous works, those solutions were focused on how to optimize the 
performance of the routing algorithm only. Most of them do not consider the 
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practicality with the OpenFlow protocol. This is a main issue that needs to be 
considered when we deploy a routing algorithm in a real environment. More discussion 
can be found in Section 2.2.2 and the comparison between our proposed framework 
and the previous works is shown in TABLE 6. 

In this dissertation, we propose a new practical framework using SDN for big 
data transfer applications. In our framework, the MPTCP serves as the primary 
multipath transmission protocol. It is utilized among endpoints within distributed data 
storage systems. All subflows will be manipulated by our SDN controller. To address 
three aforementioned issues, our framework contains three modules including 
Multipath Transmission Manager, Multipath Topology Manager and OpenFlow-Stats 
Analyzer. 

First, to detect the background traffic, our OpenFlow-Stats Analyzer gathers the 
statistics obtained from the OpenFlow messages and then estimates the resource 
usage on every node and every link. Based on this information, Multipath Topology 
Manager creates an OpenFlow-Stats graph that will be used by Multipath Transmission 
Manager for traffic distribution. Multipath Transmission Manager is the main module 
to manipulate incoming subflows and assign paths for the subflows. 

Second, to reduce the complexity of the routing decision, our Multipath 
Topology Manager performs a topology-pruning technique. The mechanism of 
topology pruning will be operated in the background process at the controller. Based 
on the OpenFlow-Stats graph, links that are associated with the highly-utilized ports 
will be temporarily removed from the original topology graph. The resulting graph will 
then be used in order to select paths for subflows. This helps reduce the complexity 
of the routing decision. 

Third, instead of using the remaining bandwidth which requires the complicated 
flow-rule tracking mechanisms, our OpenFlow-Stats Analyzer uses the information of 
port usage at every switch. Such information can be easily provided by the standard 
OpenFlow protocol. Then, our OpenFlow-Stats Analyzer will determine the level of 
port utilization and inform our Multipath Topology Manager about highly utilized ports. 
After that, our Multipath Topology Manager will find links associated with the highly-
utilized ports and then remove them from the original graph. 
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Our framework has been evaluated by the well-known network emulator 
called Mininet [36]. The SDN controller is implemented based on ONOS controller [37]. 
According to our experiments, the results showed that our proposed framework 
significantly outperforms the traditional routing with disjoint paths in terms of 
throughput and completion time. In addition to MPTCP, the results showed that our 
proposed framework can work efficiently and compatible with other multipath 
transport protocols such as MPQUIC [33]. 
 
1.1 Design Goals 

The goals are set as guidelines for our design and development. The desirable 
properties are traffic distribution, low complexity, and practicality with the standard 
control protocol. The details of properties are mentioned as following explanations. 

• Traffic distribution: According to SDN capabilities, our framework should 
efficiently distribute all Big Data traffic throughout the whole network based 
on the existing network resources and background traffic. 

• Low complexity: Our framework has to reduce any routing complexities in 
the SDN controller as much as possible. Our framework should also 
minimize the number of probing messages that are utilized for gathering 
global information from SDN switches. 

• Practicality with OpenFlow protocol: Our framework should operate well 
using OpenFlow protocol over the Internet environment that the network 
links are frequently filled with unstable and heterogenous traffic. 

 
1.2 Scope and Assumption 
 The scope of this dissertation is limited to the followings: 

• This dissertation considers improving the performance of Big Data transfer 
application that relies on a distributed data storage system over the Internet 
environment. 

• In terms of data type, the proposed framework is designed to support batch 
data only. 
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• The proposed framework focused on using the standard protocols in both 
data plane and control planes.  

• In the data plane, multipath TCP is mainly evaluated for Big Data transfer 
among data storage servers. 

• In the control plane, OpenFlow 1.0 and 1.3 is mainly utilized for controlling 
OpenFlow-enabled devices. Other SDN solutions is not concern in this 
dissertation. 

• In order to reduce the complexity of multipath routing algorithm, the 
proposed controller separates the routing tasks from the routing algorithm 
into three proposed modules. 

• The complexity of topology pruning is supposed to be O(1). 

• The tasks that are separated from the routing algorithm are designed to be 
process in background at the controller. 

• In order to evaluate a link quality, the proposed controller is relied on the 
port-stats of OpenFlow-enabled devices. 

• In order to evaluate the proposed framework, the environment of SDN 
environment is simulated by using Mininet emulator. 

• The data size for evaluating the proposed controller is generated by iPerf 
tool. 

• The issue on node/link failures is not taken into consideration in this 
dissertation. 

 
1.3 Summary of Contributions 

Our contribution in this article is fourfold. First, we proposed a new multipath 
transmission framework using SDN for big data transfer applications. This is used as a 
guideline to boost the performance of the networking component in a distributed data 
storage system. Second, we proposed a new practical OpenFlow controller to extract 
and manipulate subflows of the MPTCP protocol. The controller consists of three 
modules as follows. (1) Multipath Transmission Manager module is the main module 
to process incoming subflows and make a routing decision based on the OpenFlow-
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Stats graph. (2) Multipath Topology Manager module is responsible for maintenance 
the OpenFlow-Stats graph based on the information that is received by the OpenFlow-
Stats Analyzer module. (3) OpenFlow-Stats Analyzer module is responsible for 
collecting port statistics on each switch and determining the level of port utilization 
associated with each link. Third, we proposed a new OpenFlow-Stats routing algorithm. 
The algorithm with our pruning technique can provide a disjoint path to a subflow with 
low congestion level and low complexity. Fourth, we proposed a new OpenFlow-Stats 
monitoring algorithm. The algorithm is designed to be processed in the background at 
the controller. The output of the algorithm will be sent to the Multipath Topology 
Manager to update the OpenFlow-Stats graph. This process can reduce the complexity 
at the routing decision and also provide a traffic distribution. 
 
1.4 Dissertation Organization 
 The rest of the dissertation is organized as follows. The next chapter describes 
background knowledge to understand the emerging networking architecture and how 
does it work in practice. This chapter also includes the literature review that contribute 
to this dissertation. Chapter 3 explains the traditional data-transfer approach and our 
proposed multipath transmission framework including our proposed controller. In 
Chapter 4, we evaluate the performance of our proposed framework compared with 
the previous solutions. Finally, Chapter 5 concludes the dissertation and discussion for 
further research. 
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CHAPTER 2  
Background Knowledge, Related Work, and Motivation 

2.1 Background Knowledge 
2.1.1 Software-Defined Networking 

Software-Defined Networking (SDN) is a new networking paradigm which 
manage network elements in a centralized fashion using software. Basically, SDN 
architecture is completely different from the traditional networking architecture. The 
control plane is physically separated from the data plane. The existing complex 
functions in data plane elements are replaced by simple forwarding functions with rule 
tables. Each incoming traffic flow is manipulated by the table rules. SDN controller(s) 
is/are responsible for creating the table rules based on its routing decisions. Figure 1 
illustrates a comparison between the traditional networking architecture and SDN 
architecture. From the left to the right, the embedded control including Middleboxes 
are migrated to the SDN controller. Each complex function (e.g., routing algorithm, 
Firewall) is transformed to a network control application running on top of the 
controller. The existing control space of forwarding devices is replaced by simple 
forwarding functions with programmable tables. According to the Open Networking 
Foundation (ONF), an SDN-driven community, OpenFlow protocol is defined as a 
standard control protocol which is used for communication between the forwarding 
devices and the controller. 
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Figure  1 Comparison of the traditional network architecture and Software-Defined 
Networking [32]. 

 
Similarly, to the traditional networking, SDN can be depicted as a composition 

of different layers, as shown in Figure 2. These layers are the management plane, the 
control plane, and the data plane. From the left to the right, the controller represents 
a network operating system in the control plane. Each network control application 
(e.g., routing, access control, load balancer) represents an application in the 
management plane. As previously mentioned, the decoupling of the control plane and 
the data plane induce several advantages. For example, it becomes easier to develop 
and deploy a new networking feature, a network control application can take the 
global network information, it become easier to integrate different network control 
applications, and etc. 
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Figure  2 Software-Defined Networking in (a) planes, (b) layers, and (c) system 
design architecture [31]. 

 
2.1.2 Controller Platform 

In general, SDN controller consists of three interfaces or APIs as shown in Figure 
3.  

• Northbound interface: This interface is used for communication between 
network control applications and the controller. Technically, the 
programming language and the instruction set for developing applications 
depend on the controller software. According to the discussion in survey 
papers [30, 31], the REST API is the most popular programming interface 
that is widely supported among the controller software. 

• Southbound interface: This interface is used for communication between 
the controller and forwarding devices. This interface involves in the low-
level instruction set that are used for programming data plane elements. 
According to ONF, OpenFlow is defined as a standard southbound protocol 
in SDN. 

• East-West bound interface: In cases of multiple-domain or multiple-
controller scenarios, each domain/controller can use this interface in order 
to share their control plane to others based on network policy and 
agreement. This interface is also used for communication between the 
controller and external servers. For example, a developer who need to 
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integrate his/her applications with a network control application, he/she 
can use this interface to send a specific request to the controller. 

 

 
 

Figure  3 Application programming interfaces (APIs) of SDN controller [38]. 
 

2.1.3 OpenFlow Protocol 
 The OpenFlow protocol is a standard control protocol which is designed for 
supporting the centralized management in SDN. The protocol defines messaging 
mechanisms between controller and switches including structures of flow rules. Figure 
4 demonstrates OpenFlow architecture. The forwarding devices, OpenFlow-enabled 
switches contain flow tables and OpenFlow client. The OpenFlow client is responsible 
for communication with the OpenFlow controller through the secure channel. The 
flow tables are used to process incoming packets. Typically, the flow entries consist 
of three following fields: (1) Match field, used to match incoming packets (2) Action 
field, used to handle matching packets and (3) Statistics field, used to collect statistics 
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for matching flow such as number of received packets, number of received bytes, 
duration, and etc. 
 

 
 

Figure  4 OpenFlow architecture [32]. 
 
 Since March 2008, several versions of OpenFlow specification have been 
released such as 0.2.0, 0.8.9, 1.0.0, 1.3.0, 1.5.0, and etc. Some of them are now 
deprecated. However, the popular OpenFlow versions which are wildly deployed is 
1.0.0 and 1.3.0. The current commercial OpenFlow-enable switches and open-source 
SDN controller software support at least version 1.0.0 and 1.3.0. In general, an 
OpenFlow specification consists of the requirements of OpenFlow switch, the 
definitions of Switch-to-Controller message, and the definitions of Controller-to-Switch 
message. In the Figure 5 demonstrates OpenFlow specification version 1.0.0 [39] and 
1.3.0 [40]. 
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(a) 

 
(b) 

Figure  5 OpenFlow specification (a) version1.0.0 [39] (b) version 1.3.0 [40]. 
 

The requirements of version 1.0.0 of OpenFlow switch consists of Secure 
Channel and one Flow Table but in case of version 1.3.0, there are multiple Flow table 
and one Group Table. The Flow Table will be modified by SDN controller via OpenFlow 
protocol over the Secure Channel. In addition, the version 1.3.0 supports Pipeline 
matching of multiple Flow Table. This provides for flexibility and Scalability in practice. 
However, the common specifications of message types such as Controller-Switch and 
Asynchronous message, Symmetric message between two versions are almost the 
same. Thus, the following explanation, it will be focused on the version 1.0.0 only. 
 

2.1.4 OpenFlow Specification (Based on Version 1.0.0) 
2.1.4.1 Flow Table 

The Flow Table of OpenFlow switch is represented to forwarding rules. An 
incoming packet will be processed by these rules. A flow table entry consists of three 
components: Header Fields, Counters, and Actions followed by Table 1. 

 
Table  1 Flow table entry. 

HEADER FIELD COUNTERS ACTIONS 

 
 
 

• Header Fields to match against packets. 
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This field is compared with the content of packet headers which are 
coming to a switch port. Each entry contains a specific value, or any which 
matches any values. The Field in OpenFlow 12-tuple are listed in Table 2 
and the details of each field are described in Table 3. 

 
Table  2 Match field of flow table entry. 

INGRESS 
PORT 

ETHER 
SRC 

ETHER 
DST 

ETHER 
TYPE 

VLAN 
ID 

VLAN 
PRIORITY 

IP 
SRC 

IP 
DST 

IP 
PROTOCOL 

IP 
TOS 
BITS 

TCP/UDP 
SRC 

PORT 

TCP/UDP 
DST 

PORT 

 
Table  3 Field lengths and the way they must be applied to flow entries. 

Field Bits When Applicable Notes 
Ingress Port (Implementation 

dependent) 
All packets Numerical representation 

of incoming port, starting at 
1. 

Ethernet 
source 
address 

48 All packets on 
enabled ports 

 

Ethernet 
destination 
address 

38 All packets on 
enabled ports 

 

Ethernet 
type 

16 All packets on 
enabled ports 

An OpenFlow switch is 
required to match the type 
in both standard Ethernet 
and 802.2 with a SNAP 
header and OUI of 
0x000000. The special 
value of 0x05FF is used to 
match all 802.3 packets 
without SNAP headers. 
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VLAN id 12 All packets of 
Ethernet type 
0x8100 

 

VLAN 
priority 

3 All packets of 
Ethernet type 
0x8100 

VLAN PCP field 

IP source 
address 

32 All IP and ARP 
packets 

Can be subnet masked 

IP 
destination 
address 

32 All IP and ARP 
packets 

Can be subnet masked 

IP protocol 8 All IP and IP over 
Ethernet, ARP 
packets 

Only the lower 8 bits of the 
ARP opcode are used 

IP ToS bits 6 All IP packets Specify as 8-bit value and 
place ToS in upper 6 bits. 

Transport 
source port 
/ ICMP Type 

16 All TCP, UDP, and 
ICMP packets 

Only lower 8 bits used for 
ICMP Type 

Transport 
destination 
port / ICMP 
Code 

16 All TCP, UDP, and 
ICMP packets 

Only lower 8 bits used for 
ICMP Code 

 

• Counters to update for matching packet. 
Counters are statistic values of packet matching which are maintained 

in terms of per-table, per-flow, per-port, and per-queue. A counter value is 
wrapped around with no overflow indicator. The Table 4 shows that 
required list of counters for use in statistic messages. 
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Table  4 Required list of counters for use in statistics messages. 

Counter Bits 
Per Table 

Active Entries 32 

Packet Lookups 64 
Packet Matches 64 

Per Flow 
Received Packets 64 

Received Bytes 64 

Duration (seconds) 32 
Duration (nanoseconds) 32 

Per Port 

Received Packets 64 
Transmitted Packets 64 

Received Bytes 64 
Transmitted Bytes 64 

Receive Drops 64 

Transmit Drops 64 
Receive Errors 64 

Transmit Errors 64 

Receive Frame Alignment Errors 64 
Receive Overrun Errors 64 

Receive CRC Errors 64 

Collisions 64 
Per Queue 

Transmit Packets 64 
Transmit Bytes 64 

Transmit Overrun Errors 64 
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• Actions to apply for matching packets. 
Each Flow Table entry can be associated with zero or more actions to 

handle matching packets. The actions of OpenFlow switches can be divided 
by two types. 

1) Required Action 

▪ ALL: Send incoming packet out all interfaces excluding the 
incoming interface. 

▪ CONTROLLER: Encapsulate and sent incoming packet to 
controller. 

▪ LOCAL: Send incoming packet to local networking stack of 
switch. 

▪ TABLE: Perform actions in flow table for packet-out 
message. 

▪ IN_PORT: Send incoming packet out the input interface 
2) Optional Action: 

▪ NORMAL: Process incoming packet based on the traditional 
switch forwarding such as traditional L2, VLAN, and L3 
processing. 

▪ FLOOD: Flood incoming packet along minimum spanning 
tree. 

 
2.1.4.2 OpenFlow Message 

Message types of OpenFlow protocol consists of three types. First, Controller-
to-Switch messages which is initiated by a controller for management and inspection. 
Second, Asynchronous messages is initiated by switches for network event notification 
and switch state changing. Final, Symmetric messages which is initiated by either a 
switch or a controller. 

• Example of structures of Controller-to-Switch message 
Read State Messages are used for collecting statistics from a switch. 

Several statistic levels that can be collected by this message type such as 
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Individual Flow Statistics, Table Statistics, Port Statistics, Queue Statistics, 
and etc. 

• Example of structures of Asynchronous message 
Packet-In Message is used for sending a packet which does not match 

any Flow Table Entries in a OpenFlow switch. 
 
2.2 Related Work 

2.2.1 Multipath Transfer Technologies over the Traditional Networking 
In the traditional networking, the previous multipath transfer technologies can 

be categorized into three groups as follows. 

• Multipath transfer at the network layer: Many routing protocols are 
allowed to use multipath via Equal Cost Multipath Protocol (ECMP) [41]. 
When a router has multiple destinations with same cost, the protocol will 
use one of them to provide a load balancing based on computing a hash 
function over packet headers with a selected transfer path. However, the 
technique leads to some drawbacks such as no aggregated capacity, 
uneven load balancing due to difference between big flow and small flow. 

• Multipath transfer at the transport layer: Multipath TCP (MPTCP) [28] is 
an extension of Transmission Control Protocol (TCP) [42] which allows an 
application process to transfer any datagrams with multiple sockets over 
one or more network interfaces. Figure 6 illustrates MPTCP architecture. 
MPTCP is processed within Kernel space. The path manager is responsible 
for scheduling the incoming data stream to multiple subflows using TCP. 
MP_CAPABLE option will be included for establishing the Multipath TCP 
connection, if the receiver side also supports this protocol, it replies to the 
sender with MP_CAPABLE option. This is normal process of the traditional 
TCP protocol to establish their connection. Otherwise, it will use the 
traditional TCP instead. After the first TCP flow connection setup, MPTCP 
will use MP_JOIN option to create more subflows using Fullmesh approach. 
For example, an PC host which consists of two difference IP addresses with 
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difference subnets to connect the internet, and the destination server also 
consists of two difference address. The possible subflows that are initiated 
by MPTCP protocol is four TCP subflows. Figure 7 demonstrates an example 
of MPTCP establishment. In addition to MPTCP, Concurrent Multipath 
Transmission for SCTP (CMT-SCTP) [43] proposed in the literature. Although, 
CMT-SCTP can support multipath transmission using multiple network 
interfaces, its performance relied on the combination of source/destination 
IP that are chosen. Whereas MPTCP creates a fullmesh of possible paths 
among available address. 

 

 
 

Figure  6 MPTCP architecture. 
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Figure  7 MPTCP establishment. 
 

• Multipath transfer at the application layer: Some applications support 
for multipath transferring which are implemented not only commercial 
software such as GridFTP [44] for high-speed data transfer, Internet 
Download Manager (IDM) but also several open-source web browsers which 
create the parallel TCP connections to increase the download speed of 
web content. Multipath QUIC (MPQUIC) [33] and Multiflow QUIC (MFQUIC) 
[34]. MPQUIC is an extension of QUIC protocol. It enables a QUIC connection 
to spread data over multiple network interface. Figure 8 illustrates MPQUIC 
architecture. According to the QUIC design, MPQUIC is also processed within 
User space. The path manager is responsible for scheduling multiple data 
stream to multiple subflows using UDP.  MFQUIC is a variant of QUIC 
protocol that is aware of network asymmetries. It focuses on using multiple 
unidirectional flows instead of bidirectional flows as shown in Figure 9. 
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Figure  8 MPQUIC architecture. 
 

 
 

Figure  9 MFQUIC architecture [34]. 
 

We summarize the previous multipath technologies over the traditional 
networking in Table 5. GridFTP and Parallel Connections can provide high speed data 
transfer with low resource consumption. However, using those techniques induces 
unfairness and unfriendliness to other traffic in the network. Whereas Multipath QUIC 
and Multiflow QUIC are fair and friendly to other due to QUIC’s congestion control. 
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However, they suffer from high resource consumption. This is because the encryption 
process that belong to QUIC mechanism is frequently executed on every packet and 
every subflow. CMT-SCTP and MPTCP do not suffer from the consumption issue. 
Moreover, both protocols are fair and friendly to other traffic as same as the QUIC-
based protocols. However, currently there is only MPTCP that is defined as a standard 
transport protocol in RFC. Thus, in this dissertation, MPTCP represent a prototype 
technology for multipath data transfer that is mainly used to design and develop our 
proposed framework. 
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2.2.2 Multipath Transfer Approaches Using MPTCP over the Software-Defined 
Networking. 

According to the benefits of MPTCP and SDN, many researches have been 
proposed to use MPTCP over SDN for big data transfer, which can be categorized into 
two groups. 

The first group has focused on the data center environment. Due to the 
characteristics such as full access control and high path-diversity, most solutions aim 
to increase the network utilization. In [14-16], the available bandwidth was the primary 
parameter which was considered by routing algorithms. The authors in [17] applied the 
number of active flows on each link to define the path cost against the link capacity. 
Exploiting path diversity, the authors in [18] proposed to modify the path manager of 
MPTCP for using multiple subflows per IP-address pair. The authors in [19-21] focused 
on how to find the appropriate number of subflow creations based on the flow 
demand and network conditions. 

The second group has focused on the Internet environment in general. To avoid 
the shared-bottleneck problem, a multipath OpenFlow controller [22-27] has been 
proposed. 

Multiflow [22] was proposed to manipulate the transmission paths for MPTCP 
subflows in disjoint fashion as shown in Figure 10. The topology-pruning technique is 
applied to the Dijkstra algorithm. When an MPTCP endpoint negotiates to add a new 
subflow, the links that have been utilized by the previous subflow will be removed 
from the original topology. Then, the resulting topology will be used for the routing 
algorithm to select the shortest path for the new subflow. This makes two subflows 
of the same MPTCP connection use two different and disjoint paths. However, when 
there is a new incoming connection, the original topology will be used again at the 
starting point of the algorithm without consideration of paths that the current traffic 
flows are using. As a result, it is most likely that all traffic flows will eventually share 
the same paths, leading to inefficient network utilization in the overall network. 
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Figure  10 The system architecture of Multiflow [22]. 

 
SMOC [23], a simple multipath OpenFlow controller, was proposed to find the 

transmission paths for an MPTCP connection. Figure 11 illustrates the SMOC 
architecture. SMOC will use the NetworkX package, an open-source tool from 
NetworkX project [45], to find the set of all possible paths between a sender and a 
receiver. The first shortest path is defined to be a primary path with the highest priority. 
Other paths will be prioritized by the number of edges shared with the primary path 
and the path length in ascending. Then, SMOC will assign the set to each subflow to 
such a connection. However, using the routing algorithm, the controller needs to 
calculate all possible paths and prioritize those paths for every connection, leading to 
high complexity at the controller. This also increases the waiting time of incoming 
traffic. 
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Figure  11 The system architecture of SMOC [23]. 

 
A heuristic algorithm for multipath routing was proposed [24]. The algorithm 

focused on how to find the optimal set of k disjoint paths from the candidate disjoint 
paths by maximizing the minimum bottleneck bandwidth path. The algorithm consists 
of two phases. First phase, the modifying Dijkstra algorithm is applied to find the set 
of candidate disjoint paths. Second phase, a greedy algorithm will be applied to select 
the optimal set based on the algorithm’s objective. However, in practice, to support 
the algorithm with the remaining bandwidth information, it is difficult and complicated 
to do by using the standard OpenFlow protocol. Moreover, the Additive Increase 
Multiplicative Decrease (AIMD) algorithm in the standard transport protocol can lead 
to the variance issue on the bandwidth usage in the network. 

SFO [25], a subflow optimizer for MPTCP, was proposed. In SFO architecture as 
shown in Figure 12, the controller will estimate the demand of an MPTCP session in 
terms of data rate requirement based on the type of traffic. Then, the routing algorithm 
will use the information to calculate the optimal k disjoint paths based on the network 
condition. This algorithm focuses on how to select the k disjoint path with the lowest 
total remaining bandwidth that is still satisfied to the data-rate requirement. However, 
the performance of the routing algorithm depends on the accuracy of the remaining-
bandwidth measurement. In practice, this measurement metric is varied all the time 
and difficult to be precise. A lot of flow-rule tracking mechanisms must be deployed 
at the controller. This increases complexity to the system. 
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Figure  12 The system architecture of SFO [25]. 

 
S-MPTCP [26], a cross-layer technique between SDN controller and MPTCP 

protocol stack was proposed. The system design as shown in Figure 13 focused on 
efficient resource exploration and fair resource allocations among existing MPTCP 
connections. The system consists of three phases. In the first phase, the controller 
explores the bandwidth resource according to network statistics. Then, in the second 
phase, the optimal route set will be calculated and deployed at the data plane. 
Finally, in the last phase, the controller will calculate the expected throughputs for 
each connection and send those values to the corresponding hosts in order to set 
parameters for the congestion control mechanism. In practice, to obtain the network 
metric, several flow-rule tracking mechanisms need to be deployed. This leads to high 
complexity and a lot of polling messages in the control plane. 
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Figure  13 The system architecture of S-MPTCP [26]. 

 
GCLR [27], an GNN-based Cross Layer Optimization for MPTCP, was proposed. 

Figure 14 illustrates the system architecture of GCLR. The solution focuses on how to 
predict the expected throughput of an MPTCP connection using the GNN model. Three 
network-related metrics including link delay, remaining bandwidth, and packet loss 
rate are considered in the GNN model. The output of the model can be used as a 
guidance to adjust the congestion window at the endpoint. However, to collect those 
network-related metrics, both flow-rule and link tracking mechanisms must be 
deployed. This leads to a huge polling traffic at the control plane. 
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Figure  14 The system architecture of GCLR [27]. 

 
2.3 Motivation 
 We summarize the related works mentioned above in Table 6. As can be seen, 
although Multiflow [22] and SMOC [23] are practical with the OpenFlow protocol, they 
do not consider the traffic distribution issue. Additionally, SMOC [23] suffers from 
extremely-high complexity with a factorial function. The heuristic algorithm [24], SFO 
[25], S-MPTCP [26], and GCLR [27] consider the issue of traffic distribution and attempt 
to optimize the remaining bandwidth. However, their complexities are very high. 
Moreover, they are not practical with the standard OpenFlow protocol. 

In this dissertation, our proposed framework focuses on how to provide a 
practical multipath transmission scheme for big data transfer applications using MPTCP. 
The traffic distribution, the complexity of the routing algorithm, and the practicality of 
the OpenFlow protocol are mainly considered for the design of our multipath 
OpenFlow controller. The OpenFlow statistics from the OpenFlow messages will be 
collected and processed in order to evaluate the level of congestion. In addition, the 
topology-pruning technique will be used in our routing algorithm to reduce the time 
complexity of path calculation. Three following approaches are implemented to 
compare the performance with our algorithm. First, the traditional routing is 
represented as the existing approach on the Internet. Second, the traditional routing 
with disjoint paths is represented as the solutions taken in [22, 23]. Third, the k-max 
disjoint routing is represented as a group of solutions [24-27] that require the network-
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related metrics. It focuses on selecting the first k paths that have the maximum 
remaining bandwidth among candidate disjoint paths. 
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CHAPTER 3  
An SDN-Coordinated Multipath Transmission Steering Framework for Big 

Data Transfer Application 
3.1 Definition of Big Data in This Dissertation 
 The definition of Big Data in our proposed framework is mentioned as the 
following explanations. 

• Big Data refers to extremely large, fast growing, and complex data sets that 
it is difficult to manage and process using commonly used software tools. 

• In terms of data type, the proposed framework is designed for transferring 
data with batch type only. 

• The batch data is a set of data that has been stored or collected over a 
period of time. 

• In terms of data size, the proposed framework can be performed with no 
limitation of data size. 

• The data arrival must be a single batch file. It must not be Poisson 
distribution. 

 
3.2 Framework Overview 
 Data transmission is a fundamental mechanism of distributed storage systems 
which is frequently used for data synchronization and data pulling. These big data 
traffic flows can be transferred across Local Area Networks (LANs) or Wide Area 
Networks (WANs). Basically, the architecture of the systems consists of three 
components: data servers, data clients, and network devices. Figure 15 is an example 
of a distributed data storage system over the Internet. The data servers are located in 
several domains or regions. A particular computing software is used in order to control 
and manage all data servers. The network interface that is attached to each server is 
used to communicate with each other and transfer data. All data traffic flows that are 
generated within the system will be steered by network routers through the Internet. 
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Figure  15 Distributed data storage system in the traditional network. 
 

In practice, the data servers consist of one main server and multiple sub-
servers. The main server is represented by a master node which is responsible for 
managing and controlling accessibility of the system. The others are represented by 
slave nodes which collect and protect the data based on storage policy. Thus, a data 
request needs to be processed by the master node before data loading. In terms of 
big data transmission, it can be divided into two major cases. The former is a 
transmission that is performed based on a specific request. The latter is a transmission 
that is related to the mechanisms of data exchanging due to the maintenance process. 
However, to find and create a transfer path for both use cases, it relies on the control 
logic inside the network routers. In the Internet case, the shortest path is always 
provided to all traffic flows. 

In our framework, we apply SDN to manage and control those data traffic flows 
in the network. The existing network routers are replaced by OpenFlow switches which 
are controlled by the OpenFlow controller. Figure 16 illustrates an example of our 
framework with full-range deployment. Each OpenFlow switch is responsible for 
handling incoming data traffic based on OpenFlow rules within flow tables. The 
OpenFlow controller is responsible for making a routing decision and creating the rules 
for the OpenFlow switches. All control messages that are generated by the controller 
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and switches are encrypted by TLS over TCP connection and sent through the secure 
channel. In practice, the channel can be deployed by two types: out-of-band and in-
band. For the first type, each OpenFlow switch allocates a dedicated interface to 
communicate with the controller. All control messages will be transferred by this 
interface only. For the second type, each OpenFlow switch uses the existing interfaces 
that are used by the data traffic to transfer the control messages. Each endpoint of 
data transmission such as data server and data client are attached with multiple 
network interfaces and configured to support the network multihoming and MPTCP 
protocol. 
 

 
 

Figure  16 Distributed data storage system in our proposed framework with full-
range deployment. 

 
In practice, shrinking the applicability of the proposed solution to selected 

scenarios, the adoption of VXLAN tunnels is useful to avoid the full-range deployment 
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of OpenFlow-enabled networking devices. Figure 17 illustrates an example of our 
proposed framework being applied to an overlay network. OpenFlow switches can be 
put between data servers/clients and the gateway routers. These switches are 
operated by our controller and can communicate to each other through VXLAN 
tunnels. For more technical details, please see Appendix A. Thus, our proposed 
framework can also be applied to any overlay network or private cloud WAN, for 
instance, Google’s B4 [46]. 
 

 
 

Figure  17 Distributed data storage system in our proposed framework being 
applied to an overlay network 

 
Data transmission consists of two phases: data request phase and data transfer 

phase. Figure 18 demonstrates a sequence diagram of data request and data transfer 
phases. In the data request phase, the data client generates a request message with 
metadata and sends it to the main data server through SDN (Step 1). The OpenFlow 
switch that is directly connected to the client creates a Packet_In message and sends 
it to the OpenFlow controller. This mechanism will be automatically processed by 
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OpenFlow protocol when a switch cannot find a matching rule for an incoming traffic 
(Step 2). The controller extracts the message to make a routing decision and create 
OpenFlow rules to the related switches (Step 3). Then the request message is 
transferred to the main server (Step 4). When the main server receives the request 
message, it assigns the appropriate sub-server that depends on the storage policy to 
transfer the data (Step 5). A notification message and response message will be sent 
to the sub-server and the data client, respectively (Step 6 - Step 7). 
 

 
 

Figure  18 Sequential diagram of data request and data transfer in our proposed 
framework. 

 
In the data transfer phase, the MPTCP at the sub-server starts to negotiate with 

the data client for connection establishment. Based on the RFC 8684, the MP_CAPABLE 
options will be used in order to create the first subflow. Other subflows will use 
MP_JOIN options as shown in Figure 18. Firstly, the SYN packet with MP_CAPABLE 
option will be sent to SDN (Step 8). The OpenFlow switch that is directly connected 
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to the sub-server generates a Packet_In message to the controller (Step 9). The 
controller calculates the transfer path and installs the OpenFlow rules to related 
switches (Step 10 - Step 11). The details of the routing algorithm are explained in 
Section 3.4. When the SYN packet arrives at the data client, the SYN/ACK packet with 
MP_CAPABLE will be sent back to the sub-server (Step 12 - Step 13). Then the server 
responds with the ACK packet and starts to transfer data respectively (Step 14). 

In terms of additional subflow creation, the sub-server will negotiate with the 
same mechanism as the first subflow but the MP_JOIN options will be used instead 
(Step 15 - Step 21). In our framework, the MPTCP options that are extracted during the 
negotiation mechanism will be recorded and considered for routing decisions. 

 
3.3 Practical Issues on Using MPTCP Protocol and OpenFlow Protocol 

This section, we explain the key mechanisms of Multipath TCP (MPTCP) 
protocol and OpenFlow protocol including their practicality issues. 
 

3.3.1 Issue on MPTCP Protocol 
MPTCP is a standard transport protocol for multipath transmission that supports 

the network multihoming at end hosts. Based on the RFC 8684, the MPTCP is designed 
to be compatible with the traditional TCP. The control mechanisms of MPTCP will be 
processed within the option space of the transport header. Each TCP connection that 
is generated by MPTCP is called subflow. The number of subflow creation per one 
connection is relied on the parameter setting of the path manager [47]. For example, 
with the default setting of the Fullmesh parameter, the maximum number of subflows 
that will be negotiated is the number of all available pairs of network addresses 
between two end hosts. 

Figure 19 demonstrates a sequence diagram of MPTCP establishment. Each 
subflow will be created by using a traditional three-way handshake, the same as the 
TCP establishment. During the handshaking, the control messages will be exchanged 
between two end hosts by appending MPTCP options to the existing transport header. 
For example, to create the first subflow, the MP_CAPABLE option is appended to the 
transport header of the SYN, SYNACK, and ACK packets. After that, the ADD_ADDR 
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messages will be sent for advertising the additional IP addresses to the path manager 
of MPTCP. Then, Host A starts to transfer the data. To generate a new subflow, Host A 
negotiates with the three-way handshake again but the MP_JOIN options will be used 
instead. Then, the new subflow starts to transfer the data. 
 

 
 

Figure  19 MPTCP connection establishment and subflow creation mechanisms. 
 

Although MPTCP can improve the throughput of data transfer by using multiple 
subflows simultaneously, serving a lot of traffic flows without global knowledge 
considerations of network topology and link conditions leads to two problems: the 
shared-bottleneck problem and the low-network-utilization problem. This is because 
the existing routing approach normally provides only the shortest path for all incoming 
traffic flows. Moreover, in the traditional network architecture, it is not possible to 
collect the global knowledge or route the traffic based on the flow requirement. To 
deal with such problems, our framework uses the capabilities of SDN and the 
OpenFlow protocol to recognize the MPTCP traffic and select the transfer paths for 
subflows based on network topology and switch-port statistics. 
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3.3.2 Issue on OpenFlow Protocol 

 The OpenFlow protocol is a standard control protocol which is designed for 
supporting the centralized management in SDN. The protocol defines messaging 
mechanisms between controller and switches including structures of flow rules. Figure 
20 demonstrates an example of flow rule structure. The match fields are responsible 
for the conditions of that rule which is flexibly defined based on the headers in L2, L3 
or L4. This enhances the capabilities of routing decisions. For example, a packet can 
be steered by 5-tuple packet header (Protocol, source/destination IPs, and 
source/destination ports) instead of depending upon the destination IP address only. 
 

 
 

Figure  20 Example of flow rule structure with basic match fields. 
 
 In addition, the protocol provides the capability to collect network information 
such as network topology, link status, port statistics, and etc. Although the protocol 
can provide the flexibility of rule creation, the range of matching rules are limited. 
There are only a few existing header fields that can be used to match the rules on 
switches. In other words, the protocol does not support a new end-to-end protocol 
such as MPTCP. To cope with the OpenFlow limitations with MPTCP traffic, those 
MPTCP packets will be extracted and recorded in our controller. This information helps 
to identify and manage all MPTCP subflows in the network. 
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3.4 Our Framework Design 

In this section, the design of our proposed framework and functionalities are 
explained in detail. Our framework is designed to facilitate big data transmission 
applications in multipath fashion using MPTCP. This is our unique transfer technique 
that we proposed for using in distributed data storage systems. All incoming MPTCP 
traffic flows can be detected and managed by our controller. The proposed framework 
consists of three new functional modules which can be deployed on the top of the 
existing controller. Figure 21 demonstrates our proposed modules running on the 
ONOS controller. As can be seen, there are three new modules in our framework: 
Multipath Transmission Manager, Multipath Topology Manager and OpenFlow-Stats 
Analyzer. These modules can be deployed as network control applications on top of 
any SDN controllers. In order to communicate with the controller, there are six 
fundamental functions needed in our framework as follows. 

1) Packet_In(): This function is used to deliver a Packet_In message to our 
framework. The function is automatically executed by the controller when 
it receives a new Packet_In message from switches. 

2) Get_Topology(): This function is used to discover the current network 
topology. 

3) Topology_Change(): This function is used to acquire the notification of 
network failure in terms of nodes and links. 

4) Get_Port_Stats(): This function is used to collect the statistics of switches’ 
ports. 

5) Push_Flow_Rules(): This function is used to assign flow rules to switches. 
6) Get_Host_Location(): This function is used to acquire the location 

information of hosts in the network topology. 
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Figure  21 Our proposed functional modules over the ONOS controller. 
 

3.4.1 Multipath Transmission Manager 
This module is the main functional module which is used for network 

management. The module consists of two tasks. 
The first task is to process incoming packets. This is related to the extraction 

and identification of packet header. When this module receives a new packet by the 
Packet_In() function, it extracts the MPTCP options from the packet header. The MPTCP 
options including 5-tuple header and TCP flag will be recorded in our MPTCP table. 
Table 7 shows the structure of our MPTCP table. The table is primarily used to identify 
an incoming MPTCP flow and perform the topology pruning in Multipath Topology 
Manager. As can be seen, there are three identifiers for each subflow that consists of 
end-to-end communication ID, connection ID, and subflow No. 
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In MPTCP establishment, SYN and SYN/ACK packets will be recorded in the 
MPTCP table. Similarly to the traditional TCP approach, MPTCP uses the same 5-tuple 
header in connection establishment phase, datagram transfer phase, and connection 
closing phase. When forwarding rules for SYN packet and SYN/ACK packet are installed, 
the following packets are processed by the same rules. In addition, the necessary 
information of MPTCP protocol such as key, token and etc. is recorded to identify 
subflows among MPTCP connections. 

The second task is related to path calculation and rule installation. The path 
calculation is the most important mechanism which can affect the performance of 
MPTCP traffic. It can be seen that in [22-27], the performance of MPTCP can be 
significantly improved by using disjoint paths and considering the remaining bandwidth. 
However, in practice, it is difficult and complicated to measure the remaining 
bandwidth correctly. This is because the network links can be filled with unstable and 
heterogeneous traffic. A lot of flow-rule tracking mechanisms need to be deployed 
and processed in real-time on every node and link. This increases complexity to the 
system. 

To mitigate the above-mentioned problem, in this dissertation, we propose a 
new OpenFlow-Stats routing algorithm. In our routing decision, the port stats of 
switches is considered as a link quality instead of the remaining bandwidth. This is our 
unique design that makes our routing algorithm compatible with the OpenFlow 
protocol. Our OpenFlow-Stats Analyzer is responsible for collecting the port statistics 
and evaluating the level of port utilization. Our Multipath Topology Manager uses the 
information of the level of port utilization to create an OpenFlow-Stats graph which is 
an important input of our OpenFlow-Stats routing algorithm. The details of evaluating 
the link quality are explained in Section 3.4.3. In order to reduce the complexity of 
disjoint-path consideration, the topology-pruning technique is applied. Specifically, the 
links that have been utilized by the previous subflows will be removed from the 
topology graph. The resulting graph will then be used by Dijkstra’s algorithm [48], a 
well-known shortest-path algorithm, to select a disjoint path. Our Multipath Topology 
Manager uses the routes which are recorded in the MPTCP table to perform the 
topology pruning. 
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The pseudocode for OpenFlow-Stats routing algorithm is shown in Figure 22. 
The idea is to use the resulting OpenFlow-Stats graph to find the shortest path first. 
However, if there is no available shortest path in the OpenFlow-Stats graph, the original 
graph will be used instead. The complexity of Algorithm 1 is O(E log (V)) where E is the 
number of edges and V is the number of vertices in the graph. 
 

 
 

Figure  22 Pseudocode of our OpenFlow-Stats routing algorithm. 
 

3.4.2 Multipath Topology Manager 
This functional module is designed for graph maintenance. The information of 

network topology from the existing network discovery module of the controller will 
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be collected and transformed by using the Get_Topology() and Topology_Change() 
function. To create the OpenFlow-Stats graph, this module uses the information of 
port utilization which is analyzed by our OpenFlow-Stats Analyzer in order to 
determine the status of network links. If the port stats is attached to Disable label, the 
links will be removed from the OpenFlow-Stats graph. Otherwise, the link will be 
added to the graph. In addition, this module is responsible for performing topology 
pruning based on the demand of OpenFlow-Stats routing in the Multipath 
Transmission Manager. 

The pseudocode for Topology-Pruning algorithm is shown in Figure 23. The 
complexity of Algorithm 2 is O(E) where E is the number of edges that relates to the 
SwitchID. 
 

 
 

Figure  23 Pseudocode of our topology-pruning algorithm. 
 

3.4.3 OpenFlow-Stats Analyzer 
 In our framework, the level of port utilization is utilized to specify the link 
quality. In order to evaluate a link quality, this module is responsible for collecting the 
port statistics of switches, evaluating the level of port utilization, and notifying the 
Multipath Topology Manager. 

To collect the statistics, OpenFlow-Stats Analyzer creates a set of probing 
timers. One timer is attached to one switch. When a timer expires, this module 
executes the Get_Port_Stats() function to the controller. Smaller probing interval can 
provide higher accuracy of port-stats information. However, it can lead to higher 
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complexity at the control plane. In practice, this value is set based on the network 
administrator and the network policy. 

To evaluate the level of port utilization, in this dissertation, we propose a new 
OpenFlow-Stats monitoring algorithm. In our monitoring algorithm, the status of each 
port is estimated based on the number of bytes which are processed within a probing 
interval. If the value is above a certain threshold, the port is attached to Disable label. 
Otherwise, the port is attached to Enable label. 

The pseudocode for OpenFlow-Stats monitoring algorithm is shown in Figure 
24. The complexity of Algorithm 3 is O(E) where E is the number of edges that relates 
to the SwitchID. 
 

 
 

Figure  24 Pseudocode of our OpenFlow-Stats monitoring algorithm. 
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CHAPTER 4  
Performance Evaluation 

4.1 Experimental Setup 
4.1.1 Simulation Configuration 

To evaluate performance of our proposed framework, we implemented it on 
the Mininet v2.3.0 [36], a popular network emulator. OpenFlow switches, OpenFlow 
links, and hosts were created using this emulator. All switches were controlled by a 
remote controller. We used the Open Network Operating System (ONOS v1.13) [37] as 
the controller in our framework for discovering and configuring the OpenFlow switches. 
The discovery process and the switch-configuration process relied on the standard 
versions of OpenFlow protocol (Version 1.3). Our proposed modules described in 
Section 3.4 were implemented as a new control application running on top of the 
controller. For MPTCP implementation, we created two network interfaces and 
installed the MPTCP v0.93 [47] for every host. All MPTCP parameters were set according 
to the default setting. 
 

4.1.2 Simulation Scenario 
 The performance evaluation was done using two network topologies as follows. 

The first topology is a multipath topology as illustrated in Figure 25. This 
topology represents the future Internet infrastructure where several completely-
disjoint paths exist among Internet Service Providers (ISPs). 
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Figure  25 Multipath topology. 
 

The second topology is the COST239 topology as depicted in Figure 26. This 
topology is an optical-WAN topology developed in Europe [49]. It is one of the most 
popular topologies used in this research field. 
 

 
 

Figure  26 COST239 topology. 
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In all scenarios, each MPTCP connection randomly started to transfer data with 
a given data size. The TCPDUMP [50] was used to collect experimental results for each 
connection. For the multipath topology (Figure 25), the senders (Si) at the left side 
were transferring data to the receivers (Ri) at the right side of the topology. For the 
COST239 topology (Figure 26), the senders and the corresponding receivers were 
randomly selected from all possible pairs with two-hop distance. In our simulation, we 
varied the number of MPTCP connections to represent different levels of network 
congestion and varied the size of data to represent different levels of traffic load per 
connection. Unless stated otherwise, our parameter settings are shown in Table 8. 
 

Table  8 Experimental parameter settings. 
Multipath Topology 

 Link capacity 10 Mbps. 

 Link delay 0 ms. 
COST239 Topology 

 Link capacity 10 Mbps. 
 Link delay Estimated by link distance 

[49] in ms. 

Controller Parameters 
 Maximum number of subflows per connection 2 

 Interval of flow-stats polling 1 s. 
 Interval of port-stats polling 1 s. 

 Threshold of link pruning 80% of link capacity 

Simulation Parameters 
 Traffic injection interval in multipath topology Randomly set in the range of 

1 to 80 s. 
 Traffic injection interval in COST239 topology Randomly set in the range of 

1 to 40 s. 

 Number of connections 1 to 20 connections 
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 File size 50MB, 100MB, 200MB, 500MB, 
and 1GB 

 Number of runs 5 

Routing parameter for the k-max disjoint routing 

 Number of candidate paths 3 
 

4.1.3 Benchmark and Metric 
4.1.3.1 Benchmark 

 For performance comparison, we implemented the following routing 
algorithms. Each of them was implemented as a new control application running on 
the well-known SDN controller (ONOS). 

1) Traditional Routing 
This represents the shortest-path IP-based routing which is being used in 
today’s Internet such as OSPF. 

2) Traditional Routing with Disjoint Paths 
This represents the multipath OpenFlow controllers in [22, 23]. Each 
subflow of the same connection was assigned to use a disjoint path. 

3) k-Max Disjoint Routing 
This represents the multipath OpenFlow controllers in [24-27]. The routing 
decision focused on selecting the first k disjoint paths that provide the 
highest bottleneck bandwidth from a set of candidate disjoint paths. 

4) OpenFlow-Stats Routing 
This represents our proposed routing algorithm. The OpenFlow-port stats 
were utilized to evaluate the congestion level of all switches’ ports. The 
routing decision focused on selecting disjoint paths with the lowest 
congestion level. 
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4.1.3.2 Metric 
1) Average Throughput per Connection 

Average throughput per connection (𝑇𝑃̅̅̅̅ ) is measured as an average of all 
connections’ throughput using Equation (1), where 𝑛 is a number of MPTCP 
connections, 𝑘 is a number of subflows, and 𝑇𝑃𝑠𝑢𝑏𝑓𝑙𝑜𝑤 is a throughput of 
subflow. 

𝑇𝑃̅̅̅̅ =
1

𝑛
∑ ∑ 𝑇𝑃𝑠𝑢𝑏𝑓𝑙𝑜𝑤𝑖,𝑗

𝑘

𝑗=1

𝑛

𝑖=1

 (1) 

 
2) CDF of Completion Time 

CDF of completion time is measured as a distribution of completion time 
of data transfer as in Equation (2), where 𝑥 is a completion time. 𝑥𝑛 is the 
largest possible value of 𝑋 that is less than or equal to 𝑥. 

𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥) = ∑ 𝑃(𝑋 = 𝑥𝑘)

𝑛

𝑘=1

 (2) 

 
3) Overhead in the Control Plane 

Overhead in the control plane is measured as a total cost of message 
polling for collecting the OpenFlow stats in bytes using Equation (3), where 
𝑇𝑝𝑜𝑟𝑡 is a period of port-stats polling, 𝑇𝑓𝑙𝑜𝑤 is a period of flow-stats polling, 
𝑖 is a packet type including request and reply, 𝑛 is a number of switches, 𝑡 
is a simulation time, 𝑤𝑖,𝑘 is a packet size of type 𝑖 at time 𝑘, and 𝑥 is an 
enabled flag of the polling mechanism for switch 𝑗. 

 

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 = ∑ ∑ ∑ (𝑤𝑖,𝑘  (
𝑥𝑝𝑜𝑟𝑡,𝑗

𝑇𝑝𝑜𝑟𝑡
+

𝑥𝑓𝑙𝑜𝑤,𝑗

𝑇𝑓𝑙𝑜𝑤
))

𝑡

𝑘=1

𝑛

𝑗=1𝑖 ∈ {𝑟𝑒𝑞,𝑟𝑒𝑝}

 
(3) 

      , for 𝑇 ∈ ℝ, 𝑤 ∈ ℤ+, 𝑥 ∈ {0, 1}  
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4.2 Experimental Results 
4.2.1 Scenario 1: Vary the Number of MPTCP Connections 

 In order to evaluate the impact of different levels of big data traffic, we varied 
the number of MPTCP connections from 1 to 20 connections. Figure 27 and Figure 28 
show the results of average throughput per connection in the multipath topology and 
those in the COST239 topology, respectively. 
 

 
 

Figure  27 Average throughput per connection in multipath topology (File size = 
200MB). 
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Figure  28 Average throughput per connection in COST239 topology (File size = 
200MB). 

 As can be seen from Figure 27, when the number of MPTCP connections is 1 
connection, our proposed OpenFlow-Stats routing scheme achieves relatively the 
same throughput as other disjoint-path routing schemes do. However, as the number 
of MPTCP connections increases, the throughput improvement of our proposed 
scheme increases much higher than other routing schemes do. This is because as the 
number of MPTCP connections increases, the level of network congestion increases 
and in such a high-congestion situation our proposed scheme can distribute traffic 
throughout the whole network. This leads to greater throughput achievement 
compared to other schemes. Specifically, as described in Section 3.4, our OpenFlow-
Stats graph is used to illustrate the congestion level of all links in the network. The 
links carrying high amounts of background traffic will be pruned from the topology and 
will not be used for the incoming MPTCP connections. This helps the incoming MPTCP 
connections to avoid the congested links and then utilize other available paths instead. 
Therefore, the efficient network-resource utilization can be achieved. The k-max 
disjoint routing achieves less throughput than our scheme because its performance is 
limited based on the predefined number of candidate disjoint paths. Increasing this 
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number will help it perform better but will make the algorithm complexity even higher. 
The traditional routing schemes perform worse than our proposed scheme and the k-
max disjoint routing because they use the shortest-path algorithm and cannot deal 
with the traffic-distribution issue. 

As can be seen in Figure 28, the experimental results reveal the same trend as 
previously discussed in Figure 27. However, the throughput improvement of our 
proposed scheme in the COST239 topology is lower than that in the multipath 
topology. This is because the number of possible disjoint paths for each source-
destination pair in the COST239 topology is less than that in the multipath topology. 

In order to see the details of throughput variation among all connections in our 
experiments, Figure 29 (a) and (b) show an example of throughput variation at N = 15 
connections on the multipath topology and that on the COST239 topology, 
respectively. The simulation runs that provide the lowest and the highest standard 
deviation are selected and the margin of error with 95% confidence interval are shown. 
 

 
(a) 

 
(b) 

Figure  29 Throughput variation at N = 15 connections with 95% confidence 
interval. (a) multipath topology. (b) COST239 topology. 
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As can be seen from Figure 29 (a), the traditional routing scheme provides the 
smallest margin but the lowest throughput. The other routing schemes provide 
relatively the same margin. However, the results show that our proposed scheme 
outperforms other routing schemes in terms of throughput significantly. 

As can be seen from Figure 29 (b), every routing scheme provides relatively the 
same margin. This is because the number of possible disjoint paths for each source-
destination pair in the COST239 topology is less than that in the multipath topology. 

Table 9 and Table 10 show average flow completion time in the multipath 
topology and that in the COST239 topology, respectively. 
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As can be seen in Table 9, the average time spent by MPTCP connections to 
finish the data transfer using our proposed OpenFlow-Stats routing is shorter than that 
using the k-max disjoint routing, the traditional routing with disjoint paths and the 
traditional routing. Specifically, our proposed scheme provides up to 96% of 
improvement compared with the traditional routing scheme. The k-max disjoint routing 
provides up to 95% of improvement compared with the traditional routing scheme. 
The traditional routing with disjoint paths provides up to 66% of improvement 
compared with the traditional routing scheme. Although our proposed scheme and 
the k-max disjoint routing provide a similar value of % improvement, our proposed 
scheme still outperforms the k-max routing in terms of the algorithm complexity as 
shown in Table 6 and the overhead at the control plane as will be shown and 
discussed in this section (Scenario 3). 

As can be seen in Table 10, the experimental results reveal the same trend as 
previously discussed in Table 9. The average time spent by MPTCP connections to 
finish the data transfer using our proposed OpenFlow-Stats routing is shorter than that 
using the k-max disjoint routing, the traditional routing with disjoint paths and the 
traditional routing. Specifically, our proposed scheme provides up to 68% of 
improvement compared with the traditional routing scheme. The k-max disjoint routing 
provides up to 64% of improvement compared with the traditional routing scheme. 
The traditional routing with disjoint paths provides up to 51% of improvement 
compared with the traditional routing scheme. It can be seen that the average time 
spent in the COST239 topology is lower than that in the multipath topology. This is 
because the traffic distribution in the COST239 topology is better than that in the 
multipath topology. 

In order to see the detail of completion time for all MPTCP connections, Figure 
30 and Figure 31 are plotted to show Cumulative Distribution Function (CDF) of flow 
completion time of all connections in the multipath topology and that in the COST239 
topology, respectively. 
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Figure  30 CDF of completion time in multipath topology (File size = 200MB). 
 

 
 

Figure  31 CDF of completion time in COST239 topology (File size = 200MB). 
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4.2.2 Scenario 2: Vary the Size of Data 
 In order to evaluate the impact of different levels of big data traffic, we varied 
the data size that each MPTCP connection needs to transfer. The number of MPTCP 
connections is fixed at 10 connections. Figure 32 and Figure 33 show the results of 
average throughput per connection in the multipath topology and those in the 
COST239 topology, respectively. 
 

 
 

Figure  32 Average throughput per connection in multipath topology (N = 10 
connections). 
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Figure  33 Average throughput per connection in COST239 topology (N = 10 
connections). 

 
 According to Figure 32, as the data size increases, the average throughput of all 
routing schemes decreases. This is because the congestion level in the network 
increases. Nevertheless, our proposed OpenFlow-Stats routing scheme still achieves 
higher average throughput than other disjoint-path routing schemes do. This is because 
as the data size increases, the level of network congestion increases and in such a 
high-congestion situation our proposed scheme can distribute traffic throughout the 
whole network. This leads to greater throughput achievement compared to other 
schemes. Specifically, as described in Section 3.4, our OpenFlow-Stats graph is used to 
depict the congestion level of all links in the network. The links carrying high amounts 
of background traffic will be pruned from the topology and will not be used for the 
incoming MPTCP connections. This helps the traffic be distributed throughout the 
whole network. Therefore, the efficient network-resource utilization can be achieved. 
The k-max disjoint routing achieves less throughput than our scheme because its 
performance is limited based on the predefined number of candidate disjoint paths. 
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Increasing this number will help it perform better but will make the algorithm 
complexity even higher. The traditional routing schemes perform worse than our 
proposed scheme and the k-max disjoint routing because they use the shortest-path 
algorithm and cannot deal with the traffic-distribution issue. 

According to Figure 33, the experimental results reveal the same trend as 
previously discussed in Figure 32. However, the average throughput of all routing 
schemes in the COST239 topology is higher than that in the multipath topology. This 
is because the number of MPTCP connections is fixed at 10 connections and in the 
COST239 topology the number of possible source-destination pairs is much greater 
than that in the multipath topology. 

In order to see the details of throughput variation in this scenario, Figure 34 (a) 
and (b) show an example of throughput variation at File Size = 500 MB on the multipath 
topology and that on the COST239 topology, respectively. 
 

 
(a) 

 
(b) 

Figure  34 Throughput variation at file size = 500MB with 95% confidence interval. 
(a) multipath topology. (b) COST239 topology. 
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As can be seen from Figure 34 (a), the traditional routing, the traditional routing 
with disjoint paths, and the k-max disjoint routing provide a smaller margin than our 
proposed scheme. However, our proposed scheme outperforms other routing schemes 
in terms of throughput significantly. Our proposed scheme provides the biggest margin 
because it can distribute all big-data traffic to the whole network by selecting low-
congested links. This makes each connection utilize different paths, resulting in 
different throughput. 

As can be seen from Figure 34 (b), every routing scheme provides relatively the 
same margin. This is because the number of possible disjoint paths for each source-
destination pair in the COST239 topology is less than that in the multipath topology. 

In order to see the detail of completion time for all MPTCP connections, Figure 
35 and Figure 36 are plotted to show Cumulative Distribution Function (CDF) of flow 
completion time of all connections in the multipath topology and that in the COST239 
topology, respectively. 
 

 
 

Figure  35 CDF of completion time in multipath topology (N = 10 connections). 
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Figure  36 CDF of completion time in COST239 topology (N = 10 connections). 
 

As can be seen in Figure 35, when the data size is 50 MB, our OpenFlow-Stats 
routing scheme provides relatively the same completion time with other schemes. 
However, when the data size increases, both the traditional routing scheme and the 
traditional routing with disjoint paths suffer from the heavy traffic load much more 
than our proposed scheme and the k-max disjoint routing scheme. This is because our 
proposed scheme considers the port-stats parameter and the k-max disjoint scheme 
considers the remaining bandwidth, making the heavy traffic load be distributed 
throughout the whole network. Nevertheless, at the data size of 1 GB, some 
connections using our proposed scheme start suffering. This shows the limitation of 
our proposed scheme when being used in the condition of extremely heavy traffic 
load. 

As can be seen in Figure 36, the time spent in the COST239 topology is lower 
than that in the multipath topology. This is because the traffic in the COST239 topology 
is more distributed than that in the multipath topology. As a result, the possibility of 
traffic sharing a path in the COST239 is lower. 

0 5 10 15 20 25 30 35 40 45 50

Completion Time (min)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
C

u
m

u
la

ti
v
e

 D
is

tr
ib

u
ti
o
n
 F

u
n
c
ti
o

n
Empirical CDF

Traditional Routing

Traditional Routing with Disjoint Paths

k-Max Disjoint Routing

OpenFlow-Stats Routing

50MB

100MB

200MB

500MB

1 GB



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 65 

4.2.3 Scenario 3: Overhead in the Control Plane 
 In order to evaluate the overhead in the control plane generated by each 
routing scheme, we used TCPDUMP to observe the amount of the OpenFlow messages 
between the controller and switches in the Mininet emulator. Figure 37 to Figure 42 
show the amount of the OpenFlow messages in the multipath topology and that in 
the COST239 topology, respectively. 
 

 
 

Figure  37 Overhead in the control plane (multipath topology) for the traditional 
routing with disjoint paths. 
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Figure  38 Overhead in the control plane (multipath topology) for k-Max disjoint 
routing. 

 
 

Figure  39 Overhead in the control plane (multipath topology) for our OpenFlow-
Stats routing. 
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Figure  40 Overhead in the control plane (COST239 topology) for the traditional 
routing with disjoint paths. 

 
 

Figure  41 Overhead in the control plane (COST239 topology) for k-Max disjoint 
routing. 
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Figure  42 Overhead in the control plane (COST239 topology) for our OpenFlow-
Stats routing. 

 
 Basically, the OpenFlow messages are classified into two categories. The first 
one is fundamental messages which are necessary for the basic communication 
between the controller and switches. These messages include hello messages, feature 
messages, config messages, packet-in messages, packet-out messages, flow mod 
messages, etc. The second one is optional messages which are necessary for the 
controller to acquire specific statistical information from switches. These messages 
include port stats, flow stats, table stats, meter stats, etc. 

As can be seen in Figures 37 to Figure 42, each routing scheme generates a 
different amount of control-plane overhead. Specifically, as shown in Figures 37 and 
40, the traditional routing with disjoint paths needs only the fundamental messages 
for operation. As shown in Figures 38 and 41, the k-max disjoint routing requires not 
only the fundamental messages, but also port-stats and flow-stats messages for 
estimating the remaining bandwidth of available paths. As shown in Figures 39 and 42, 
our OpenFlow-Stats routing needs the fundamental messages and port-stats messages 
for evaluating level of port utilization. 
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For comparison in the multipath topology, Figure 37, Figure 38, and Figure 39 
reveal the results that our OpenFlow-Stats routing generates 42% overhead more than 
the traditional routing with disjoint paths. However, our OpenFlow-Stats routing 
generates 57% overhead less than the k-max disjoint routing. The k-max disjoint routing 
generates a lot more overhead because it needs flow-stats messages, and the amount 
of the messages increases proportionally with the number of flow rules. 

For comparison in the COST239 topology, Figure 40, Figure 41, and Figure 42 
reveal the similar results as discussed in the previous paragraph. Briefly, our OpenFlow-
Stats routing generates 34% overhead more than the traditional routing with disjoint 
paths. But our OpenFlow-Stats routing generates 32% overhead less than the k-max 
disjoint routing. 
 
4.3 Comparison of Multipath Transport Protocols in Our SDN Environment 
 In order to compare the performances of multipath transport protocols in our 
SDN environment, we implemented the Multipath QUIC (MPQUIC) [33], an extension 
to the QUIC protocol [35], and compared its performances with MPTCP. For the 
experimental setup, we used the same settings as described in Scenario 1 (Section 
4.2.1). Figure 43 shows the results of average throughput per connection of MPQUIC 
(Dash-dotted line) and MPTCP (Solid line) for each type of routing scheme. 
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Figure  43 Performance comparison between MPQUIC (Dash-dotted line) and 
MPTCP (Solid line). 

 
 As can be seen in Figure 43, when the number of connections is 1, the MPQUIC 
protocol achieves relatively the same throughput as MPTCP protocol does for all 
routing schemes. However, when considering each routing scheme, as the number of 
connections increases, MPQUIC can achieve slightly-higher throughput than MPTCP. 
Specifically, for the cases of the traditional routing and the traditional routing with 
disjoint paths, MPQUIC can outperform MPTCP at every number of connections. This 
is because MPQUIC relies on UDP protocol and its congestion control is maintained at 
the application level. When the network is congested, MPQUIC can estimate the path 
latencies and adjust its congestion windows precisely, whereas MPTCP is suffering from 
the multiplicative decrease and slow start. For the case of k-max Disjoint routing and 
our proposed OpenFlow-Stats routing, MPQUIC achieves relatively the same 
throughput as MPTCP does at every number of connections. This is because the k-max 
Disjoint routing focuses on selecting paths that provide the highest available bandwidth 
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and our proposed OpenFlow-Stats routing focuses on selecting paths that provide the 
low congestion level based on OpenFlow-Stats graph. This helps both MPQUIC and 
MPTCP run on less-congested paths, thus less suffering from network congestion. In 
overall, our proposed OpenFlow-Stats routing scheme outperforms other routing 
schemes. 

In conclusion, as can be seen and discussed above, our proposed routing 
scheme outperforms other routing schemes. Furthermore, it can work efficiently and 
is compatible with several multipath protocols such as MPQUIC and MPTCP. 
  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 72 

CHAPTER 5  
Conclusion 

5.1 Dissertation Summary 
In this dissertation, we proposed an SDN-coordinated steering framework for 

big data transfer application. The MPTCP protocol is primarily used to transfer the data. 
Our framework consists of Multipath Transmission Manager, Multipath Topology 
Manager, and OpenFlow-Stats Analyzer. Each module is deployed as a network 
control application running on the top of the SDN framework. Our proposed 
OpenFlow-Stats routing algorithm performs the topology-pruning technique based on 
the switch-port statistics. Specifically, the congestion level of each link will be 
evaluated based on the utilization of the associated ports. The topology pruning helps 
reduce the system complexity. 

Using our framework, the performance of the big data analytic system that 
relies on the distributed data storage system can be significantly improved. The results 
show that our proposed routing scheme outperforms other previous works in several 
aspects in both multipath topology and COST239 topology. It can provide the highest 
throughput improvement with low complexity. It can reduce the completion time of 
data transfer up to 90% compared with the traditional routing with disjoint paths and 
up to 35% compared with the k-max disjoint routing. In addition, it can reduce the 
system overhead at the control plane up to 57% in the multipath topology and up to 
32% in the COST239 topology. However, we observe the performance degradation of 
our proposed routing algorithm in the extremely-high traffic load. This can be improved 
by adding mechanisms in order to identify the traffic with high load and avoid the 
shared bottleneck among those traffic flows. This is included in our future work. 

In addition to OpenFlow, other solutions of opening up the forwarding plane 
such as P4 [51] can also benefit from our proposed framework. Specifically, since port 
statistics and network topology are basic information generally provided by forwarding 
devices, the technique of using port statistics and choosing multiple paths proposed 
in this dissertation can be applied. 
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5.2 Cost Analysis of Using the Proposed Framework 
This section, we explain the cost of deploying our proposed framework in the 

real environment. The details of our cost are explained as follows. 
5.2.1 Cost of SDN Deployment 

 Currently the Internet architecture relies on the network routers. The routing 
schemes among Autonomous Systems (ASes) relied on static routing. Thus, if one wants 
to implement this framework over the traditional Internet, basically he/she needs to 
put OpenFlow switches between the data servers/clients and the gateway routers. 
Then, the VXLAN technology can be applied to each switch in order to create the 
VXLAN tunnels among the data servers/clients. These tunnels are managed and 
controlled as an overlay network by the proposed controller. 
 

5.2.2 Cost of Multipath Configuration at the Endpoint 
 In order to use the MPTCP protocol, we need to modify the Kernel of the 
operating system (OS) of all data servers including data clients. Although MPTCP is 
currently defined as a standard multipath transport protocol, most operating systems 
have not supported the protocol yet. There are only the Linux-based OSes [47] that 
can be manually installed by users. In addition, we need to add more network 
interfaces and manually configure them for supporting the network multihoming. 
 

5.2.3 Cost of Modifying the Network Component of Computing Software to 
Support Open vSwitch. 

 In case of cloud-based systems, we need to modify the network component 
of the computing software to support the Open vSwitch [52] that is mainly used for 
creating OpenFlow switches. 
 

5.2.4 Cost of Maintaining the OpenFlow Controller 
 In order to control the Big Data traffic, we need to set up a dedicated server or 
a cloud server in order to deploy the OpenFlow controller and our proposed modules. 
This induces additional cost of maintaining the server and the connections between 
OpenFlow controller and OpenFlow switches. 
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5.2.5 Cost of Measuring the Maximum Capacity of Links 
 In order to set up the threshold of evaluating the link quality, we need to 
collect the information about the maximum capacity of links first. In practice, the 
maximum capacity depends on the network policy among ASes. Thus, we need to 
manually measure the link capacity by using a network tool such as iPerf and NetFlow 
among data servers. 
 
5.3 Complexity Analysis of Our OpenFlow-Stats Routing 

This section, we explain the complexity of our proposed routing. According to 
the pseudocode as shown in Figure 22, the sub-tasks of our OpenFlow-Stats routing 
can be divided into two major cases. The first case is a sub-task for processing the first 
subflow. The second case is a sub-task for processing the next subflow. Figure 44 
illustrates the details of sub-tasks that h1(n), h2(n) are routing functions for the first 
subflow and the next subflow respectively. 

 

 
Figure  44 Complexity analysis of OpenFlow-Stats routing algorithm. 

 
According to our framework design in Section 3.4, the complexity of topology 

pruning is O(E) where E is the number of edges. The complexity of Dijkstra’s algorithm 
is O(E log (V)) [48] where E is the number of edges and V is the number of vertices. 
Then, the complexity of OpenFlow-Stats graph can be obtained as follows: 

 
Complexity of OpenFlow-Stats routing ∈ max(h1(n), h2(n)) 
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First Subflow (h1(n)) Next Subflow (h2(n)) 

h1(n) ∈ O(f1(n) + f2(n)) 
h1(n) ∈ O(E log (V) + E log (V)) 
h1(n) ∈ O(2E log (V)) 
h1(n) = O(E log (V)) 

h2(n) ∈ O(f3(n) + f4(n)) 
h2(n) ∈ O((O(E) + E log (V)) + (O(E) + E log (V))) 
h2(n) ∈ O(2O(E) + 2E log (V)) 
h2(n) = O(E log (V)) 

 
Thus, 

Complexity of OpenFlow-Stats routing ∈ max(O(E log (V)), O(E log (V))) 
Complexity of OpenFlow-Stats routing = O(E log (V)) 

 
5.4 Discussion on the Congestion Control Algorithms 

5.4.1 Impact on Using the Traditional Congestion Control Algorithm 
 According to the current speed of Internet links, the traditional congestion 
controls such as Reno are too slow to fill up the network links due to the Bandwidth-
Delay-Product (BDP) problem [53]. This induces high completion time of a Big Data 
transfer among data storage regions. In order to deal with the problem, most operating 
systems (OS) have already changed the default congestion control algorithm to CUBIC 
and CTCP [54]. This configuration also affects MPTCP because the path manager of 
MPTCP relied on the TCP congestion control. Thus, in order to avoid the BDP problem, 
we suggest to use the OS default congestion control algorithms in our framework. 
 

5.4.2 Impact on Using the Coupled Congestion Control Algorithm 
 In order to avoid the unfairness problem between MPTCP and regular TCP, the 
coupled congestion controls named Linked Increase Algorithm (LIA) [55] was proposed 
for MPTCP, in RFC 6356. The following three goals capture the desirable properties of 
a practical multipath congestion control algorithm: 

• Goal 1 (Improve Throughput) A multipath flow should perform at least as well 
as a single path flow would on the best of the paths available to it. 

• Goal 2 (Do no harm) A multipath flow should not take up more capacity from 
any of the resources shared by its different paths than if it were a single flow 
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using only one of these paths. This guarantees it will not unduly harm other 
flows. 

• Goal 3 (Balance congestion) A multipath flow should move as much traffic as 
possible off its most congested paths, subject to meeting the first two goals. 

 
In addition to LIA, there are also other coupled congestion control protocols 

recently proposed in the literature such as Opportunistic Linked Increase Algorithm 
(OLIA) [56], Delay-based Congestion Control for MPTCP (wVegas) [57] and Balanced 
Linked Adaptation Congestion Control Algorithm (BALIA) [58]. However, currently there 
is only LIA that is defined as a standard coupled congestion control protocol in RFC. 

In this dissertation, we also evaluated the performance between CUBIC and LIA 
in our framework. Figure 45 (a) and (b) show the results of using the regular congestion 
control named CUBIC and the coupled congestion control named LIA. As can be seen 
in Figure 45 (a) and (b), the experimental results of using LIA reveal the same trend as 
the results of using CUBIC. In addition, the performance of each routing scheme reveals 
the same trend as previously discussed in Section 4.2.1. Because, in this dissertation, 
we focused on providing a set of disjoint paths for serving a multipath transport 
protocol such as MPTCP. The disjoint consideration can benefit both regular congestion 
control and coupled congestion control. Thus, the coupled congestion control can 
work together with our framework. 
 

  
(a) (b) 

Figure  45 Experimental Results of using (a) CUBIC protocol and (b) LIA protocol. 
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5.5 Discussion on the Real-World Scenario Using OF@TEIN+ Testbed 
5.5.1 Experimental Setup 

In order to evaluate the proposed framework over the real environment, we 
setup a multipath topology as an overlay network over the Open/Federated 
Playground for Future Networks (OF@TEIN+) [59], an SDN-Cloud R&D collaboration 
among TEIN partners. Figure 46 illustrates our multipath topology which consists of 
four nodes: Gwangju Institute of Science and Technology (GIST) in South Korea, Hanoi 
University of Science & Technology (HUST) in Vietnam, Chulalongkorn University (CU) 
in Thailand, National Cheng Kung University (NCKU) in Taiwan. According to the 
architecture of OF@TEIN+ that relied on the OpenStack platform [60] and OpenFlow 
networking, we used the Open vSwitch software [52] for installing OpenFlow switches 
on the selected sites. In order to create a set of overlay links, the VXLAN tunnels were 
applied on each node. GIST and HUST sites were set as a source and a destination 
respectively. 

As can be seen in Figure 46, our overlay network consists of one shortest path 
and two alternative paths between GIST site and HUST site. In our overlay network, 
the shortest path has only one-hop distance. The first alternative path has a two-hop 
distance (GIST→CU→HUST). The second alternative path has a two-hop distance 
(GIST→NCKU→HUST). In order to create a Big Data flow, we created a virtual machine 
that represents a data server running on GIST site and another virtual machine that 
represents a data client running on HUST site. In this experiment, the data server 
transferred a batch of data with 500MB to the data client. For MPTCP implementation, 
we created two network interfaces and installed the MPTCP v0.93 [47] on both virtual 
machines. All MPTCP parameters were set according to the default setting. Unless 
stated otherwise, our parameter settings are shown in Table 11. 
 

Table  11 Experimental parameter settings. 

Controller Parameters 
 Maximum number of subflows per connection 2 

 Interval of port-stats polling 1 s. 
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 Threshold of link pruning 80% of link capacity 

Simulation Parameters 
 Number of connections 1 connection 

 File size 500MB 

 Number of runs 5 
 

In order to control the multipath topology, we create a virtual machine for 
deploying our SDN controller at the GIST site. For performance comparison, we 
implemented two routing schemes: the traditional routing and our OpenFlow-Stats 
routing. 
 

         
Figure  46 Experimental topology over OF@TEIN+ testbed. 

 
As can be seen in Figure 46, the path characteristics can be varied by the real-

world background traffic. Figure 47 illustrates the available bandwidth that was 
measured about 1,200 seconds. According to heterogeneous traffic and the network 
policies of the Internet, each path suffers a high variation including the bandwidth 
shaping. The average bandwidth of the shortest path, the first alternative path, and 
the second alternative path are about 36, 19, and 14 Mbps respectively. Figure 48 
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illustrates the results of path latency measurement of the shortest path, the first 
alternative path, and the second alternative path respectively. The average of path 
latency of the shortest path, the first alternative path, and the second alternative path 
are about 67, 321, and 524 milliseconds respectively. 
 

 
Figure  47 Available bandwidth measurement between GIST-South Korea and 

HUST-Vietnam. 
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GIST→NCKU→HUST 

 
 

Figure  48 Path latency measurement of the shortest path, alternative path 1, 
and alternative path 2 respectively. 

5.5.2 Results of Deploying the Proposed Framework 
Figure 49 (a) and (b) show the results of throughput performance of Big Data 

transfer from OF@TEIN+ testbed. As can be seen in Figure 49 (a), our OpenFlow-Stats 
routing scheme significantly outperforms the traditional routing scheme. Our routing 
scheme can reduce the completion time by about 26%. 

In order to validate the experimental results over the real environment, we 
also repeated the experiment on the Mininet emulator. We created the same topology 
and also configured the path characteristics by using the average values of bandwidth 
and path latency that were estimated from the previous section. Figure 49 (b) shows 
the results of the throughput performance of a Big Data transfer from Mininet. As can 
be seen in Figure 49 (b), the throughput results reveal the same trend as previously 
discussed in Figure 49 (a). Our routing scheme can reduce the completion time by 
about 32%. 

In conclusion, as can be seen and discussed above, our proposed framework 
can be deployed on the Internet environment and also provides the improvement of 
a Big Data transfer with the same trend as done in Mininet. 
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OF@TEIN+ 
Testbed 

 
(a) 

Mininet 
Emulator 

 
(b) 

Figure  49 Comparison of experimental results between OF@TEIN+ testbed and 
Mininet emulator (File Size = 500MB). 

 
5.6 Discussions on Limitations and Future Works 
 Despite several benefits, there are limitations that should be mentioned. 
 Our proposed framework can provide the highest throughput performance 
compared with other routing schemes. However, in the condition of extremely heavy 
traffic load, our OpenFlow-Stats routing induce higher completion time compared with 
the k-max disjoint routing. This is because all links are fully utilized above the 
threshold. All links are completely removed from our OpenFlow-Stats graph. Such a 
situation, the performance of our routing scheme is nearly the same as the traditional 
routing with disjoint paths. We believe that the adoption of adaptive threshold that 
need to be investigate for algorithm improvement. 
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 The practicality is a main issue that is taken into consideration for developing 
our multipath transmission framework. Although, the proposed framework was 
evaluated by the real controller platform with the emulated OpenFlow-enabled 
switches, the actual distributed storage environment needs to be investigated. 
 Although, our framework is designed to support batch data only, we believe 
that using QUIC-based multipath transfer protocols such as MPQUIC and MFQUIC can 
be investigated for supporting other data types. 
 
5.7 Concluding Remark 
 We induce a new data-transfer solution using MPTCP and SDN in order to 
improve the performance of Big Data transfer application. Our proposed framework 
can be used as a guideline to modify the networking component in a distributed data 
storage system. We believe that this dissertation can be the beginning of Big Data 
transfer for further study of Big Data analytic system and more complex data types. 
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APPENDIX A  
Technical Details of Our Proposed Framework Being Applied to An Overlay 

Network 
 This section, we demonstrate the adoption of our proposed framework over 
the traditional Internet architecture. If one wants to implement this framework over 
the traditional Internet, basically he just needs to put OpenFlow switches between 
the data servers/clients and the gateway routers. Then, the VXLAN technology can be 
applied to each switch in order to create the VXLAN tunnels among the data 
servers/clients. These tunnels are managed and controlled as an overlay network by 
the controller. With this configuration, our framework can be deployed in practice. 
There is no need to replace all routers with SDN switches. Figure 50 show our proposed 
framework being applied to an overlay network. 
 

 
 

Figure  50 An example of our proposed framework being applied to an overlay 
network. 
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Figure 51 show examples of forwarding rules of OpenFlow-enabled switches 
that are in different regions. As can be seen in Figure 51, We can create simple 
forwarding rules with the lowest priority for handling other traffic flows (See Switch A). 
For the multipath decision, we can create complex forwarding rules with higher priority 
to manage your Big Data traffic flows (See Switch A and Switch B). 
 

 
 
 
 

 
 

Figure  51 Examples of forwarding rules in the overlay-network environment. 
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