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CHAPTER I

INTRODUCTION

1.1 lntroduction

The world wide web has rapidly become one of the most popular
Internet services.  The popularity of the web has resulted in a
corresponding popularity for HTTP, the standard Hyper-Text Transport
Protocol. HTTP i1s layered over TCP. Therefore, the efficiencies of
clients, workstations, or servers, causes the high demands of network
usages. Thus, the traffic over the network is increased. Consequently,
the data transfer rate is reduced, or we can say that the delay time is
increased.

From [6] research, the sizes of servers and client affect the delay
time in TCP/IP network and [5] has developed a simple analytic model
for HT'TP performance over different networks and transport protocols
From these experiments, our research will consider in the performance of
a client and a server relates to the speed of a processor, size of memory,
size of the web page, and the ratio of text and graphics on the web page.
The expected result 1s the model that can predict the delay time caused by
retrieving a web page.

1.2 Objectives

1. Analyze and classify types of web pages (Text and graphics).

2. Analyze the pattern of the relation between delay time and type
of web pages accessed.

3. Analysis the pattern of relationships among types of servers and
types of web nages that could minimize the delay time.

1.3 Scope of Thesis

e Applications and implementation methods classify the web
pages. |

e Only the HTTP over TCP is used in our closed network system.

e There is only one client that is allowed to retrieve a web page at
a time from a server.

e There is no congestion occurs in our system.

¢ The network consists of one hub.

¢ The delay time is measured in the millisecond unit.



The delay time prediction model will be tested by using
different data sets.

1.4 Methodology

1.

Study in networking areas, such as
* Network topology

e Network protocol

¢ (able installation

2. Study Multiple Regression and Correlation, :

3. Survey web sites and create web pages that are fixed sizes,
4. Write Java Script program used to measure the delay time,
5. Set up an Intranet system with tested plans,

0.
7
8
9.
1

Implement all web pages with Java scripts embedded,

. Collect data from the experiment based on the tested plans,
. Analyze the obtained delay time to build the regression model,

Collect data for testing model,

0.Test the result model and make conclusions.

1.5 Contribution

The multiple regression model indicates the relations among the
delay time and considered factors over the HTTP environment. This
indication leads to the improvement of performance of an Intranet system.
Additionally, the model can be used for obtaining the web page design
condition that supports the small delay time with satisfaction of users.
Moreover, the suitable client and server specifications can be drawn out
to obtain the fast retrieval Intranet system.



CHAPTER II

LITERATURE REVIEW

This chapter describes several researches that related to the
performance measurement in the closed Local Area Network (LAN)
under several factors. These factors normally affect to the performance
of any network application, especially LAN.

In 1990s, There were several studies about Ethernet LAN and its
performance factors that affect the sending and receiving of data. Factors
in [1] that were taken in the consideration are message length, message
arrival rate, and transmission mode. The results can be applied to the
design of communications architectures and protocols.

[2] analyses Ethernet traffic under the changes of buffer size, CPU
power, and available memory space. The results show that a higher speed
of CPU 1s required to reduce the transferring period.

In [3] there was more concerned with the performance evaluation
of ftransport protocol that actually depends on protocol layering,
processing overhead, operating system support, and architectural
constraints. Its experiment compared the performance derived from
different transport protocol, i.e. TCP and UDP, SPP and IDP, over an
 Ethernet LAN.- In addition, it also described the method to measure the
performance of network. However [3] does not consider the performance
of HTTP that is a popular protocol for retrieving and linking data sources
over a network. From [4] this research showed that the relationship
between files sizes, network topology, protocol, and the network traffic.
It led us to consider on the recent distribution of file sizes Wthh too large
for the past.

- In [5] it has developed a simple analytic model for HTTP
performance over different networks and transport protocols. This model
is used to evaluate network overhead carrying HTTP traffic across a
variety of network characteristics. An analysis of the transient effects of
TCP slow-start had been presented. The accuracy of the model is within
- 5% of measured performance for wide-area networks. The model had
shown that the connection setup costs are relatively ummportance for
current modem, ISDN, and LAN users.

In [6] it had performed the experiment on the Ethernet-based
personal computer systems in real time applications such as
teleconferencing, computer telephony, multimedia broadcasting, real-time
control of distributed systems, and distributed simulations. The results



show that there are some differences between the delay time of the frame
transfer for different frame sizes. Additionally, the capabilities of each
operating system, Microsoft Windows NT 4.0, Linux 2.1, Microsoft
Windows 95, and MsDos, including various types of network cards, can
be counted as factors that affect to the frame transfer system.

In [7], It has presented a new load-measurement-based ER
(explicit-rate) calculation algorithm (Load Based Explicit Rate Control,
or LBEPC) for an explicit-rate mode ABR(Available Bit Rate) service in
Asynchronous Transfer Mode( ATM) Networks.  This algorithm
performs very effectively with TCP/IP traffic over ATM. The simulation
to evaluate this algorithm is considered on World Wide Web traffic and a
client-server model. The client-server model that is used in [14] consists
of a web client, a web server, and a Finite Source Function (FSF) to
represent the characteristics of users. The results had shown that the
algorithm of ABR 1is more efficient than the UBR because the loss packet
in ABR is small. _

In [8], It provided the evidence that the delay time of CGI
(Common Gateway Interface) requests follows a Pareto distribution wit
infinite mean and infinite variance. Moreover it had proved that the
traffic to a web server as seen by the server itself and as seen by a proxy
server was similar. _

From [3] [5] [6] these works proposed the better Internet services
and the better services management to support the several of Internet
usage. However, they focused on the non-physical effects to the delay
time but lacked other [3][5]. In [6] focused on the physical effects to the
delay time but lacked other. So we try to study on the physical and non-
physical effects to approach the same goal and apply the advantage to an
Intranet.

If we consider network, they will be contained with a server, a
client and a hub. Therefore in order to increase the performance of the
available Intranet under configure of client, files, and applications. This
research is focused on many factors that might affect to this performance
so that the delay of the transmission time s minimized.



CHAPTER III

METHODOLOGY

This chapter will explain details of the data source and collection
techniques, and the analytical procedures. '

3.1 System Environment

The simulation system consists of a web server, a client, and a
connection hub as shown in Figure 3.1. The specification of the web
server 1s Pentium Pro 233 MHz, RAM size is 64 MB, network interface
card is 10/100 MBPS, and operating system 1s Microsoft Windows NT
4.0. This experiment will vary configurations of the client so that the
differences of the delay time will be shown. The standard system for the
client is that the speed for its network interface card is 10/100 MBPS, and
the operating system is Microsoft Windows 98. The other specifications
of the client are as follows. '

e CPU type: Pentium II at 350MHz, Pentium II at 400MHz,
Pentrum III at 733MHz,

® RAM size: 32 MB and 64 MB.

T‘_‘- P
Q‘C\\ =

Hub

Cliert

Figur'e 3.1: The measurement configuration




There are 3 sizes of the web pages:-50 KB, 100 KB, and 200 XB.
Table 3.1: shows the file sizes that- are used in the experiment,
measurement unit is Byte. Additionally each type will be separated to be
4 subtypes of the web pages based on the ratio of text and graphics on the
web page, as shown in Table 3.1.

Table 3.1: The real file sizes that are used in our experiment

Type of web page
Web page | Text Text75% | Text50% @ Text25% | Picture
size 100% and and and “100%
Picture | Picture | Picture |

25% 50% 75% :
S0K 51,940 52,051 52,190 52,197 53,625
100K 102,916 | 102,162 | 103290 | 105217 102,177
200K 204,803 | 204591 | 205,142 | 205,047 | 207167
(unit: Bytes)

In order to determine the ability of famous web browsers, this
research chooses the two most common license-paid browsers —Microsoft
Internet Explorer 5.0 and Netscape Navigator 4.7, and a free popular
browser —Opera 5.0.

3.2 Measurement Parameters

In this research, the environment of an Intranet is simulated in the
computer laboratory. This is because we would like to have a close
consideration of factors that affect to the delay time over the HTTP
environment. These factors are size of the web page, types of processors,
types of Browsers, size of memory, and ratio between the text and
graphics i the page.

3.3 File sizes and type of web page

Currently, World Wide Web has rapidly become one of the most
popular Internet services: Many web sites have emerged such as
computer equipment and applications, entertainment (music, games,
movies, etc.), social service information, business organization
information, and others. This research will classify these web sites into.5
categories: education, news, entertainment, business, and search engine.

From [5], sizes of web pages are separated into 50KB, 100KB, and
200KB. However, there are some other factors that should be taken in the
consideration of the delay time of browsing a web page. In order to

confirm the web pages existing in the real world, 470 web sites had been

randomly selected and saved into a local hard disk. These web sites are



classified to be 5 classes of the web applications: web for education
(series-1), web for news (series-2), web for business (series-3), web for
entertainment (series-4), and web for search engine (series-5). The
distribution of each class is presented in Figure 3.2.

- 200000 - - e
175000 - — -
150000 -
125000
100000
75000 -
50000 —
25000 -
0 -

1 Education

: News

File size

[l Business

[] Entertrainment

Search engine
Classes of the web application -

Figure 3.2: The web size distributions

According to the graph, it shows that there is some different among

- each type of web. Therefore the Analysis of Variance (ANOVA) under

the Completed Randomize Design (CRD) is performed. However, the
homogeneity of variance testing to confirm the variances among groups
of webs are not significant different must be computed using the
significant level equal to 0.05. The result of this test is that the variance
of each group 1s significant difference (p < 0.05 = «, a is the significant
level). Thus, the ANOVA testing based parametric testing of CRD

cannot be calcuiated.

As the result of significant different of variance among groups of
web sites, the non-parametric test for determining the significant of
means among web sites is performed using Kruskal-Wallis method. The
result of the analysis can be concluded as follows.

The mean of sizes of web pages for education is significant
different from the means of the sizes of web pages for news,
entertainment, and search engine (p < 0.05 = o). The mean of sizes of
web pages for news is significant different from the means of sizes of
web pages for business, entertainment, and search engine (p < 0.05 = ).

According to the observation of the researcher, there are some
differences between quantity of text and graphics presented on the web



According to the observation of the researcher, there are some
differences between quantity of text and graphics presented on the web
page. This ratio of the text and graphics may effect to the browser's
loaded time. Therefore, the types of the web page will be grouped based
on the ratio of the text and graphic on the web page. These groups are
full text web page, text 75% and graphic 25%, text 50% and graphic 50%,
text 50% and graphic 75%, and pure graphic web page.

3.4 Time-capturing program [9]

There are many kinds of browsers available for users on Internet.
Some browsers are free such as Internet Explorer or Opera, but browsers
have the license fees such as Netscape Navigator. These browsers
normally have the same standard of retrieval method that is browsing the
web page or connecting to a web site using a URL name. Once the URL
1s typed, the connection process using the HTTP starts. At the
destination, web server, the requested will be interpreted to find- the
certain page that the user would like to retrieve. Then, that page will be
sent as encapsulated bytes of information over the network back to the
requested location, client. After the browser at the client receives the
encapsulated information, these bytes of information will be de-
encapsulated and presented to the user. In this research, the delay time
interval is measured from the time starts the request until the full page is
presented. Figure 3.3 shows the diagram of time measurement process.
And Figure 3.4 shows the time measurement process.

HTTP
“lient Sarver

B complcte
a Inaded

Figure 3.3: Time measurement process indicated by HTTP

timing diagram [5]




Time start

Send request ——— Feceive request

- — -

Send the requested data

e
Client i
packets back to proper client Server

f 1

Time stop

Figure 3.4: Time measurement process

In the time-captured program, implemented using the Java Scripts,
will consist of two sub-programs. The first sub-program, Start-time is
responsible for locating the web page. The screen presents the menu that
lists various kinds of web pages as we separated in the previous section.
This screen is called "HTML-files menu", Figure 3.5. To retrieve a web
in the list, the user just presses mouse on the file name that is the link to
the web server.

2 Untitled

Document - Mictosoft _nl&met Expl

D 3] Ao Tl o | B 5

| hiip//1612

Menu

LText 100% and Picture 0%

2. Text 75% and Picture 25%

1 3.Text S0% and Picture 50%

4,9Text 25% and Picture 75%

9.0 Text 0% and Picture 100%

;| ]

T et

S R T

Figure 3.5: Menu web page
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. _The second sub-program, Stop-time, is responsible for creating the
finishing retrieving time for each web page. Figure 3.6 shows that the
delay time of the web page is 330 millisecond.

baqed on perconalnetworks The Internet aloo confennca Idrge number of loc ai area r;ef-f«nrl's LLamJ _4:]
that are based on personanetworks, The Intermnet also containsa large number of local ares networks
{Lans) that are hased on personacompuers and Ethernet.Real-Time systerns designed for the Internet
must consider the impact of this tecnology, The designers of these systemns have a nurber of
camputer and network configuration options available and are faced with the proble, of choosing the
appropriate one.Since it is difficult to find performance

e

Figure 3.6: Show the delay time of the web page
3.5 Data Collection Method

In the topic, we present method that is applied for this experiment
to collect data. The Intranet was simulated in a closed computer
laboratory in order to protect the external interference to the delay time.
In this research we install the web server at URL name
http://161.200.126.107/asupasit/50k/MENU.html which stores various
page sizes of web as required in our experiment. The screen of this URL
is presented n Figure 3.5.

The experiment has performed as a repeated experiment, with 2700
data values of delay times are measured. For collecting the right time
values, each time the retrieval process was completed, the history of
visited web page and all files in the temporary Internet files folder such as
cookies of IE must be deleted. This is because the history of each
browser recorded URL names of web sites and the temporary Internet
files collected web pages of web sites. So without deleting these files, the
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second round of retrieval the web page will reduce the delay fime.
Therefore, in order to obtain the right delay time without effects from the
historical records, these files must be deleted.

Not only deleted the historical files, the client system must be
restarted to clear the cache. Thus, the effects from the buffer usage will
be eliminated. Each of time measurement mn this experiment spends time
about 8§ minutes.

3.6 Data Analysis

3.6.1 Factorial Experimental Design [10]

In this research we defined many variable as factors that control the
measurement of delay times. These factors are influencer of the delay
time value since one parameter has been changed, for example the web
size, the delay time will be increased or decreased according to the size of
the web. To test the influencing from these factors, the ANOVA based
on the Factorial Experimental Design is calculated under the significant
level 0.05, or 95% confident interval. This analysis indicates factors that
are the real influencers of the delay time, both for main effects and
interaction among factors.

The treatment design used to address the research hypothesis can
be placed in any compatible experiment design. In our work, all
treatments are complete block design. Analysis of variance for the
factorial experiments in Complete Block Design presents the linearly
relation between factors and dependent variable in the 95% significant.
Moreover, it shows effects cause by any combination of factors. For
example, the linear model for a two-factor factorial, factor A with a levels
and factor B with b levels which combination between them also affects
the dependent variable in a Randomized Complete Block Design with r
blocks is,

YVimo =H+T, +B; + ¥4 +6p +0, + (TIB)/j + (W)ik \? (}’¢)im + (7‘7)/'"
+ (/B}/)ik + (ﬂ¢)jm & (ﬂo-)jn + (}/¢)km * (70_)/(/7 i (¢O-)m/7 + (T;B}/)ijk i (T:B¢}/jm
+ (TIBJ )[;'n + (77 ¢)//<m + (Wa)ikn + (T¢O' )imn + (ﬁ7¢)jkm + (1870') ko T (ﬂ(zﬁo‘ ) imn
+ (7¢0 _)kmn + (Tﬁ?’ ¢)/jkm + (7137 o )g-kn + (Tﬂ¢f7 )ﬁmn + (TV¢U )ikmn + (/87’4250’ )jkmn
+ (T,B7¢0 )ijkmn + € jm
Where
Y wmo the observation value under size of the web page level/,

types of processors level j, types of Browsers level &, size

of memory level m, ratio between the text and graphics in
the page level n, and the observation value p when
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=1,2,...a, j=12,.b, k=12,..c, m=1,2,..d, n=1,2,...¢,
o=12 .1

u 1s the general mean of population.

7, 1s the ftreatment effect of size of the web page level 7

byza: 7, =0.

g; 1s /zlze treatment effect of types of processors level j
byi p;=0.

Ve 1S jghe treatment effect of types of browsers level &
byki_ly ¢ =0 .

$,, 18 ihe treatment effect of size of memory level m
byé% £0,

1s the treatment effect of ratio between the text and graphics

m the page level nbyi o, =&,

n=1

(z8), is the treatment effect of interaction of size of the web page

a b
level / and Types of processors level j by > > (), =0.

i=1 j=1

(zy), is the treatment effect of interaction of size of the web page

level 7 and types of browsers level & by ZZ(W)k =0.

i=1 k=1
(r4),, is the treatment effect of interaction of size of the web page

level / and size of memory level m by Za:i(wﬁ)im =0

i=l m=1

(r0),, is the treatment effect of interaction of size of the web page -
level / and ratio between the text and graphics in the page
level » by ii(ra)m =

i=1 n=l

(Br), is the treatment effect of interaction of types of processors

level j and types of browsers level & by ii(ﬁy)jk =0,

Jj=1 k=l ’

(Bg),, is the treatment effect of interaction of types of processors

level ; and size of memory level m by ii(ﬂqﬁ) m = 0.

Jj=1 m=)



(Bo), 1s the treatment effect of interaction of types of processors
Ievel j and ratio between the text and graphics in the page

b e
level n by > > (fo),, =0.

j=1 n=1
(7)., is the treatment effect of interaction of types of browsers

c d
level & and size of memory level mby > > (), = 0.

k=1 m=1
(o), is the treatment effect of interaction of types of browsers

level ¥ and ratio between the text and graphics in the page

level n by ii(ya),m = {14

k=1 n=1
(po), . is the treatment effect of interaction of size of memory level
m and ratio between the text and graphics in the page level

n by ii( ol =0,

m=1 n=1

(¢8y ) is the treatment effect of interaction of size of the web page
level 7, types of processors level j, and types of browsers

a b ¢
level £ by 357 (687 ) -
i=1 j=1 k=1 .
(T,B¢),jm 1s the treatment effect of interaction of size of the web page

level /7, types of processors level j, and size of memory

a b d
level mby > > (284),, =0.
i=1 j m=1

(z80);, 1s the treatment effect of interaction of size of the web page
level 7 types of processors level j, and ratio between the
a b e
text and graphics in the page level n by > >3 (85),, = 0.
i=1 j=1 n=1
(cy¢), is the treatment effect of interaction of size of the web page
level /7, types of browsers level %, and size of memory level

m by ii i(r;«ﬁ),km =0.

/=1 k=1 m=1
(7o), is the treatment effect of interaction of size of the web page

level /, types of browsers level k, and ratio between the text
and graphics in the page level n by > i i (zy0),, =0.

. i=1 k=1 n=1
(tpo),,, is the treatment effect of interaction of size of the web page

level 7, size of memory level m, and ratio between the text
b d e
and graphics in the page level n by > > > (r40),,, = 0.

i=1 m=1n=1
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(B79) um 1s the treatment effect of interaction of types of processors
level j types of browsers level k, and size of memory level

-MWZZZMMM—O

7=1 k=1 m=1
(Bro) 4, is the treatment effect of interaction of types of processors

level j, types of browsers level k, and ratio between the text
b ¢ e
and graphics in the page level n by > > > (By0),, =0.
J=1 k=1 p=1
(Boo), e 15 the treatment effect of mteraction of types of processors

level j, size of memory level m, and ratio between the text

b d e
and graphics in the page level » by > > > (8¢s),,, =0

J=1 m=%n=1
(¢0 ), 1s the treatment effect of interaction of types of browsers
level k, size of memory level m and ratio between the text
and graphics i the page level » by Z ZZ(WG)/W =

k=1 m=1n=1

(#879) 4 is the treatment effect of interaction of size of the web -
page level 7, types of processors level j, types of browsers
level k, and size of memory level m by
a b c

35S () = 0.

i=1 j=1 k=1 m=1

(tByo ), 1s the treatment effect of interaction of size of the web
page level /, types of processors level j, types of browsers
level %, and ratio between the text and graphics in the page
level n by ZZZZ(@B}@)W =0.

i=1 j=1 k=1 n=1

(t6$0 )m, 1s the treatment effect of interaction of size of the web
page level 7, types of processors level j, size of memory
level m, and ratio between the text and graphics in the page

level n by Z Z Z Z (Tﬂ¢cr)”mn = 0

i=l j=1 m=1ln=1
(c7¢0 )4 is the treatment effect of mteraction of size of the web

page level /7, types of browsers level £, size of memory level
m and ratio between the text and graphlcs in the page level

n by ZZZZ(TWU)I/W =

i=1 k=1 m=1 n=1

(B$0) ymn 18 the treatment effect of interaction of types of
processors level j, types of browsers level &, size of
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memory level m-and ratio between the text and graphics in

b ¢ d e
the page level n by >3 S 3 (8160) 4y = O
F=1 k=1 m=1p=1
Brpo)., 1S the treatment effect of interaction of size of the web
(B9 )
page level /7, types of processors level j, types of browsers

level i, size of memory level m and ratio between the text
and graphics in the page level 7

by, i > i S (eBr$0)ym =0

i=l j=l k=l m=1 n=1
€ umo 15 the experimental error with normal distribution.

The block effect p, represents the average deviation of the units in
block k£ from general mean.

3.6.2 Multiple Regression and Correlation [10]

The Bivariate Correlations procedure computes Pearson’s
correlation coefficient with their significance levels.

4 _Z/J.Z] 1(0” & )

Ej
Where
x*call Pearson Chi — Square,

o, are data frequency in cell (7, j),
E;are data frequence experted in cell (7, j)if variable jand jare

indepen)c(ien)t,
0Xe,
Elj E,-j = ——n—j

f=12..r,j=12,..c
r 1s the frequency in rows; ¢ are frequency in columns; nare
number of data =>7, => ¢, |

Correlation coefficient measures how variables are related. Before
calculating a correlation coefficient, outliners must have been removed.
Pearson’s correlation coefficient is a measure of linear association only.
Two variables can be perfectly related (Pearson-r > 1), but if the
relationship is not linear, Pearson’s correlation coefficient is not an
appropriate statistic for measuring their association. Therefore, the
scatter plot of two variables should be plotted before calculating the
Pearson correlation coefficient to ensure the relation model between two
variables.

For quantitative correlation coefficients with normally distributed
variables, the Pearson correlation coefficient is suitable. Correlation
coefficients range in value from -1 (a perfect negative relationship) and
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+1 (a perfect positive relationship). A value of 0 indicates no linear
relationship. Figure 3.9 is the scatter plots that show relation between two

variables, (x, y), based on Pearson-r value.
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Figure 3.7: Value of r and their implications

3.6.3 Curve estimate [11]

The method choose data graphically to determine how the
independent and dependent variables are related (linearly, quadratic, etc.).
The residuals of a good model should be randomly distributed and
normal. If a linear model is used, the following assumptions should be
met. For each value of the independent variable, the distribution of the
dependent variable must be normal. The variance of the distribution of
the dependent variable should be constant for all values of the
independent variable. The relationship between the dependent variable
and the independent variable should be linear, and all observations should
be independent.

Choose one or more curve estimation regression models. To
determine which model to use, plot data. If variables appear to be related
linearly, use a simple linear regression model. When variables are not
linearly related, the transforming data is the useful step. The following
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models are available in the Curve Estimation procedure: linear,
logarithmic, inverse, quadratic, - cubic, power, compound, S-curve,
logistic, growth, and exponential.  If the data set does not exactly
represent which model is suitable. More curve estimation with several
models will help us to make a decision in which model is the most
approachable.

3.6.4 Multiple regression [10],[11]

The multiple regression model 1s of the form

Y =Po + BiXy + BoXy + B3Xs + BaXy + PesXs +ﬁe(x1 XX2)+ﬂ7(X1 XX3)

+,58(X1 X X4)+,B9(X1 % X5)+/310(X2 % X3>+,B11(X2 % X4)+:B12(X2 XXS)

+ﬂ13(X3 XX4)+,B14(X3 ><Xs)‘h&sb@ XX5)+ﬁ16(X1 X X, XX3)+,B17(X1 X Xy X X4)
+ﬁ18(X1 X X, XX5)+/619(X1 X X3 XX4)+ﬁzo(X1 X X3 xX5)+,B21(X1 X X4 XXS)

b 1B, (X X Xy X X )+ B (X X Xy X X5 X X )+ Ba (X, X Xy X Xy x X))+ ...+
Jr,5/()(2 X X3 XXy XX5)+/B/+1(X1 X Xy X X3 X X4 XXS)

Where

y 1is the response variable,

B, By,--.. B, are parameters with unknown values,

XorXq,...1 X,are  information-contributing variables that are
measured without error,

£1s a random error component.

Since 3,, By, ..., B, and x,, X,,..., X, are nonrandom

For each value of the independent variable, the distribution of the
dependent variable must be normal. The variance of the distribution of
the dependent variable should be constant for all values of the
independent variable. The relationship between the dependent variable
and each independent variable should be linear, and all observations
should be independent.

Let's- R-square be the coefficient of determination. This value
indicates correctness of the regression hinear model derived from the raw
data. For example, if R-square = 0.987 means the correctness of
prediction the value of dependent variable when all independents are
defined will be 98.7%.

R? = ﬁ
SS5T
SST = S5R + SSE
Where
SSR 1s Regression Sum Square
SST 1s Total Sum Square or Total Sum Square
SSE 1s Residual Sum Square or Error Sum Square (SSE)
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In the case that there are some independent variables related to
each other appeared in the regression model, the adjusted R-Square will
be used to predict the correctness of the model. The adjusted R-Square
obtained from adjusting the degrees of freedom of the model analysis.

[555_1 -

F

Adjusted R* =1 - “DEJ =1+ DFT' (R —1)
SST xDF.| r | '

Where
DFris Degree of Freedom of Total Sum Square,
DFy is Degree of Freedom of Error Sum Square.

3.6.5 Linear  Regression Variable Selection
Methods|[11]

The two methods of linear regression, stepwise method and enter
method, are used in our regression analysis. The major method in this
research, stepwise linear regression, is used to evaluate the most effective
model whereas enter linear regression 18 used to verify the result model
with the new data set.

Stepwise linear regression method is a method that chooses
independent variables in the model from consideration of the partial
correlation that derived within the processes. This method will eliminate
the interference of the selected variables before choosing the new
independent variable into the regression model.

3.6.6 Nonlinear regression[11]

Nonlinear regression is a method of finding a nonlinear model of
the relationship between the dependent variable and a set of independent
variables. However, the researcher must have an idea for the nonlinear
form before transforming the original data to fit the model. Unlike
traditional linear regression, which is restricted to estimating linear
models, nonlinear regression can estimate models with arbitrary
relationships between independent and dependent variables. This is
accomplished using iterative estimation algorithms. Note that this
procedure i1s not necessary for simple polynomial models of the form
Y=A+BX?. By defining W=X* we get a simple linear model,
Y = 4+ BW , which can be estxmated using traditional methods such as the
Linear Regressmn procedure.

In term of nonlinear regression hypothesm results are valid only if
a function that accurately describes the relationship between dependent
and independent variables has been specified. Additionally, the choice of
good starting values is very important. Even if the correct functional form
- of the model has been specified, the poor starting values usage might
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causes model fail to converge or get a locally optimal solution rather than
one that is globally optimal:

In term of data, the dependent and independent variables should be
quantitative. Categorical variables such as religion, major, or region of
residence need to be transform to blnary (dummy) variables or other types
of contrast variables.

Many models that appear nonlinear at first can be transformed to a
linear model by transforming the original data set to be new data set.
These transformed data can be analyzed using the Linear Regression
procedure.



CHAPTER 1V

RESULTS

This chapter described results of our experiment, an obtained
general model to forecast the delay time under all expected independent
variables, and testing result using the derived model with testing data set.

4.1 ANOVA of Factorial Experimental Design

The hypothesis to test the main effects from all factors i our
experiment is to perform the ANOVA with significant level equal 0.05.
Our factors are size of the web page, types of Browsers, size of memory,
types of processors, and ratio between the text and graphics in the page.
Therefore, our hypothesises are listed below.

The hypothesises of the analysis are

Ho;:
Hoa:
Hos:
Hoa:
Hos:

Mean values of the delay times obtained from different size
of the web page are not significant different

Mean values of the delay times obtained from different types
of Browsers are not significant different

Mean values of the delay times obtained from different size
of memory are not significant different

Mean values of the delay times obtained from different types
of processors are not significant different

Mean values of the delay times obtained from different ratio
between the text and graphics in the page are not significant
different

Mean values of the delay times obtamed from different size
of the web page and types of Browsers are not significant
different

Mean values of the delay times obtamed from different size
of the web page and size of memory are not significant
different

Mean values of the delay times obtamed from different size
of the web page and types of processors are not __signiﬁcant
different

Mean values of the delay times obtained from different size
of the web page and ratio between the text and graphics in
the page are not significant different
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Hoo:
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o Mean values of the delay times obtained from different types

of Browsers and size of memory are not significant different

. Mean values of the delay times obtained from different types

of Browsers and types of processors are not significant
different

. Mean values of the delay tlmes obtained from different types

of Browsers and ratio between the text and graphics in the
page are not significant different

- Mean values of the delay times obtained from different size

of memory and types of processors are not significant
different

. Mean values of the delay times obtained from different size

of memory and ratio between the text and graphics in the
page are not significant different

: Mean values of the delay times obtained from d1fferent types

of processors and web types are not significant different

. Mean values of the delay times obtained from different size

of the web page, types of Browsers, and size of memory are
not significant different

. Mean values of the delay times obtained from different size

of the web page, types of Browsers, and types of processors
are not significant different

Mean values of the delay times obtained from different size
of the web page, types of Browsers, and ratio between the
text and graphics in the page are not significant different
Mean values of the delay times obtained from different size
of the web page, size of memory, and types of processors are
not significant different

: Mean values of the delay times obtained from different size

of the web page, size of memory, and ratio between the text
and graphics in the page are not significant different

. Mean values of the delay times obtained from different size

of the web page, types of processors, and ratio between.the
text and graphics in the page are not significant different

: Mean values of the delay times obtained from different types

of Browsers, size of memory, and types of processors are not
significant different

: Mean values of the delay times obtained from dlfferent types

of Browsers, size of memory, and ratio between the text and
graphics in the page are not significant different

- Mean values of the delay times obtained from different types

of Browsers, types of processors, and ratio between the text
and graphics in the page are not significant different
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Hops: Mean values of the delay times obtained from different -.size
of memory, types of processors, and ratio between the text
and graphics in the page are not significant different

Hyys: Mean values of the delay times obtained from different size

of the web page, types of Browsers, size of memory, and
© types of processors are not significant different

Hyy7. Mean values of the delay times obtained from different size
of the web page, types of Browsers, and size of memory and
ratio between the text and graphics in the page are not
significant different '

Hps: Mean values of the delay times obtained from different size
of the web page, types of Browsers, and types of processors
and ratio between the text and graphics in the page are not
significant different

Hoze: Mean values of the delay times obtained from different size
of the web page, size of memory, and types of processors
and ratio between the text and graphics in the page are not
significant different.

Hozo: Mean values of the delay times obtained from different types
of Browsers, size of memory, and types of processors and
ratio between the text and graphics in the page are not
significant different

Hos1: Mean values of the delay times obtained from dlfferent size
of the web page, types of processors, types of Browsers, size
of memory, and ratio between the text and graphics in the
page are not significant different

From the ANOVA testing, the conclusions to determine main
effects and interaction effects among factors are summarized as follows.

There is at least one mean value of the delay timed obtained from a
web size is significant different from other mean values from other size of
the web page, with p=0.004 <0.05.

There is at least one mean value of the delay times obtained a size
of the web page and a ratio between the text and graphics in the page is
significant different from other mean values obtained from other size of
the web page and ratio between the text and graphics in the page, with
p=0.007 < 0.05. This means that there is an interaction effect between
size of the web page and ratio between the text and graphics in the page.

There is at least one mean value of the delay times obtained from a
size of the web page, a types of Browser, and a types of processors that is
significant different from other mean values obtained from other size of
the web page, types of Browsers, and types of processors, with p=0.007 <
0.05. This means that there is an interaction effect causes by size of the
web page, types of Browsers, and types of processors.
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There is at least one mean value of the delay times obtained from a
size of the web page, a size of memory, and a types of processor is
significant different from other mean values -obtained from other size of
the web page, size of memory, and types of processors, with p=0.001 <
0.05. This means that there is an interaction effect causes by size of the
web page, size of memory, and types of processors. |

There 1s at least one mean value of the delay times obtained from a
web. size, size of memory, and ratio between the text and graphics in the
page is significant different from other mean values obtained from other
size of the web page, size of memory, and ratio between the text and
graphics in the page, with p=0.038 < 0.05. This means that there is an
interaction effect causes by size of the web page, size of memory, and
ratio between the text and graphics in the page.

There is at least one mean value of the delay times obtained from a
types of Browser, a size of memory, and a types of processor is
significant different from other mean values obtained from types of
Browsers, size of memory, and types of processors, with p=0.00 < 0.05.
This means that there is an interaction effect causes by types of Browsers,
size of memory, and types of processors.

4.2 Correlation Choosing Related Factors

The correlation i1s used to measure the relationship between two
- variables, independent wvariable and dependent wvariable. The
Measurement of correlation coefficient in this analysis i1s Pearson
coefficient of correlation.
Let we define the variables used in our analysis program.
Size of the web page is FS (Unit: Bytes; 50 KB, 100 KB, 200 KB.)
Types of processors 1s CP (Unit: MHz.; 350MHz, 400MHz, 733
MHz.) ' _
Types of browsers will be interpreted from two dummy variables:
NS and OP as presented below.
— If the experiment used Netscape Navigator, the value of NS =
1; otherwise the value of NS = 0.
— If the experiment used Opera, the value of OP = 1, otherwise
OP = 0. . .
— If the experiment used Internet Explorer, the values of both NS
and OP are equal 0.
Size of memory is RM (Unit: MB.; 32 MB, 64 MB.)
Ratio between the text and graphics in the page 1s 7X (Unit:
Percentage of Text in a file; 100, 75, 50, 25, 0.).
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Table 4.1: No relationship among independent variables

: BR P FS - - RM TH
BR  Pearson Cotrelation 1.000 000 0o 000 000
Sig. {2-tailed) ) 1.000 1.000 |. - 1.000 1.000
N 1350 1350 1350 1350 1350
CP Pearson Cotrelation .00a0 1.000 000 .oon .oao
Sig. (2-tailed) 1.000 . 1.000 1.000 1.000
N 1350 13480 1350 1350 1350
Fa Pearson Correlation 000 .0oa 1.000 oo | - D00
Sig. (2-tailed) 1.000 1.000 . 1.000 | " 1.000
N 1350 1350 1350 1350 . 1350
R Pearson Correlation .000 .000 000 1.000 o0
Sig. (2-tailed) 1.000 1.000 1.000 . 1.000
M 1350 1350 1350 1350 1350
TH Fearson Correlation 000 000 .000 000 1.000
Sig. (2-tailed) 1.000 1.000 1.000 1.000 .
N 1350 1350 1350 13450 1350

Table 4.1 shows that the delay time is affected by all independent
variables according to the value of coefficient of correlations. Therefore
we can define that the dependent variable of our multiple regression
linear model is the delay time, where the independent variables of our
multiple regression linear model are
1. Size of the web page

2. Types of processors

3. Types of Browsers
4. Size of memory
5. Ratio between the text and graphics in the web page

Table 4.2: Relationship among independent variables

TTIME BR CP FS Rid TX
TTIME  Pearson Correlation 1.000 - 104* -. 2817 597 =252 -1
Big. {2-tailed) 3 .000 .000 000 .000 0o
N 1340 1350 1340 1350 1350 1350
BR Pearson Correlation =104 1.000 000 000 000 .0oo
Sig. (2-tailed) 000 ’ 1.000 1.000 1.000 1.000
N 1350 1350 1350 1350 1350 1350
CP Fearson Correlation -.281™ .000 1.000 oo L .0oo
Sig. (2-tailed) 000 1.000 . 1.000 1.000 1.000
Bl 1340 1350 1350 1350 1340 1350
FS FPearsan Correlation 897 000 .00o 1.000 .0no 060
Sig. (2-tailed) 000 1.000 1.000 . 1.000 1.000
N 1350 1350 1350 1350 1340 1350
Fiht Fearson Carrelation =252 Rjuit} .000 oo 1.000 .000
Sty. ¢2-tailed) gag 1.000 1.000 1.000 . 1.000
N 1350 1350 1350 1350 1350 1350
TXK Fearson Carrelation -171* 000 .aeo .00g .00 1.000
Sig. (2-tailed) .0ao 1.009 1.000 1.000 1.000 .
N 1340 1350 1350 1350 1350 1350
-, Corslation is significant atthe 0.01 level (2-tailed).
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From Table 4.2 we can interpret the difference in the delay time is
much smaller if speed of processors increase. By comparing size of files,
we conclude that the difference in the delay is much smaller if the large
file sizes are used. The delay time of size of memory decrease if large
size of memory and the delay time of ratio between the text and graphics
in the page decrease if ration of text less than ration of graphics.

4.3 Choosing the independent variable

The multiple regression model is of the from

YV =P+ PiXy + BoXy +K + B X

Where

y 1s the delay time

Bo,s B K, Be X0, X1, K , x, are the unstandardized coefficients

X, X.,K , x,are the set of independent variables

To consider the degree of each variable in the model, we consider
the scatter plot and applied the results from curve estimate methods to

predict and describe the degree of variables, as shown in Figure 4.1-
Figure 4.5.
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Figure 4.1: The scatter plot of type of browser

Figure 4.1 show that type of browser assigned code number 1 is
Internet Explorer 5.0, code number 2 is Netscape Navigator 4.7, and code
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number 3 is Opera 5.0. By comparing, we conclude there is no
significant different in the delay time of Internet Explorer and Opera. On
the other hands, there is a significant different of the delay time of
Netscape Navigator comparing with other browsers. The results show
that the delay time obtained from Netscape Navigator is larger than other
browsers. o
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Figure 4.2: The scatter plot of type of processor

Figure 4.2 compares three Processors, using Pentium II at 350
MHz, Pentium II at 400 MHz, and Pentium III at 733 MHz. In this plot, it
does not clearly indicate the affect of high performance CPU to the delay
time. -
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Figure 4.3: The scatter plot of size of web page

The comparison of three different sizes of web pages is presented
in Figure 4.3. It is clearly seen that the delay time increases if the sizes of
the web increased.
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Figure 4.4: The scatter plot of size of memory

Figure 4.4 shows that using a large memory will reduce the delay
time.
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Figure 4.5: The scatter plot of ratio of text and graphic in :
web page

The comparisons of five different proportions of text and graphics
in a web page are given in Figure 4.5. We conclude that the delay times
of pure text files or pure graphic files are small comparing with other
proportions of text and graphics. Additionally, 50% text and graphic
files, as presented in Figure 4.5 cause the slowest delay time.

According to the scatter plots, the expected regression model of the
delay time is as follows.

TIME = F(NS,OP,CP,FS,RM,TX)
TIME = BNS + b,0P + b,CP + b,FS + b.RM + b,CP? + b,TX* + b,(OP FS)

LB (NS TX? )+ bo(CP FS)+ by(CP? FS)+b,(RM  FS)+ bo(RM  TX?)
++b,(FS TX)+ b (NS FS)+ b(NS CP?)
Where

TIME is the delay time.

b, 1s the coefficient of Netscape.

b, is the coefficient of Opera.

b, is the coefficient of typé of processor.
b, 1s the coefficient of size of web page.
b, is the coefficient of size of memory.
by

is the coefficient of square of type of processor.



b, 1s the coefﬁcie_nt' of power three of ratio of text and graphic in
web page. :

by 1s the coefficient of Opera and size of web page.

b, is the coefficient of Netscape and power three of ratio of text
and _graphic in web page.

b,, is the coefficient of type of processor and size of web page.

b,, 1s the coefficient of square of type of processor and size of web

page

- b,, is the coefficient of size of memory and size of web page.
b, is the coefficient of size of memory and power three of ratio. of

text and graphic in web page.
b,, 1s the coefficient of size of web page and power three of ratio
of text and graphic in web page.
b,s 1s the coefficient of Netscape and size of web page.

b, is the coefficient of Netscape and square of type of processor.

Using the 1350 data and the stepwise prOcedure under the
significant 1s 0.05, the constant and coefficient of variables are shown in
Table 4.3

and asymptotic confidence interval

Table 4.3: the constant, coefficient of variables, standard error,

~ NSxCP?

No. Model Estimate Standard Lower Upper
N.d Error

o] NS 190.69121 32.61899 126.70126 | 25468115

' 2 OoP -202.14521 26.90588 | -254.92767 1 -149.36276

3 CP 1.66656 0.18012 1.31319 2.01992
4 ES 11.36646 1.48444 8.45436 1427857 |
5 RM -2.91642 0.73512 -4 35855 -1.47429
6 CP’ -0.00162 0.00019 --0.00200 -0.00124
7 X’ -0.00011 0.00005 | - -0.00021 -0.00001
8 OPxFS 0.93538 0.20341 0.53633 1.33442
9 NSxTX’ 0.00018 0.00002 0.00012 0.00023
10 CPxFS -0.02149 0.00609 -0.03345 -0.00953
11 CP’xFS 0.00001 | 5.5740E-06 | 6.6636E-06 0.00002 |
12 RMxFS -0.03578 0.00517 -0.04594 -0.25627 |
13 RMxTX? 4 2857E-06 | 8.6154E-07 | 2.5956E-06| 5.9588E-06

14 FSxTX? -3.0283E-06 | 22111E-07 | -3.4621E-06 | -2.5945E-06
15 NSxFS 0.83047 0.20341 0.43100 1.22909
16 -0.00063 0.00005 -0.00074 -0.00051




This multiple linear regression model has R*= 0.728, this means
the prediction of the delay time using this model after knowing all =
defined independent variables has 72.8% accuracy. Therefore, we
conclude that the multiple regression is a reliable model.

4.4 Testmg the multlple regression

Applying the multiple regressmn model to the testmg data set with
1350 data. The multiple regression model is
TIME = b,NS + b,0OP + b,CP + b,FS + b,RM + b,CP* + b,TX’ +b8(OPxF5)
1 By (NS X TX? )+ byo (CP x FS) + by (CP? % FS)+ by (RM x FS)+ by (RM < TX?)
+ 15, (FS x TX? )+ g (NS x FS)+ b (NS x CP?)

Where
TIME 1s the delay time.
. 18 the coefficient of Netscape.

b.

b, is the coefficient of Opera.

b, 1s the coefficient of type of processor.

b, 1s the coefficient of size of web page.

b. 1s the coefficient of size of memory.

b, 1s the coefficient of square of type of processor.

b, 1s the coefficient of power three of ratio of text and graphic in
~ web page.

. 1s the coefficient of Opera and size of web page.

o

b, 1s the coefficient of Netscape and power three of ratio of text
and graphic in web page.

b,, is the coefficient of type of processor and 31ze of web page.

b,, 1s the coefficient of square of type of processor and size of web
page | |

b,, 1s the coefficient of size of memory and size of web page.

by; is the coefficient of size of memory and power three of ratio of
text and graphic in web page.

b,, 1s the coefficient of size of web page and power three of ratio
of text and graphic in web page.

b, 1s the coefficient of Netscape and size of web page.

b, 1s the coefficient of Netscape and square of type of processor.
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Table 4.4: The constant, coefficient of each variable of testing, -
standard error, and asymptotic confidence interval

No. Model - Estimate Standard Lower Upper -
Error :

1 ] NS 173.33164 33.94878 | 106.73281| 239.93046 |
2 | oP -212.46812 28.00284 | -267.40253 | -157.53371
3 CP 1.70352 0.18747 1.33575 2.07129
4 FS 9.11876 1.54496 6.08793 12.14959
5 RM -2.70958 0.76509 -4.21051 -1.20865
6 CP? -0.00162 0.00020 -0.00202 -0.00123
7 X -0.00013 0.00005 -0.00023 -0.00002
8 OPxFS 0.99264 0.21170 0.57733 1.40795
9 NSxTX? 0.00018 0.00003 0.00012 0.00024
10 CPxFS 0.01221 | - 0.00634 -0.02467 0.00023
11 CP’xFS 8.9702E-06 | 5.8012E-06 | -2.4103E-06 0.00002
12 RMxFS -0.03820 0.00539 -0.04878 -0.02763
13 | RMxTX® | 4.1592E-06| 8.9667E-07 | 24002E-06| 5.9183E-06
14 | FESxTX® | -2.8584E-06| 2.3012E-07 | -3.3098E-06 | -2.4069E-06
15 NSxFS 1.05073 0.21170 0.63542 1.46605
16 | NSxCP? -0.00063 0.00006 |  -0.00075| -0.000511

Using the coefficient values in Table 4.4, we obtained R*> = 0.716 means
that the model is acceptable. '



CHAPTER V
CONCLUSION AND DISCUSSION

5.1 Cbnclusi_on

From the .experiment, the multiple regression model of the delay
time over HTTP environment is presented as follow
TIME = F(NS,OP,CP, FS,RM,TX)
TIME = b.NS + b,0OP + b,CP + b,FS + b,RM + b,CP* + b,TX? + b,(OP x FS)
1 By (NS % TX? )+ by (CP x FS)+ by, (CP? x FS)+ by (RM x FS)+ by (RM < TX?)
145, (FS x TX? )+ by (NS x FS)+ by (NS x CP?)

Where
TIME 1s the delay time. ‘
is the coefficient of Netscape.

. 1s the coefficient of Opera.
is the coefficient of type of processor.

SRS

Sas

. 18 the coefficient of size of web page.
18 the coefficient of size of memory.

1s the coefficient of square of type of processor.

5

- 1s the coefficient of power three of ratio of text and graphic in
web page.
. 1s the coefficient of Opera and size of web page.

=)

b, 1s the coefficient of Netscape and power three of ratio of text
and graphic in web page. v

b,, 1s the coefficient of type of processor and size of web page.

b,, 1s the coefficient of square of type of processor and size of web
page

b,, 1s the coefficient of size of memory and size of web page.

b,; 1s the coefficient of size of memory and power three of ratio of
text and graphic in web page. )

b, 1s the coefficient of size of web page and power three of ratio

 of text and graphic in web page.

b, 1s the coefficient of Netscape and size of web page.

b, 1s the coefficient of Netscape and square of type of processor.

From the experimental and testing model presented in the previous
Chapter, we can see that the coefficient of variables can be considered as
shown in Table 5.1,
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Table 5.1: Coefficients of variables

Positive values Negative values
NS oP
Cp RM
ES Cp*
OpxFS >
NSxTX? - CPxFS
CP’xFS | RMxFS
RMxTX ' FSxTX?
NSxFES NSxCP?

5.2 Discussion

According to the multiple regression model, we can conclude that
if the user used Netscape to browse a web page, then the delay time will
be higher than using other browsers. Add]tlonally, 1f the large web page is
retrieved, the delay time will be increased.

If a large web page is called from a chent using Opera, the delay
time will be larger than calling a small web page. However the
experiment has shown that increasing the size of memory will not reduce
the delay time as requested.

5.3 Suggestions

According to the experiment of this thesis under the close system,
the multiple regression model for predicting the delay time over the
HTTP environment fairly limited.  Therefore to study the real
environment, all possible factors that effect to the delay time must be
taken in account, such as network topologies, communication protocols,
types of graphics (bmp, jpg, etc.), and operatmg system usage in the
environment.

5.4 Advantage Of Research

The result of a study of factors related to the delay_.v.thne over the
HTTP environment can be used as a guidance of Intranet system design
phase for an organization. Thus, the investment cost and maintenance
cost can be limited while the orgamzation will gain the high benefits for
this design.
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APPENDIX A
RESULT OF THESIS FROM SPSS SOFTWARE

Non-linear Regression

All the deriVétives will be calculated numerically.

teration Residual SS Al A2 A3 A4
A5 A6 A7 A8
A9 Al0O All Al2
Al3 Al4 AlS Al6

1 1.8290E+19 1.00000000 1.00000000 1.00000000 1.00000000
1.00000000 1.00000000 1.00000000 1.00000000
1.00000000 1.00000000 1.00000000 1.00000000
1.00000000 1.00000000 1.00000000 1.00000000

1.1 50557583.85 118.526278 -126.54345 1.66481154 11.5229311
-2.9221380 -.00165944 -.00015958 .184380146
000321152 -.02142111 .000017518 -.03576706
000004269 -.00000304 1.05561338 -.00052644

2 50557583.85 118.526278 -126.54345 1.66481154 11.5229311
-2.9221380 -.00165944 -.00015958 .184380146
000321152 -.02142111 .000017518 -.03576706
000004269 -.00000304 1.05561338 -.00052644

2.1 48336523.82 190.691200 -202.14522 1.66656078 11.3664707
-2.9164258 -.00162636 -.00011274 935380689
000180380 -.02149496 .000017598 -.03578870

- .000004286 -.00000303 .830047561 -.00063042

3 48336523.82 190.691200 -202.14522 1.66656078 11.3664707
-2.9164258 -.00162636 -.00011274 935380689
000180380 -.02149496 .000017598 -.03578870

-~ .000004286 -.00000303 .830047561 -.00063042

3.1 48336523.82 190.691210 -202.14522 1.66656062 11.3664696
-2.9164255 -.00162636 -.00011274 .935380804
000180379 -.02149495 .000017598 -.03578870
000004286 -.00000303 .830047484 -.00063042

Run stopped after 6 model evaluations and 3 derivative evaluations.
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Iterations havé been stopped because the relative reduction between
SUCCessIve
residual sums of squares is at most SSCON = 1.000E-08

Nonlinear Regression Summary Statistics  Dependent Variable TIME

Source DF Sum of Squares Mean Square
Regression 16 667565776.]83. 41722861.0114
Residual 1334 48336523.8170 36234.27572

Uncorrected Total 1350 715902300.000
(Corrected Total) 1349 178056779.926
R squared = 1 - Residual SS / Corrected SS = 72853

Asymptotic 95 %
Asymptotic  Confidence Interval
Parameter Estimate Std. Error Lower Upper

Al 190.69121010 32.618910767 126.70126134 254.68115887
A2 -202.1452155 26.905884537 -254.9276700 -149.3627610
A3 1.666560619 180126789 1.313197992 2.019923247
A4 11.366469605 1.484446569 8.454365624 14.278573587
AS -2.916425486 735126736 -4.358555865 -1.474295107

A6 -.001626357 .000195189 -.002009268 -.001243445
A7 -.000112744 000051564 -.000213899 -.000011589
A8 935380804 203413062 .536336473 1.334425135
AY 000180379 .000029255 .000122988 .000237771

Al0 -.021494954 006097064 -.033455832 -.009534076
All 000017598 5.57401E-06 6.66360E-06 000028533
Al2 -.035788699 005179603 -.045949754 -.025627645
Al3 - 428574E-06 8.61547E-07 2.59561E-06 5.97588E-06
Al4  -3.02833E-06 2.21113E-07 -3.46210E-06 -2.59456E-06
AlS 830047484 203413046 431003185 1.229091784
Al6  -000630424 000058665 -.000745509 -.000515340
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