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NUTTAKORN THUBTHONG : A STUDY OF VARIOUS LINGUISTIC EFFECTS ON TONE
RECOGNITION IN THAI CONTINUOUS SPEECH. THESIS ADVISOR : ASST. PROF.
BOONSERM KIJSIRIKUL, Ph.D., THESIS COADVISOR : ASST. PROF. SUDAPORN LUK-
SANEEYANAWIN, Ph.D., 125 pp. ISBN 974-03-1151-2.

This thesis studies various linguistic effects, i.e., syllable structure, coarticulation, into-
nation and stress on tone recognition in Thai continuous speech. Tone models for compensating
these effects are also developed. We first study the effect of initial consonants, vowels, and
final consonants on tone recognition in isolation. Based on the observation on F0 contours, we
proposed a novel tone feature set. The new feature set achieved better recognition rates than
the conventional tone feature sets. We also explored several combinations of classifier schemes
and found that the combinations of classifiers were superior to a single classifier.

Next, we developed a basic tone recognition framework for Thai continuous speech. The
framework consisted of tone models used to parameterize F0 contours of tones and a classifier
used to evaluate the performance of the tone models. We conducted experiments to construct
the tone models by concentrating on tone features, frequency scales, normalization techniques,
and tone critical segments. The classifier was developed using a feed-forward neural network.

Next, we focussed on tone coarticulation effect. We have proposed a feature set called
“contextual tone features” that captured the F0 realizations of the neighboring syllables. The
features provided the best tone error reduction rates of 56.17%, 42.47%, and 42.42% for Thai
Proverb Corpus (TPC), Potisuk-1999 Corpus (PC-99), and Thai Animal Story Corpus (TASC),
respectively. Furthermore, we explored the context-dependent tone model (CD-T-175) and
developed a novel model, half-tone model (H-T-30). Both models increased recognition rates,
but the training time of H-T-30 was one-fourth of CD-T-175.

Next, we studied the effect of intonation on tone recognition. We obtained two meth-
ods, i.e., beginning-point intonation normalization and center-point intonation normalization
methods to compensate the intonation effect. Both methods significantly increased recognition
rates. The best error reduction rates of 22.20% and 16.84% were achieved for TASC and TPC,
respectively.

Next, we concentrated on stress effect. We first performed two empirical experiments
of stress detection on pairs of ambiguous words and poly-syllabic words. We explored acoustic
features, i.e., duration, energy, and F0 extracted from several linguistic units, i.e., vowel, syllable
and rhyme units. The rhyme unit outperformed the other units for stress detection. We then
performed an empirical study of tone recognition. We have proposed two methods, i.e., separated
stress method (SSM) and incorporated stress feature method (ISFM). Both methods increased
the tone recognition rates. We additionally incorporated ISFMs into the tone model and found
that TSFM improved the recognition rates. The highest error reduction rates of 32.43% and
27.16% were reported for TPC and TASC, respectively.

Finally, we integrated several refined tone models into a syllable-based speech recognition
system to enhance the recognition performance. We achieved the best error reduction rates of
85.16% and 75.06% for TPC and TASC, respectively.
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CHAPTER 1

INTRODUCTION

During the past decade, speech recognition technology has undergone significant

progress. Several applications of speech recognition to human-computer interface have

been developed since speech is the most natural way of human communication and

interaction. Most existing methods for speech recognition are developed mainly for

spoken English, and some of them have been adapted to be applicable to Thai language.

However, unlike English, Thai is a tone language. In such a language, the referential

meaning of an utterance is dependent on the lexical tones (Jian 1998). Therefore, a tone

classifier is an essential component of a speech recognition system of a tone language.

In this chapter, we first motivate the importance and the difficulties of tone

recognition in continuous speech. We then introduce the general goal and approach of

this thesis. Finally, we give a chapter by chapter overview.

1.1 Motivation

In Thai, there are five different lexical tones as follows: the mid /M/, the low

/L/, the fall /F/, the high /H/, and the rise /R/. The following examples show the

effect of tones on the meaning of an utterance (Luksaneeyanawin 1998): M /�����/ (“a

kind of grass”); L /�����/ (“galangale”); F /�����/ (“to kill”); H /��	��/ (“to trade”); and

R /��
��/ (“a leg”). The tone information is superimposed on the voiced portion1 of

each syllable. The identification of a Thai tone relies on the shape of the fundamental

frequency2 (F0) contour. Figure 1.1 shows the average of F0 contours of five different

tones when syllables are spoken in isolation by a male speaker.

Although there are only five different tones, the tone behavior is very complicated

in continuous speech. Figure 1.2 shows the comparison of F0 realization of an FHRL

sequence when each monosyllabic word is spoken in isolation (see top panel) and when

all four tones are spoken naturally in running speech (see bottom panel). The tones
1Voiced portion is the portion of sound that is produced when the vocal cords are tensed together

and they vibrate in a relaxation mode as the air pressure build up, forcing the glottis open, and then
subsides as the air passes through (Owens 1993).

2Fundamental frequency is the acoustic correlate of pitch and is defined as the frequency of vibration
of the vocal fold (Taylor 1992). Fundamental frequency descriptions are normally represented as F0

contours, which are plots of F0 against time.

1
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Figure 1.1: F0 contours of the five Thai tones when syllables are spoken in isolation by
a male speaker.
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Figure 1.2: The waveform and F0 contours of tones in an FHRL sequence when (a) each
word is spoken in isolation and (b) when the whole utterance is naturally spoken.

produced on isolation words are very similar to those in Figure 1.1, while tones produced

on words in continuous speech are much more difficult to identify. Several interacting

factors affect F0 realization of tones, e.g., syllable structure, coarticulation, intonation,

stress, speaking rate, dialect, sex, age, and emotion (Botinis et al. 2001; Gandour et al.

1994; Potisuk et al. 1999; Potisuk, Gandour, and Harper 1996; Gandour et al. 1999;

Chen and Chang 1992). However, in this thesis, we focus on the first four effects only.

1.1.1 Syllable structure

Syllable structure affects tone classification in term of phonology and acoustic

phonetics. The former will be described in Section 2.1. The latter affects tone classi-

fication due to the continuity effect on the F0 contour in terms of the voiced/unvoiced
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property of contiguous phones (Chen and Chang 1992). A continuously voiced stretch

of speech has a continuous F0 contour; a stretch of speech with intervening voiceless

obstruents has a discontinuous F0 contour. There are also consonantally-induced per-

turbations on the F0 contour of the following vowel (Potisuk et al. 1999). Furthermore,

high vowels may have higher tonal realization than low vowels (Botinis et al. 2001).

In the past few years, some studies of syllable structure on Thai tone recognition in

isolation have been conducted. Thubthong (1995) proposed a set of tone features to

recognize the five Thai tones. He concentrated on the effects of initial consonants, and

vowels on tone recognition. Tungthangthum (1998) used raw F0’s and hidden Markov

models to classify the tones in isolation. His study shows that tones and vowels are

independent from each other but his result was done on single-speaker tone recognition

only. However, the effect of syllable structure on Thai tone recognition is still not clear.

1.1.2 Coarticulatory effect

The tone of a neighboring syllable influences the shape and level of the F0 con-

tour (Wang and Chen 1994). The effects of the following syllable and the preceding

syllable are called anticipatory coarticulation and carry-over coarticulation, respectively.

The problem of coarticulatory effect has been studied by many researchers in linguistics

and phonology (Gandour et al. 1994; Shen 1990; Xu 1994; Xu 1999). There are a num-

ber of studies of tone recognition on this effect in Mandarin. These studies were based

on tone modelling (Wang and Seneff 2000; Zhang and Hirose 2000) and classification

techniques (Chen and Wang 1995). In Thai, there is only one study of tone recognition

in coarticulatory effect (Potisuk et al. 1999). The study used an extension to Fujisaki’s

model (Fujisaki 1983) for modelling three tone sequences. They conducted experiment

on a linguistically designed corpus and classification result was given in term of a tone

sequence (not a tone in each syllable). The effect of coarticulatory on tone recognition

is an open problem for Thai. We will empirically study the effect on larger corpora and

design the tone models for compensating this effect.

1.1.3 Intonation effect

Intonation is defined as the combination of tonal features into larger structural

units associated with the acoustic parameter of voice fundamental frequency and its dis-
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tinctive variations in the speech process (Botinis et al. 2001). The intonation effect plays

an important role in tone recognition in term of F0 height adjustment of tones (Potisuk

et al. 1995). There is no un-criticized method available to quantitatively determine the

slope and domain of intonation contour yet. Although intonational phonology has pro-

posed a relatively simple framework for describing the intonation of an utterance, i.e.,

as a sequence of intonational phrases, each consisting of certain categorical constituents,

a suitable set of descriptive units has been elusive (Wang 2001). Most studies of tone

recognition on the intonation effect were proposed for Mandarin. These studies were

based on acoustic features (Wang and Seneff 2000) and classification techniques (Chen

and Wang 1995; Huang and Seide 2000).

There is a study of tone recognition on intonation effect in Thai (Potisuk et al.

1999). The limitation is described in the previous subsection. We think that intonation

is an important issue for speech technology. The study on intonation is not only useful

for improving tone recognition, but also useful for speech synthesis. This effect is an

interesting issue that should be intensively studied.

1.1.4 Stress

In speech perception, stress refers to the relative perceptual prominence of a

syllable or a word in a particular context (Ying 1998). The relative prominence is

produced by a change in F0, increased duration, increased intensity, and a change in

vowel quality (or timbre).

The F0 contours of stressed syllables are generally quite different from unstressed

ones (Chen and Wang 1995). For standard Thai, despite systematic changes in F0

contours, all five tonal contrasts are preserved in unstressed as well as stressed syllables.

However, F0 contours of stressed syllables more closely approximate the contours in

citation forms than those of unstressed syllables (Potisuk, Gandour, and Harper 1996;

Potisuk et al. 1999).

Potisuk, Gandour, and Harper (1996) investigated acoustic correlates of stress

in Thai. Stimuli consisted of 25 pairs of sentences that the first member of each sen-

tence pair contained a two-syllable noun-verb sequence exhibiting a strong-strong stress

pattern, and the second member contained a two-syllable noun compound exhibiting a

weak-strong stress pattern. Five prosodic features, i.e., duration, average F0, F0 stan-
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dard deviation, average intensity, and intensity standard deviation, were used. Results

indicated that duration is the predominant cue in signaling the distinction between

stressed and unstressed syllables in Thai. However, we have not found any work on

tone recognition under stress effect in the literature.

1.2 Thesis Goals

The general goal of this thesis is to study the effect of syllable structure, coarticu-

lation, intonation and stress on tone recognition in Thai continuous speech and develop

a tone recognition framework for compensating these effects.

Specifically, this thesis accomplishes the following tasks:

• The acoustic correlations between tones and the phonematic units constructing

the syllables.

• Tone modelling for accounting coarticulatory effect.

• Tone modelling for accounting intonation effect.

• Stress modelling for Thai tone recognition.

• Using tone models to improve speech recognition performance.

1.3 Overview

The remainder of this thesis is organized into seven chapters. Chapter 2 describes

empirical studies of the effect of initial consonants, vowels, and final consonants on tone

recognition. We first provide some understanding of the phonology and phonetics of

Thai syllable structure and some related works. After that, we present a methodology

for tone recognition by considering the syllable structure effect. Then, several experi-

ments are conducted to study the correlations between tones and the other phonemes.

In addition, the study of various combination schemes is described to enhance the per-

formance of the tone recognition.

Chapter 3 presents an empirical study for constructing the basic tone recognition

framework for Thai continuous speech. The framework consists of the simple tone mod-

els used to parameterize F0 contour and a classifier, a feedforward neural network, used

to evaluate the performance of the tone models. The simple tone modelling is focussed
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on the question of which configurations with respect to tone features, frequency scale,

normalization technique, and tone critical segment should be used for tone recognition.

We first introduce three Thai speech corpora used in our experiments: Potisuk-1999

corpus, Thai Proverb Corpus, and Thai Animal Stories Corpus. Then, we describe

the experimental setting for evaluating all aspects. After that we demonstrate four

experiments for answering the question of four configurations above.

Chapter 4 presents a tone recognition study focussing on the coarticulatory effect.

We propose tone features to compensate this effect and the features are incorporated

into the framework to refine the tone models. We also propose a novel model called half-

tone model to improve the performance of tone recognition. We perform experiments

on all three corpora and analyze the results in several directions.

Chapter 5 extends the framework described in Chapter 3 and 4 to model the

intonation effect for improving tone recognition. We first present some related works on

intonation and the effect of intonation on tone recognition. Then, we describe a method,

called intonation normalization, to compensate this effect. After that, we evaluate the

method by simulating a number of experiments on Thai proverb corpus and Thai animal

story corpus. The experimental results are discussed in several aspects.

Chapter 6 describes the effect of stress on tone recognition. We first study the

correlation of duration, energy, and F0 measurements with stress on pairs of ambiguous

words and polysyllabic words, and identify the most informative features of stress by

experiments. We then describes tone recognition experiments. Based on the knowledge

of stress, we have proposed two methods, i.e., separated stress method (SSM) and in-

corporated stress features method (ISFM) to alleviate the stress effect. Tone recognition

experiments are conducted, and some analysis and interpretation of the tone recognition

results are provided.

In Chapter 7, we first demonstrate the performance comparison of several re-

fined tone models for accounting various interacting factors. We then describe the

implementation of a mechanism in the recognition system for incorporating tone model

constraints. A suite of speech recognition experiments are conducted to compare the

contributions of using various tone models.

Chapter 8 summarizes the thesis, discusses contributions and suggests directions

for future works.



CHAPTER 2

EFFECT OF SYLLABLE STRUCTURE ON TONE RECOGNITION

For a tone language such as Thai, fundamental frequency plays a critical role

in charactering tones, which is an essential lexical feature (Wang 2001). There are

many interacting factors affecting F0 contours, e.g., syllable structure, coarticulation,

intonation, stress, etc. In this chapter, we present empirical studies of the first factor,

syllable structure (Thubthong et al. 2000a). The goals of this chapter are to study the

effect of initial consonants, vowels, and final consonants on tone recognition and propose

for isolated Thai tone recognition a method that extracts and makes use of the acoustic

features of Thai tones. Moreover, recently, the classifier combination approach has

been repeatedly proven to be more robust than the single classifier approach (Kirchhoff

and Bilmes 1999). Therefore, we also apply combination approaches to improve the

performance of isolated Thai tone recognition.

The following section provides some understanding of the phonology and phonet-

ics of Thai syllable structure. We then describe some related works. Next, we present

a methodology for tone recognition by considering syllable structure effect. Then, sev-

eral experiments are conducted to study the correlations between tones and the other

phonemes. In addition, the study of various combination schemes to enhance the per-

formance of the recognition is described. Finally, we conclude this chapter with a brief

summary.

2.1 Background on Thai Syllable Structure

The phonetic structure of Thai is based primarily upon the monosyllable. Thai

syllable structure is /C(C)V(�)(C)T/ where C, V, ‘�’ and T represent a consonant, vowel,

vowel length, and lexical tone, respectively (Luksaneeyanawin 1998). There are 33 initial

consonants (including clusters), 24 vowels, 8 final consonants, and 5 tones. The detail

of each phoneme is shown below.

1. The consonant phonemes

In Thai, there are 21 consonants as shown in Table 2.1. All of these 21 conso-

7
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Table 2.1: Thai consonants.
Labial Alveolar Palatal Velar Glottal

Stop Voiceless Unaspirated �* �* � �* �*
Voiceless Aspirated �� �� �� ��

Voiced � �

Non-stop Nasal �* 	* 
*
Fricative � � �

Trill 

Lateral �

Approximant �* �*

*Consonants with asterisks can occur in syllable initial and syllable final positions (Luksaneeyanawin 1993).

Table 2.2: Thai vowels.
Front Center Back

High �� �� �� �� �� ��

Mid �� �� �� �� �� ��

Low �, �� �� �� �� ��

nants can occur in the syllable initial position but there are only nine consonants

that can also occur in the syllable final position (the ones with asterisks in Ta-

ble 2.1). Except for borrowed words, there are 12 consonant clusters, i.e., /��/,

/��/, /�/, /���/, /���/, /��/, /��/, /���/, /��/, /��/, /���/ and /���/.

2. The vowel phonemes

Thai has 18 monophthongs, nine short and nine long. A pair of short and long

monophthongs is quantitatively different but qualitatively quite similar. The

vowel phonemes are shown in Table 2.2. There are six diphthongs in Thai, i.e.,

/��/, /���/, /��/, /���/, /��/ and /���/.

3. The tone phonemes

There are five different lexical tones in Thai: the mid /M/, the low /L/, the fall

/F/, the high /H/, and the rise /R/. They can be divided into two groups: the

static group consisting of three tones (the low, the mid, and the high) and the

dynamic group consisting of two tones (the rise and the fall) (Luksaneeyanawin

1993).

All five different tones are found only on sonorant ending syllables, i.e., open

syllables with long vowels and syllables ending with nasals or approximants.

Obstruent ending syllables, i.e., open syllables ending with short vowels and

syllables ending with stops, are restricted to specific tones; we found only the

low, the fall, and the high but the fall in this type of syllable is scarce. For
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syllables with long vowels ending with stops, we found only the low, the fall,

and the high but the high in this type of syllable is also scarce.

The above detail shows the effect of syllable structure on tones in phonology.

Moreover, the syllable structure also affects tones in acoustic phonetics. It affects tones

due to the continuity effect on the F0 contour in terms of the voiced/unvoiced property

of contiguous phones (Chen and Chang 1992). A continuously voiced stretch of speech

has a continuous F0 contour; a stretch of speech with intervening voiceless obstruents

has a discontinuous F0 contour. There are also consonantally-induced perturbations on

the F0 contour of the following vowel (Potisuk et al. 1999). Furthermore, high vowels

may have higher tonal realization than low vowels (Botinis et al. 2001).

2.2 Related Works

In the past few years, some methods for five-tone-recognition of isolated Thai

syllables have been proposed. Thubthong (1995) proposed a method for Thai tone

recognition by partitioning the F0 contour of a syllable into four equal segments and

identifying the five tones based on the normalized slopes of the segments and the F0

level of the syllable. He built two speech data sets that consisted of hypothesis syllables

with varying six vowels and ten consonants, respectively, from three male and three

female speakers. The recognition rate of the first set was lower than that of the second

set. The results imply that vowels have much effect on tones than consonants do.

Tungthangthum (1998) used raw F0 contours and hidden Markov models to classify the

five tones. He built a speech data set consisting of hypothesis syllables with varying

ten vowels and five tones from a male speaker. The speech data was separated into the

training set, the first test set, and the second test set. The training and first test sets

consisted of the first five vowels, and the second test set consists of the other five vowels.

The recognition rates on two test sets were not significantly different. His study shows

that tones were independent from the vowels but his result was done on single-speaker

tone recognition only. However, the effect of syllable structure on Thai tone recognition

is still not clear.

We have no complete knowledge to compensate this effect. However, we could get

the idea from practice. The goals of the practice are to study the correlation of tones on

other phonemes, and to propose a novel tone feature set to prevent these correlations.
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Figure 2.1: The architecture of the isolated Thai tone recognition system.

2.3 Methodology

The architecture of our isolated Thai tone recognition system is shown in Figure

2.1. The architecture starts through the voiced portion detection, and then proceeds

by extracting tone feature parameters. After that, the tone feature parameters are

normalized and fed into a feedforward neural network classifier to recognize the tone.

The details are discussed in the following subsections.

2.3.1 Voiced portion detection

Since an F0 does not exist in unvoiced and silent portions of speech (Chen and

Wang 1995), an F0 contour can be extracted in the voiced portion only. To detect

the voiced portion, we use root mean square energy and zero-crossing rate defined in

Equation (2.1) and (2.2), respectively (Lee et al. 1995). For these analyzes, we use 25

ms frame with 5 ms frame shift. The beginning and the end of voiced portions can be

determined by backward and forward searching respectively, from the frame with the

maximum frame energy (Lee et al. 1993). The beginning is located when the energy of

a particular frame is smaller than an energy threshold, or when the zero-crossing rate is

higher than a zero-crossing rate threshold. For locating the end point, only an energy

threshold is used. The thresholds are determined by experiments.

En =

√√√√ 1
N

N∑
i=1

s2
n(i) (2.1)

Zn =
1
N

N∑
i=1

| sgn{sn(i)} − sgn{sn(i − 1)} |
2

(2.2)

where

sgn{sn(i)} =




+1 if sn(i) ≥ 0

−1 if sn(i) < 0
(2.3)
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Assume F1, F2, · · · , FN is the F0 profile of each utterance.

if |Fn − Fn−1| > C1and |Fn+1 − Fn−1| > C2

then F ′
n = 2 × Fn−1 − Fn−2

if |Fn+1 − Fn−1| ≤ C2
then F ′

n = (Fn−1 + Fn+1)/2

Where C1 and C2 are two thresholds, determined by experiments.

Figure 2.2: The search algorithm proposed by (Jun et al. 1998).

and En, Zn, sn(i), and N is the energy of frame n, the zero-crossing rate of frame n,

the ith windowed speech sample in frame n, and the frame size, respectively.

2.3.2 Tone feature extraction

The Average Magnitude Different Function (AMDF) algorithm (Ross et al. 1974)

is employed for F0 extraction with 30 ms frame size and 5 ms frame shift. To correct

some of the estimation errors and enforce continuity of the F0 contour, a search algo-

rithm (Jun et al. 1998) and the moving average smoothing are applied. The search

algorithm is described in Figure 2.2. The moving average smoothing is determined by

the following equation:

F ′
n =

1
N

n+N/2∑
i=n−N/2

Fi (2.4)

where Fi is the ith F0, F
′
n is the smoothed F0 of frame n, and N is the frame size.

Finally, if there are any detection errors, they are manually corrected.

Since not all syllables are of equal duration, F0 contours are equalized for duration

on a percentage scale (Gandour et al. 1994). We obtain F0’s at 11 different time points

with the equal step size of 10% between 0% and 100% of the voiced portion. Each F0 is

then interpolated by Lagrange’s interpolating polynomial (Gerald and Wheatley 1994)

based on four points around its position. Thus the F0 profile of each utterance has the

same dimension of 11. The F0 profile is denoted as {F0(0), F0(1), F0(2), · · · , F0(10)}.
In this thesis, three sets of tone features are built to capture the characteristics

of Thai tones.

1. Tone Feature Set 1 (TF1)

As the shape of F0 contour represents a tone, the derivatives of F0 are extracted.



12

Thubthong (1995) used four slopes of F0’s, and the average of the F0 level to

classify tones. A slope of F0’s is denoted as delta F0 (dF0), which can be

approximated by the following equation:

dF0(n) = F0(n + 1) − F0(n − 1) (2.5)

where n is the index of the F0 profile. In this thesis, four dF0’s, computed at

20, 40, 60, and 80% of the voiced portion, are served as tone feature set 1.

2. Tone Feature Set 2 (TF2)

Tungthangthum (1998) used F0’s at every individual time instant with time

step of 10 ms to recognize tones. However, tone identification does not rely

on precise F0 values at every individual time instant (Lee and Ching 1999).

Therefore, we used only six F0’s as tone feature set 2. These are the initial F0

(F0I), the final F0 (F0F ), and four F0’s at 20, 40, 60, and 80% of the voiced

portion. The initial F0 and the final F0 are defined as follows:

F0I =
F0(0) + F0(1)

2
(2.6)

F0F =
F0(9) + F0(10)

2
(2.7)

3. Tone Feature Set 3 (TF3)

In the literature, the error of Thai tone recognition mainly resulted from the sim-

ilarity of the F0 contours of the low to the mid and the rise to the high (Abram-

son 1998; Luksaneeyanawin 1995). Therefore, we define another tone feature

set to alleviate this problem. Our tone features are constructed based on the

following characteristics of Thai tones observed from Figure 2.4.

1. An F0 at the beginning of a syllable is a key factor in discriminating between

the mid and the low.

2. The rise and the fall can be distinguished by the shape of the F0 contour.

3. The F0 level is helpful in discriminating between the high and the rise.
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Based on these observations, we propose a novel tone feature set (tone feature

set 3) that consists of the initial F0, the final F0, and four dF0’s at 20, 40, 60,

and 80% of the voiced portion.

In summary, we have three tone feature sets:

(1) Tone feature set 1: {dF0(2), dF0(4), dF0(6), dF0(8)}.
(2) Tone feature set 2: {F0I , F0(2), F0(4), F0(6), F0(8), F0F }.
(3) Tone feature set 3: {F0I , dF0(2), dF0(4), dF0(6), dF0(8), F0F }.

2.3.3 Normalization

An F0 is basically a physiologically determined characteristic and is regarded as

being speaker dependent (Lee et al. 1995). For example, the dynamic F0 range of a male

voice is much narrower (90-180 Hz) than that of a female voice (150-240 Hz). Therefore,

for independent-speaker tone recognition that uses the relative F0 of each utterance as

the main discriminative feature, a normalization procedure is needed to align the range

of the F0 level for different speakers. In this thesis, all parameters are normalized by

the mean of the F0 profile to reduce variation on speakers.

2.3.4 Neural network classifier

To evaluate each tone feature set, a feedforward neural network (multi-layer per-

ceptron) is used. The network has an input layer of several units depending on the

number of tone feature parameters, a hidden layer of 10 units, and an output layer of 5

units corresponding to 5 Thai tones. The tanh function is used as the activation function

in the network. Since the network learns more efficiently if the inputs are normalized

to be symmetrical around 0 (Tebelskis 1995), all feature parameters are normalized to

lie between -1.0 and 1.0 using the following equation:

normFi = 2.0 × (
Fi − minFi

maxFi − minFi
) − 1.0 (2.8)

where Fi is the ith feature under consideration, minFi and maxFi are the minimum and

maximum values of Fi, and normFi is the normalized value of Fi. MinFi and maxFi

are obtained from the 5th and 95th percentiles of a histogram of Fi generated on the

training data (Muthusamy 1993).
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The network is trained by the standard back-propagation algorithm for a maxi-

mum of 2000 epochs with 0.0001 learning rate and 0.9 momentum. Initial weights are

set with random values between -1.0 and 1.0. The NICO (Neural Inference COmpu-

tation) toolkit (Ström 1997b) is used to build and train the network for the following

experiments.

2.4 Experiments

The objectives of this section are to evaluate our tone recognition method, to

study the effect of initial consonants, vowels, and final consonants on tone recognition,

and to use the experiment results as baseline for comparison with other combination

methods. Three data sets are built according to initial consonants, vowels, and final

consonants. Three main experiments are evaluated, i.e., dependent data experiment,

mixed data experiment, and cross data experiment. The details are given in the following

subsections.

2.4.1 Speech corpus

To study the effect of these phonemes on tone recognition, three speech data sets

were carefully designed:

Set A: the initial consonant set

To study the effect of initial consonants on tone recognition, ten consonants were

selected to build a set of hypothetical syllables. These consonants are five stop conso-

nants (i.e., /�/, /�/, /��/, /��/ and /�/) and five non-stop consonants (i.e., /�/, /�/,

/�/, /�/ and //). These ten consonants together with the vowel /��/ and five tones

were used as variables to form 50 hypothetical syllables as shown in Figure 2.3 (a).

Set B: the vowel set

To study the effect of vowels on tone recognition, six vowels were selected. There

are three monophthongs (i.e., /��/, /��/ and /��/) and three diphthongs (i.e., /���/, /���/

and /���/). In this set, there are 30 hypothetical syllables with the initial consonant

/�/, six vowels, and five tones used as variables as shown in Figure 2.3 (b).
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Figure 2.3: Lists of hypothetical syllables in (a) set A, (b) set B, and (c) set C.
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Set C: the final consonant set

To study the effect of final consonants on tone recognition, eight consonants were

selected. There are five sonorants (i.e., /�/, /�/, /�/, /�/ and //) and three obstruents

(i.e., /�/, /�/ and /�/). In this data set, there are 92 hypothetical syllables with the

initial consonant /�/, three vowels (i.e., /��/, /��/ and /��/), eight final consonants and

five tones used as variables as shown in Figure 2.3 (c).

In Thai language, /�/ and // cannot occur with the vowels /��/ and /��/, re-

spectively in the syllable final position. For syllables ending with /�/, /�/ or /�/, only

the low, the fall and the high tones can be found.

The data was collected from 20 native Thai speakers (10 male and 10 female

speakers), aged from 18 to 29 years (mean=20.95 and s.d.=2.80). Each speaker read all

sets for a trial. Therefore, the corpus comprises 1000, 600, and 1840 one-word utterances

for sets A, B, and C, respectively. The speech signals were digitized by a 16-bit A/D

converter of 11 kHz.

2.4.2 Training set sampling method

The k-fold cross-validation approach was considered. The advantage of this ap-

proach is that every sample is in a test set exactly once and the variance of results is

reduced as k is increased (Schneider and Moore 1997). However, the training algorithm

has to be rerun from scratch k times, which means that it takes k times as much com-

putation to make an evaluation. In all experiments below (experiment I, II, and III), we

performed five-fold cross-validation approach. The original utterances were partitioned

into five disjoint sets of equal size. Each set contains utterances collected from two male

and two female speakers. Five training sets were then constructed by overlapping the

five disjoint sets and dropping out a different one systematically. The different sets,

which were dropped, were used as test sets. The experimental results below are the

averages of the five test sets.

2.4.3 Experiment I : Dependent data experiment

In this experiment, training and test sets were constructed from the same data

set using the above five-fold cross-validation approach. The recognition rates (%) of all

tone feature sets and their standard deviations (s.d.) are shown in Table 2.3. The best
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Table 2.3: Recognition rates (%) and standard deviations (s.d.) of sets A, B, and C
using different tone feature sets.

Training Test TF1 TF2 TF3 Average
set set % s.d. % s.d. % s.d. % s.d.

A A 95.20 2.73 95.40 2.86 95.40 3.05 95.33 2.88
B B 96.33 3.36 96.83 3.70 96.67 3.33 96.61 3.46
C C 97.23 1.53 96.74 1.22 97.34 1.09 97.10 1.28
Average 96.99 1.74 96.62 1.51 97.12 1.40

results for each set are printed in boldface. Tone feature set 3 yields the best recognition

rates for sets A and C (95.40% and 97.34%), while tone feature set 2 yields the best

recognition rates for sets A and B (95.40% and 96.83%). Considering the average

recognition rates and the average standard deviations across all data sets, we found

that tone feature set 3 provides the highest recognition rate (97.12%) and the lowest

standard deviation (1.40%). This shows that tone feature 3 is better than the other

tone features. The average results demonstrate that set C gives the best recognition

rate (97.10%) and the lowest standard deviation (1.28%), while set A gives the worst

recognition rate (95.33%) with 2.88% standard deviation.

The results will be discussed in several aspects. Table 2.4 shows the recognition

rates and standard deviations of set A reported separately according to initial conso-

nants. The recognition rates vary dependently on initial consonants. This indicates

that there are some correlations between initial consonants and tones, and the correla-

tions are quite different for each consonant. As can be seen in Figure 2.4, the shapes

of F0 contours of all sets are quite similar. However, when we plotted the F0 contours

separately according to initial consonants, vowels, and final consonants (see Figure 2.5),

we found some difference in the level and shape of the F0 contours as described in the

following. Figure 2.5 (a) shows the average normalized F0 contours of the five Thai

tones of set A. For each tone, F0 contours are plotted separately according to initial

consonants. The contours are different at the beginning points. This is the effect of ini-

tial consonants that makes the worst results for this set. Also there are some differences

in the level of the ending part of F0 in the fall, the high, and the rise. However, these

are not the effect of initial consonants but these are the errors from the interpolation in

tone feature extraction.

Table 2.5 shows the recognition rates and standard deviations of set B reported

separately according to vowels. It is clear that, the recognition rates of monophthongs
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Table 2.4: Recognition rates (%) and standard deviations (s.d.) of set A reported
separately according to consonant and tone feature sets.

Consonant TF1 TF2 TF3 Average
% s.d. % s.d. % s.d. % s.d.

/�/ 96.00 4.18 96.00 4.18 94.00 6.52 95.33 4.96
/�/ 95.00 3.54 95.00 3.54 95.00 3.54 95.00 3.54

/��/ 95.00 8.66 96.00 6.52 96.00 6.52 95.67 7.23
/��/ 98.00 2.74 97.00 4.47 97.00 4.47 97.33 3.89
/�/ 93.00 5.70 93.00 7.58 93.00 5.70 93.00 6.33
/	/ 96.00 4.18 98.00 4.47 98.00 4.47 97.33 4.37
/�/ 94.00 5.48 98.00 4.47 97.00 4.47 96.33 4.81
/�/ 97.00 4.47 94.00 5.48 95.00 5.00 95.33 4.98
// 94.00 4.18 91.00 4.18 93.00 4.47 92.67 4.28
/�/ 94.00 4.18 96.00 4.18 96.00 4.18 95.33 4.18

Table 2.5: Recognition rates (%) and standard deviations (s.d.) of set B reported
separately according to vowel and tone feature sets.

Vowel TF1 TF2 TF3 Average
% s.d. % s.d. % s.d. % s.d.

/��/ 97.00 2.74 97.00 2.74 97.00 4.47 97.00 3.32
/��/ 96.00 4.18 99.00 2.24 98.00 2.74 97.67 3.05
/��/ 99.00 2.24 98.00 2.74 98.00 2.74 98.33 2.57
/���/ 95.00 5.00 95.00 7.07 94.00 8.22 94.67 6.76
/���/ 96.00 8.94 97.00 4.47 96.00 6.52 96.33 6.64
/���/ 95.00 6.12 95.00 6.12 97.00 4.47 95.67 5.57

Table 2.6: Recognition rates (%) and standard deviations (s.d.) of set C reported
separately according to final consonant and tone feature sets.

Final TF1 TF2 TF3 Average
consonant % s.d. % s.d. % s.d. % s.d.

/�/ 95.33 2.17 97.00 2.98 97.00 1.83 96.44 2.33
/	/ 98.00 1.39 98.33 2.36 98.33 1.67 98.22 1.81
/
/ 98.67 1.39 98.33 2.89 98.67 1.83 98.56 2.04
/�/ 96.00 1.37 97.50 1.77 96.50 2.24 96.67 1.79
/�/ 97.00 2.09 96.50 4.18 97.00 3.26 96.83 3.18
/�/ 93.89 4.56 94.44 4.39 95.00 4.12 94.44 4.36
/�/ 96.11 3.17 96.67 3.04 96.67 3.62 96.48 3.28
/�/ 97.78 1.24 97.78 2.32 98.33 1.52 97.96 1.69
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Figure 2.4: Average normalized F0 contours of the five Thai tones of (a) set A, (b) set
B, and (c) set C.
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Figure 2.5: Average normalized F0 contours of the five Thai tones of (a) set A, (b)
set B, and (c) set C. For each tone, the F0 are plotted separately according to initial
consonants, vowels, and final consonants, respectively.
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(97.00%, 97.67%, and 98.33% in average for sets A, B, and C, respectively) are higher

than those of diphthongs (94.67%, 96.33%, and 95.67% in average for sets A, B, and C,

respectively). A diphthong is the sequence of two monophthongs with changing quality,

and most parts of voiced portion represent the vowel area. This implies that vowels

affect the F0 contours and tone recognition. As shown in Figure 2.5 (b), the normalized

F0 contours between monophthongs and diphthongs are slightly different and separated

from each other, especially for the fall, the high, and the rise. This also indicates the

effect of vowels on the F0 contour.

Table 2.6 shows the recognition rates and standard deviations of set C reported

separately according to final consonants. Only three tones, i.e., the mid, the fall, and the

high, are found for a syllable ending with an obstruent. In each experiment, utterances

with final nasals (i.e., /�/, /�/ and ���), especially ���, get the highest recognition

rates. The worst recognition rate is reported for final /�/. We can conclude that

the recognition rates of most syllables with sonorant endings are better than those of

obstruent endings, except final /�/, for all tone feature sets. Figure 2.5 (c) shows the

average normalized F0 contours of the five Thai tones of set C. For the low, the fall,

and the high, the shapes of F0 contours of syllables with sonorants differ remarkably

from those with obstruents. The difference in the shape of F0 contours at the end point

can be taken into account in dividing the final consonants into the obstruents and the

sonorants. The F0 movements of sonorants change in direction at the end while those of

obstruents do not. This is because the duration of a syllable ending with an obstruent

is much shorter, and the energy contour sharply decreases. These two features may help

to increase the recognition rate of Thai tone recognition. We plan to use them in the

future. There are, at least, two more factors that impact the recognition results. Firstly,

since the number of samples ending with obstruents is lower than those with sonorants,

the classifier is probably biased. Secondly, in our experiments, a sample ending with

a sononant or an obstruent was not separately trained and evaluated, and thus the

classifier may provide errors by answering the mid or the rise for a sample ending with

an obstruent.

In conclusion, the recognition rates of set A are lower than those of sets B and C

(see Table 2.3), although the F0 contours for each tone within set A are less different than

those within sets B and C (see Figure 2.5). It is not claimed that initial consonants
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have more effect on tones than vowels and final consonants do. But it is clear from

our experiments that our tone feature sets are more sensitive to the effect of initial

consonants than those of vowels and final consonants.

Table 2.7 shows confusion matrices of tone recognition for sets A, B, and C using

different tone feature sets. The tone references and recognition results of each tone

are represented in rows and columns, respectively. The correct results are printed in

boldface. It can be seen that the fall provides the highest recognition rate for set A,

and the rise gives the highest recognition rate for sets B and C. Through detailed error

analysis, we found that the most errors come from the misclassification between the mid

and the low, because all of them have very close F0 levels as shown in Figure 2.5. Tone

feature set 3 slightly reduces the errors. Moreover, some F0 contours of the high and

the rise share this similarity as shown by the misclassification between them.

2.4.4 Experiment II : Mixed data experiment

In this experiment, we used a mixed data set that combines data sets A, B, and

C together. The results of this experiment are shown in Table 2.8. The best results

are printed in boldface. It can be seen that tone feature set 3 provides the highest

recognition rate (96.25%) and the lowest standard deviation (1.10%). Comparing these

results with the average results across all data sets in Table 2.3, we found that the

degradation in recognition performances are 1.47%, 0.98%, and 0.87% for tone feature

sets 1, 2, and 3, respectively. Among these three feature sets, tone feature set 3 is

the best as it provides the lowest degradation. The reason for the degradation can be

given that initial consonants, vowels, and final consonants affect F0 contours. The effect

makes the contours of every tone slightly different, and thus decreases the recognition

rates.

2.4.5 Experiment III : Cross data experiment

We applied the cross data method that uses one data set (set A, B or C) as a

training set and the others as test sets. The results of this experiment are shown in

Table 2.9. The best results are printed in boldface. Tone feature set 3 still yields the

highest recognition rate (94.29% in average).

In Figure 2.6, let X/Y denote the experiment where set X is used as the training
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Table 2.8: Recognition rates (%) and standard deviations (s.d.) of the mixed data
experiment using different tone feature sets.

Training Test TF1 TF2 TF3 Average
set set % s.d. % s.d. % s.d. % s.d.

A+B+C A+B+C 95.52 1.38 95.64 1.53 96.25 1.10 95.80 1.34

Table 2.9: Recognition rates (%) and standard deviations (s.d.) of the cross data
experiment using different tone feature sets.

Training Test TF1 TF2 TF3 Average
set set % s.d. % s.d. % s.d. % s.d.

A B 96.33 4.07 96.33 2.47 97.17 3.31 96.61 3.28
C 94.89 1.71 94.84 1.75 95.27 1.69 95.00 1.72

B A 93.80 2.66 93.50 1.84 94.40 1.64 93.90 2.05
C 92.83 2.33 92.39 2.96 93.04 2.75 92.75 2.68

C A 94.80 4.44 93.60 4.52 94.80 3.70 94.40 4.22
B 94.33 3.30 94.83 2.73 94.50 3.31 94.55 3.11

Average 93.98 2.25 93.72 2.45 94.29 2.32

set while set Y is used as the test set. The recognition rates of A/B and B/A are

higher than those of A/C and B/C, respectively. This means that the effects of initial

consonants (set A) and vowels (set B) on tones are more similar than those of initial

consonants (set A) and final consonants (set C), and more similar than those of vowels

(set B) and final consonants (set C). The performances of A/B and C/B are better than

those of B/A and B/C, respectively. The reason is that the number of samples in set B

is lower than those of the other sets, and thus the variations of tone feature parameters

in set B are not enough to cover those in the other sets. The best recognition rate is

reported when set A is used as the training set and the worst is reported when set B is

used, respectively.

2.4.6 Discussion

Figure 2.7 shows the comparison of the average recognition rates of the three

main experiments with different tone feature sets. The average recognition rate of the

dependent data experiment is the best for every tone feature set. The average recogni-

tion rate of the mixed data experiment is better than that of the cross data experiment

for each tone feature set. Tone feature set 3 provides the highest recognition rate for all

experiments. In the dependent data and cross data experiments, the recognition rates

for tone feature set 1 are better than those for tone feature set 2.

As shown in these experiments, although our feature sets are useful for the de-

pendent data sets (the data sets of the dependent data experiment and the mixed data

experiment), they are not robust for independent data set (the data set of the cross data
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Figure 2.6: Recognition rates of the cross data experiment with different training and
test sets using different tone feature sets.

Figure 2.7: Average recognition rates of three main experiments using different tone
feature sets.
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experiment). Therefore, tone recognition for all available syllables needs the training ex-

amples that cover all combinations between tones and the phonematic units composing

the syllables, and the size of the training set must be large enough.

2.4.7 Human perception test

In order to judge the above recognition rates on the basis of human perception, a

listening test has been designed. Only 50 random utterances from all data sets were used

so that the participants would not experience too much inattention. The test was taken

by 20 participants: 8 male and 12 female listeners. Each utterance was played once,

with a 5 second interval between the current and the next utterances. Each listener

identified and entered one of the five choices (the mid, the low, the rise, the high, or the

fall) before the computer proceeded to the next utterance.

Table 2.10 shows the total responses in a confusion matrix. The average percep-

tion rate and standard deviation of tone identification by individual listeners are 88.00%

and 9.40%, respectively. The best perception rate is 95.00% for the rise, and the worst

is 76.00% for the low. Like the machine, most listeners often confuse the low with the

mid. The human’s perception rate is much lower than that of the machine. This may

suggest that humans are not good at recognizing meaningless words, or words without

the context (words in isolation). Moreover, the basic unit that humans recognize well

is a word (not phoneme), and therefore the human perception rate in our experiment

is lower than the machine. On the other hand, a question is raised. If humans are not

as good as machine in tone recognition but have much higher performance in speech

recognition, is the improved performance on tone recognition going to be translated into

improved performance in speech recognition? In fact, human uses many other linguistic

cues, e.g., semantic, syntactic, pragmatic and morphology to recognize speech in human

communication. The improvement of automatic speech recognition needs a good acous-

tic model for its bottom up speech recognition process and also a good linguistic model

for its top down speech recognition process. Tone recognition is essential to word recog-

nition because it recognizes lexical information that the tones carry. Tone recognition

helps to extremely reduce the number of referential templates for recognizing speech.

Thus, we believe that tone recognition is still very important and helpful to improve

the performance of speech recognition in tone languages.
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Table 2.10: Confusion matrices of human perception test.
Reference #Tokens Perception Perception results (#tokens)

rate (%) M L F H R

M 180 90.00 162 13 1 2 2
L 200 76.00 34 152 10 1 3
F 220 90.00 11 2 198 9 0
H 220 89.56 2 4 10 197 7
R 180 95.00 0 1 2 6 171

Total 1000 88.00

2.5 Combination of Neural Networks

Recently, the classifier combination approach has been repeatedly proven to be

more robust than the single classifier approach (Kirchhoff and Bilmes 1999). The basic

idea is to classify an input pattern by obtaining classification from several classifiers and

then using a consensus scheme to decide the collective classification by vote (Hansen

and Salamon 1990). There are basically two classifier combination scenarios (Kittler

et al. 1998): (i) all classifiers use the same representation of the input pattern and

(ii) each classifier uses its own representation of the input pattern. In this section, we

study the usefulness of a combination approach of neural networks for isolated Thai

tone recognition and focus on classifier combination in the second scenario only.

2.5.1 Method

Figure 2.8 shows the architecture of the neural network combination. Three

neural networks (NNs) are employed to decide the final classification. Each NN uses

a different tone feature set as the representation of the input pattern. The outputs of

each network are fed to the combination module for deciding a final result. Several

combination schemes have been proposed (Kittler et al. 1998). In this thesis, we apply

three groups of combination schemes to tone recognition and consider the benefit of

each combination scheme to this problem. These groups are described as follows.

Probability combination rules (PCRs)

Kittler et al. (1998) proposed various probability combination rules, i.e., product

rule, sum rule, max rule, and min rule. The necessary notation and formulations of

them are introduced in the following.

Consider a recognition problem where pattern Z is to be assigned to one of the M
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Figure 2.8: The neural network combination.

possible classes (ω1, . . . , ωM ). Assume that we have N classifiers, and let xi and P (ωk|xi)

be the input representation used by the ith classifier, and the posteriori probability

for the kth class given the input representation, respectively. Under the equal prior

assumption, the pattern Z will be assigned to class ω∗
k using one of the following rules:

Product rule:

P (ωk∗ |xi) =
M

max
k=1

N∏
i=1

P (ωk|xi) (2.9)

Sum rule:

P (ωk∗ |xi) =
M

max
k=1

N∑
i=1

P (ωk|xi) (2.10)

Max rule:

P (ωk∗ |xi) =
M

max
k=1

N
max
i=1

P (ωk|xi) (2.11)

Min rule:

P (ωk∗ |xi) =
M

max
k=1

N
min
i=1

P (ωk|xi) (2.12)

Voting techniques (VTs)

The method based on voting techniques considers the result of each network as

an expert judgement (Cho 1997). A variety of voting procedures can be adopted from

group decision marking theory, e.g., unanimity, majority, plurality, borda count, and so

on. In our experiments, we used two of them, i.e., the majority voting and the borda

count.

Majority voting:

k∗ = arg
M

max
k=1

N∑
i=1

∆ki (2.13)
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where

∆ki =




1 if P (ωk|xi) = maxM
j=1 P (ωj |xi)

0 otherwise
(2.14)

Borda count:

k∗ = arg
M

max
k=1

N∑
i=1

Bki (2.15)

where Bki is the number of classes ranked below the class k by the ith classifier.

Non-linear combination method (NCM)

The outputs (posteriori probabilities) of three neural networks are used as inputs

to a new neural network, which non-linearly combines the three networks. The new

network is employed for evaluating the final classification. In this thesis, a feedforward

neural network is used as the non-linear classifier. The network has an input layer of

15 units (corresponding to the outputs of all three input networks), a hidden layer of

30 units, and an output layer of 5 units. The network is trained by the standard back-

propagation algorithm for a maximum of 300 epochs with 0.00001 learning rate and 0.9

momentum.

2.5.2 Results and discussion

Figure 2.9 shows the experimental results using probability combination rules

(PCRs) and voting techniques (VTs). All best results for each experiment are printed

in boldface. Considering the recognition rates of PCRs, we found that the recognition

rates of all rules are not significantly different for each experiment (see Figure 2.9 (a)).

However, it appears that the product rule frequently scores a best result. The average

results of all experiments are 95.42%, 95.40%, 95.41%, and 95.27% for product, sum,

max, and min rules, respectively. Although the product rule provides the highest recog-

nition rates, this rule is sensitive to badly estimated posteriori probabilities (Kittler

et al. 1998). If any of the classifiers reports the correct class a posteriori probability as

zero, the output will be zero and the correct class cannot be identified. Instead a more

robust mean, the sum rule is expected to work better. This rule is not very sensitive to

very poor estimates (Duin and Tax 2000). For VTs (see Figure 2.9 (b)), these results

are also not significantly different for each experiment. The majority voting often pro-

vides a best result. The average recognition performances are 95.76% and 95.75% for
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Tr./Te. Product Sum Max Min Tr./Te. Majority Borda
A/A 97.90 97.50 97.80 97.60 A/A 97.10 97.10
B/B 96.33 96.33 96.17 96.17 B/B 96.67 96.67
C/C 96.96 96.85 96.74 96.90 C/C 97.45 97.50

Average 97.01 96.88 96.81 96.93 Average 97.37 97.42
ABC/ABC 95.90 96.08 96.10 95.84 ABC/ABC 96.34 96.31

A/B 96.50 96.50 96.00 96.67 A/B 97.17 97.00
A/C 95.43 95.43 95.38 95.05 A/C 95.43 95.33
B/A 96.90 96.40 96.20 96.30 B/A 95.80 95.80
B/C 92.66 92.66 92.77 92.50 B/C 93.42 93.48
C/A 96.90 96.40 96.90 97.30 C/A 96.20 96.30
C/B 93.83 93.83 94.17 94.17 C/B 94.67 94.50

Average 94.38 94.33 94.36 94.15 Average 94.66 94.63
Total avg. 95.42 95.40 95.41 95.27 Total avg. 95.76 95.75

(a) (b)

Figure 2.9: Recognition rates (%) and standard deviations (s.d.) of ten experiments
with different training and test sets using (a) probability combination rules and (b)
voting techniques.
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Training Test 3NNs PCRs VTs NCM
set set % s.d. % s.d. % s.d. %

A A 95.33 0.12 97.70 0.18 97.10 0.00 97.60
B B 96.61 0.25 96.25 0.10 96.67 0.00 97.00
C C 97.10 0.32 96.86 0.09 97.47 0.04 97.34
Average 96.91 0.26 96.91 0.09 97.39 0.03 97.34

ABC ABC 95.80 0.39 95.98 0.13 96.32 0.02 96.13

A B 96.61 0.48 96.42 0.29 97.08 0.12 97.50
A C 95.00 0.24 95.33 0.18 95.38 0.08 95.38
B A 93.90 0.46 96.45 0.31 95.80 0.00 97.50
B C 92.75 0.33 92.65 0.11 93.45 0.04 93.37
C A 94.40 0.69 96.88 0.37 96.25 0.07 97.00
C B 94.56 0.25 94.00 0.19 94.58 0.12 94.50
Average 94.00 0.29 94.30 0.11 94.64 0.02 94.73

Total average 95.18 0.33 95.37 0.14 95.75 0.04 95.73

Figure 2.10: Recognition rates (%) and standard deviations (s.d.) of ten experiments
with different training and test sets using different combination schemes.
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majority voting and borda count, respectively.

Figure 2.10 shows the average results of three neural networks (3NNs), the average

results of PCRs, the average results of VTs and the results of the non-linear combination

method (NCM), with their standard deviations. All best results for each experiment are

printed in boldface. The results of 3NNs are used as the baseline results. The recognition

performances of most experiments are improved when the combination schemes are

applied. This is not surprising because the combination schemes using different input

representations almost always provide less correlation between the input vectors than

the single classifier using an input representation. Although some feature set yields poor

results, it still contains valuable information for the combination classifiers.

All three combination schemes can be divided into two groups according to the

format of the individual classifiers used by the combiner (Kittler et al. 1998). Hard-

level combination uses the output of the classifier after it is hard-thresholded (binarized).

Soft-level combination uses the estimates of a posteriori probability of the class by each

classifier. VT is a representative of the first category while the others are the soft-

level combiners. Considering the average performances of all combination schemes, we

can see that NCM and VT perform equally well and PCR provides the worst results.

However, there is no overall winning combination scheme. VTs frequently give a best

result for the dependent data and mixed data experiments whereas PCR often yields a

best result for the cross data experiment. Compared to the baseline (3NNs), VT gives

the best error reduction rates in average of 15.63% and 12.36% for the dependent data

and mixed data experiments, respectively, while NCM provides the best error reduction

rate in average of 12.24% for the cross data experiment. VT does not take into account

the differences in the individual classifier capabilities. All classifiers are treated equally,

which may not be preferable when we know that certain classifiers are more likely to be

correct than others (Ho et al. 1994). In the opposite way, NCM takes into account the

differences in the individual classifier capabilities (posteriori probabilities). However, in

our experiments, the average recognition rates of all experiments for VT and NCM are

not significantly different. One advantage of VT over NCM is that it needs no training

whereas NCM requires training.

Considering the results of each experiment, we can see that when set A is used

as test set, the recognition rates are much improved for all combination schemes. The



33

results of set A become the best although those of set A using the single classifier are the

worst. When set B is used as test set, the recognition results of PCR are not improved,

while those of VT are slightly increased. For NCM, the recognition performances are

improved only for B/B and A/B. When set C is used as test set, VT and NCM provide

the improvement in all experiments, while PCR improves recognition results in A/C

only.

2.6 Summary

In this chapter, a method of isolated Thai tone recognition has been proposed.

Three tone feature sets were used to capture the characteristics of Thai tones. The first

two tone feature sets come from the previous works (Thubthong 1995; Tungthangthum

1998) and the last one is a novel tone feature set designed from our observation on the F0

contour patterns. To evaluate the performance of our method and to study the effect of

initial consonants, vowels, and final consonants on tone recognition, three data sets were

built. Each data set was used to study the effect of each phoneme. Several experiments

have been conducted using feedforward neural networks. The proposed tone feature

set yielded the best performance for most experiments. The experimental results imply

that there are some correlations between tones and the phonematic units constructing

the syllables. Therefore, a tone recognition system for all available syllables needs the

training examples that cover all combinations between tones and the other syllable types,

and the size of the training set must be large enough. Human perception test was then

employed to judge the recognition rate. The recognition rate of human perception test

was much lower than that of the machine. This suggests that humans are not good at

recognizing meaningless words, and words without context. The basic unit for human

recognition is a word, not a phoneme. The combination of neural networks trained on

different tone feature sets was studied. Several classifier combination schemes, i.e., PCR,

VT, and NCM, were used to enhance the recognition rate. The experimental results

demonstrated that the neural network combination was superior to a single network,

and NCM and VT performed equally well whereas PCR did worst.



CHAPTER 3

CONSTRUCTING TONE RECOGNITION FRAMEWORK FOR

THAI CONTINUOUS SPEECH

In the previous chapter, we proposed a tone feature set and demonstrated a series

of experiments by considering the syllable structure effect. All speech data used were

isolated syllables. Before studying the other effects, we will first concentrate on an

issue of constructing a basic tone recognition framework. The framework consists of

tone models used to parameterize tone F0 contour and a classifier used to evaluate the

performance of the tone models. The former is designed by an empirical study, while,

for the latter, a three-layer feedforward neural network is applied. The framework will

be used for the following chapters.

There are a number of studies of Thai tone recognition in isolation (Kongkachan-

dra et al. 1998; Thubthong et al. 2000a; Thubthong and Kijsirikul 2000b; Thubthong

and Kijsirikul 2001b; Tungthangthum 1998) and in continuous speech (Potisuk et al.

1999; Thubthong et al. 2000; Thubthong et al. 2000b; Thubthong and Kijsirikul 2001a;

Thubthong and Kijsirikul 2001c). All studies concentrated on tone features and clas-

sifier techniques. However, there are other issues that should be considered. In this

chapter, we are concerned with four questions: (i) which tone features are useful for

tone recognition in continuous speech in term of performance, (ii) what kind of fre-

quency scale should be used in order to provide the highest tone recognition rate, (iii)

what is the effect of normalization and which normalization techniques should be used,

and (iv) which part of the F0 contour in a syllable should be used for tone recognition.

We perform an empirical study of Thai tone recognition to answer these questions.

The study contains four experiments each of which is performed for answering each

question. The answers will be used as configurations for constructing the simple tone

models (Thubthong and Kijsirikul 2002).

In the following sections, we first present three Thai speech corpora used in our

experiments: Potisuk-1999 corpus, which consists of 11 linguistically designed sentences

that are continuously voiced throughout; Thai Proverb Corpus, which contains 30 Thai

proverb utterances (i.e., 10 four syllabic, 10 five syllabic, and 10 six syllabic utterances);

and Thai Animal Stories Corpus, which is composed of 50 Thai sentences produced in

34



35

reading style. Then, we present the literature review of classification techniques for tone

recognition and explain the reasons for using neural networks as the classifiers in our

framework. We also describe the experimental setting for evaluating the above issues.

After that we demonstrate four experiments for answering the four questions above.

Finally, we summarize this chapter.

3.1 Thai Speech Corpora

Three Thai speech corpora of different complexities are used in our experiments:

Potisuk-1999, Thai proverb, and Thai animal story corpora. The first one is a linguis-

tically designed corpus, the second one is a short sentence corpus, and the last one is a

read speech corpus. The corpora are used to evaluate the configurations for constructing

Thai tone modelling. The detail of the corpora will be described in the following.

(1) Potisuk-1999 corpus (PC-99)

A corpus was built using the sentence list designed by (Potisuk et al. 1999).

The list contained 11 sentences with varying tone sequences. Each sentence

consisted of four monosyllabic words. To enhance coarticulatory effect, all four

syllables began and ended with a sonorant, and the sentence was continuously

voiced throughout. In order to eliminate the potential interaction between stress

and tone, the stress pattern of the carrier sentence (strong strong strong strong)

was invariant. The data was collected from 10 native Thai speakers (five male

and five female speakers), ranging in age from 20 to 22 years (mean=20.8 and

s.d.=0.78). Each speaker read all sentences for five trials at a conversational

speaking rate. Therefore, the corpus contained 550 utterances (2,200 syllables).

We named this corpus “Potisuk-1999 corpus”.

(2) Thai proverb corpus (TPC)

The Thai proverb corpus contained 30 Thai proverbs: 10 four-syllabic, 10 five-

syllabic and 10 six-syllabic proverbs. The data was collected from 40 native

Thai speakers (20 male and 20 female speakers), ranging in age from 17 to 29

years (mean=20.78 and s.d.=2.35). Each speaker read all 30 proverbs in one

trial at a conversational speaking rate. Therefore, the corpus consists of 1,200

utterances (6,000 syllables).
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(3) Thai animal story corpus (TASC)

The Thai animal story corpus is a read speech corpus containing four animal

stories (i.e., cat, monkey, elephant and buffalo). The corpus consisted of 50 dif-

ferent sentences. The data was collected from 20 native Thai speakers (10 male

and 10 female speakers), ranging in age from 20 to 30 years (mean=22.20 and

s.d.=2.01). Each speaker read all 50 sentences in one trial at a conversational

speaking rate. Therefore, the corpus consisted of 1,000 sentence utterances

(5,760 syllables).

The speech signals were digitized by a 16-bit A/D converter at 11 kHz. These

were manually segmented and transcribed at syllable and onset-rhyme levels using audio-

visual cues from a waveform display.

3.2 Classifiers

Many methods of tone recognition have been proposed for both isolated and con-

tinuous speech in Mandarin, Cantonese and Thai. They include the methods based on

neural networks (NNs) for four-tone-recognition of isolated Mandarin syllables (Chang

et al. 1990), for five-tone-recognition of continuous Mandarin speech (Wang and Chen

1994; Chen and Wang 1995) and for nine-tone-recognition of isolated Cantonese syllables

(Lee et al. 1993; Lee et al. 1995).

There are also a number of works based on a hidden Markov model (HMM) for

four-tone-recognition of isolated Mandarin syllables (Yang et al. 1988), for five-tone-

recognition of continuous Mandarin speech (Cao et al. 2000; Huang and Seide 2000),

and five-tone-recognition of isolated Thai syllables (Tungthangthum 1998). The fuzzy

C-means-based method for four-tone-recognition of isolated Mandarin syllables (Li et al.

1999) and support vector machines (SVMs) for five-tone-recognition of isolated Thai syl-

lables (Thubthong and Kijsirikul 2000b; Thubthong and Kijsirikul 2001b) have also been

proposed. In addition, a few works based on other statistical or non-statistical classifica-

tion methods have been proposed for four-tone-recognition of isolated Mandarin (Wang

et al. 1990; Wu et al. 1991) and five-tone-recognition of isolated Thai (Charnvivit et al.

2001).

An HMM provides poor discrimination due to the fact that model parameters

are estimated by maximum likelihood estimation instead of an estimation method that
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attempts to explicitly minimize the classification error (Ström 1997a). It is not suitable

for our framework because it needs a large number of features for training but the num-

ber of our tone features is quite small. In the case of the fuzzy C-means-based method,

the computational model is quite complicate. An SVM is a new promising pattern clas-

sification technique. It aims to minimize the upper bound of the generalization error

through maximizing the margin between the separating hyperplane and data (Vapnik

1998). The weakness of the SVM is that it is a binary classifier. Although the SVM

can be adopted for solving multi-class problems and it often achieves good results, the

training times are very long and the system is complicate and hard to implement. For

these reasons, we decide to use neural networks as the classifiers for our tone recognition

framework. An NN aims to minimize the empirical training error. The advantages of

the NN are that (i) it does not require the underlying statistical distributions, (ii) it

does not need a large number of features, (iii) it is a multi-class classifier, and (vi) it is

easy to implement.

3.3 Experimental Setting

In the following experiments, we performed five-fold cross-validation approach (Di-

etterich 1997) for every corpus. For PC-99, we built two tests, i.e., inside test and outside

test, to compare the recognition robustness against speaker variation. In the inside test,

the data from the same speakers were used in both training and testing; while, in the

outside test, the data for training and testing were from different speakers. The original

utterances were partitioned into five disjoint parts of equal size. For the inside test,

each part contained utterances collected from each trial of all speakers. For the outside

test, each part contained utterances collected from one male and one female speakers.

For TPC and TASC, we conducted only outside test. Each part of TPC consisted of

utterances collected from four male and four female speakers; while each part of TASC

contained utterances collected from two male and two female speakers. A summary of

the corpora for each fold is shown in Table 3.1.

Every experiment was performed using a three-layer feedforward neural network.

The network had three layers, i.e., input, hidden, and output layers. The number

of input units depended on the number of tone features. The number of hidden and

output units were 20 and 5, respectively. All feature parameters were normalized to lie
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Table 3.1: Summary of all three corpora used in our experiments for each fold.

Data set PC-99 (inside) PC-99 (outside) TPC TASC
Training Test Training Test Training Test Training Test

#Utterances 440 110 440 110 960 240 800 200
#Syllables 1760 440 1760 440 4800 1200 4608 1152
#Speakers 10 10 8 2 32 8 16 4

between -1.0 and 1.0. The network was trained using the standard back-propagation

method. Initial weights were set to random values between -1.0 and 1.0. The NICO

(Neural Inference COmputation) toolkit (Ström 1997b) was used to build and train the

network. The experimental results were the average values of the five test sets.

3.4 Tone Features

Thubthong et al. (2000a) (see Chapter 2) have proposed a tone feature set for

recognizing isolated syllables. The feature set is based on the effects of initial consonant,

vowel and final consonant in a syllable on an F0 contour. We refer to these effects as

internal effects. In continuous speech, there are, however, many other interacting factors

(e.g., co-articulation, intonation and stress) affecting an F0 contour. We refer to them

as external effects. The external effects affect the F0 contour more than internal effects

do. We therefore need a new accurate and convenient tone feature set. The feature

set should be enhanced conveniently by other tone features in order to compensate for

external effects. We built three basic tone feature sets. They were compared and the

best one was selected as the basic tone feature set for the following experiments.

In order to extract tone features, we first applied the Average Magnitude Different

Function (AMDF) algorithm (Ross et al. 1974) for F0 extraction with 20 ms frame size

and 5 ms frame shift. Since syllables were not of equal duration, the duration of F0

contours of each syllable were equalized on a percentage scale (Gandour et al. 1994;

Potisuk, Gandour, and Harper 1996). F0-normalized data were then fitted with a third-

order polynomial (y = a0 + a1x + a2x
2 + a3x

3) that has been proven to be successful

for fitting F0 contours of the five Thai tones (Gandour et al. 1999). Then three tone

feature sets were built:

1. Tone feature set A

All four polynomial coefficients were used. The tone feature vector of each
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syllable contained all four polynomial coefficients.

2. Tone feature set B

This feature set was obtained by extracting the F0 heights at the beginning and

end points of the tone critical segment1. Furthermore, by using the polynomial

coefficients, we computed the slopes at five different time points between 0%

to 100% throughout each tone critical segment with the equal step size of 25%.

The two F0 heights and five slopes were used together as tone feature set B.

This feature set is similar to tone feature set 3 in Chapter 2.

3. Tone feature set C

Tone feature set C was created by enhancing tone feature set B. The F0 height

at 25%, 50% and 75% time points of the tone critical segment were also incor-

porated into tone feature set B.

To evaluate all three tone feature sets, PC-99 (only outside test), TPC, and

TASC were used. Since we did not yet know, which the other configurations, i.e.,

frequency scale, normalization technique, and tone critical segment, should be used, we

first explored the experiment by using the frequency scale in hertz. The tone features

were extracted from the rhyme unit of a syllable without normalization.

The recognition rates (%) and standard deviations (s.d.) are shown in Table 3.2.

Tone feature set C provides the best recognition rates for all corpora, while feature set

A yields the worst. We performed McNemar’s test (Gillick and Cox 1989) between each

pair of classification outputs to examine whether the differences in tone performance

are statistical significant. The McNemar significance level reflects the probability of the

hypothesis that the differences between two classification results occur by chance. We

set the threshold of the significance level to be 0.05 (95% confidence interval), which

means that the differences are considered as statistically significant if the probability

of the differences occurring due to chance is less than 0.05. As shown in Table 3.3, the

differences in recognition rates between tone feature set C and the other tone feature sets

are considered to be statistically significant for PC-99 and highly statistically significant

for TPC and TASC. But the difference between tone feature sets A and B are not

statistically significant for all corpora.
1Tone critical segment is the F0 contour segment containing critical information for tone recognition

(see Section 3.7).
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Table 3.2: Recognition rates (%) and standard deviations (s.d.) of tone recognition
with different tone features. The best results for each corpus are printed in boldface.

Feature set PC-99 TPC TASC
% s.d. % s.d. % s.d.

A: 4 coef. 77.82 4.79 71.25 1.13 68.85 2.08
B: F0I+5dF0+F0F 78.55 6.20 71.73 1.91 70.38 3.22
C: 5F0+5dF0 79.86 5.89 74.67 1.32 74.48 3.27

Table 3.3: Measure of statistical difference of tone recognition with different tone fea-
tures. Significant differences are printed in boldface, while insignificant differences are
shown in regular (based on a threshold of 0.05).

Feature set PC-99 TPC TASC
B C B C B C

A 0.3485 0.0067 0.3718 < 0.0001 0.0149 < 0.0001
B - 0.0385 - < 0.0001 - < 0.0001

3.5 Frequency Scale

This section concerns the question of what kind of scale should be used in order

to provide highest tone recognition rate. In physics, frequency is generally expressed

in terms of the unit hertz (Hz). In various branches of hearing research, other units

are used, e.g., semitone, ERB-rate, Mel scale, Bark scale, etc. Most researchers, in

speech recognition community, have used Mel and Bark scales (Hermansky 1990; Her-

mansky and Morgan 1994; Hermansky 1998; Ström 1997b) for recognizing segmentals

(consonants and vowels). Moreover, for suprasegmental especially intonation and tone,

semitone and ERB-rate scales have been considered. In intonation studies, results of

experiments have been accounted in terms of a hertz scale (Rietveld and Gussenhoven

1985), a semitone scale (Sagisaka and Kaiki 1992; Swerts et al. 1996; ’t Hart 1981;

Thorsen 1980) and an ERB-rate scale (Hermes and van Gestel 1991; Beaugendre et al.

2001). Most researchers have used hertz scale (Cao et al. 2000; Chen and Wang 1995;

Lee et al. 1995; Thubthong et al. 2000a; Wang et al. 1997; Wang and Seneff 2000)

in tone recognition for several languages, while some researchers have applied log scale

(equivalent to simitone) (Huang and Seide 2000; Yang et al. 1988) and ERB-rate scale

(Potisuk, Gandour, and Harper 1996; Potisuk et al. 1999). A few details of three

frequency scales are described as follow:

1. Hertz

Hertz (Hz) is a linear frequency scale. It is defined as the number of cycles per

second (Ladefoged 1996).
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2. Semitone

Semitone is a musical scale used to express the relative distance between two

tones in a musical interval. It is a logarithmic frequency scale defined as follow:

semitone = 69 + 12 log2

∣∣∣∣
f

440

∣∣∣∣ (3.1)

where f is frequency in Hz.

3. Equivalent rectangular bandwidth rate

Equivalent rectangular bandwidth rate (ERB-rate) is a psychoacoustic scale. It

has better representation of the perceived excursion size of prominence-lending

pitch movements presented in different pitch register (Hermes and van Gestel

1991). As female and male voices differ in the excursion size of F0 movements, a

raw F0 can be converted into an ERB-rate scale to normalize the excursion size

between speakers. The ERB-rate scale is defined as follow (Moore and Glasberg

1983):

ERB-rate = 11.17 ln
∣∣∣∣

f + 312
f + 14675

∣∣∣∣ + 43.0 (3.2)

where f is frequency in Hz.

Every frequency scale was applied to all corpora by using tone feature set C. As

shown in Table 3.4, ERB-rate scale provides the best recognition rates for PC-99 and

TCP, whereas semi-tone scale yields the best for TASC. However, as shown in Table 3.5,

the statistically significant difference are found for the pair of hertz scale and semitone

scale, and the pair of hertz scale and ERB-rate scale on TPC only. Since the average

recognition rate of ERB-rate scale is slightly better those of the other scales and many

researchers have successfully used this scale for prosodic studies, this scale is selected

and used for the following sections.

3.6 Normalization Technique

An F0 is basically a physiologically determined characteristic and is regarded as

speaker dependent (Lee et al. 1995). Therefore, for speaker independent tone recog-

nition that uses the relative F0 of each syllable as the main discriminative feature, a

normalization procedure is needed to account for the F0 range of different speakers.
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Table 3.4: Recognition rates (%) and standard deviations (s.d.) of tone recognition with
different frequency scales. The best results for each corpus are printed in boldface.

Scale PC-99 TPC TASC
% s.d. % s.d. % s.d.

Hertz 79.86 5.89 74.67 1.30 74.48 3.27
Semitone 79.86 5.69 74.83 1.26 74.70 2.91
ERB-rate 80.18 5.94 74.93 1.27 74.65 3.32

Table 3.5: Measure of statistical difference of tone recognition with different frequency
scales. Significant differences are printed in boldface, while insignificant differences are
shown in regular (based on a threshold of 0.05).

Scale PC-99 TPC TASC
Semitone ERB-rate Semitone ERB-rate Semitone ERB-rate

Hertz 0.9447 0.6538 < 0.0001 < 0.0001 0.4627 0.6285
Semitone - 0.5655 - 0.8035 - 0.9132

Many researchers (Chen and Wang 1995; Lee et al. 1995; Thubthong et al. 2000a;

Wang and Seneff 1998) have proposed to normalize all raw F0’s of each utterance by its

own mean. Some studies (Gandour et al. 1999; Potisuk et al. 1999), however, suggest

that z-score normalization is useful to account for the F0 variation.

In this section, we conducted an experiment to compare different normalization

techniques. The first one used raw F0’s without normalization. For the second one, raw

F0’s of each utterance were normalized by its own mean. For the last one, raw F0’s were

normalized by transforming the frequency values to a z-score values using the mean and

standard deviation calculated from raw F0’s of all syllables within each speaker.

The results are shown in Table 3.6. Better recognition rates are reported when

both normalization techniques are applied. The z-score technique gives the best recog-

nition rates for all corpora. As shown in Table 3.7, all differences between each pair

of recognition rates are highly significant. This means that the z-score technique is

powerful to reduce F0 variation across speakers. However, the drawback of this tech-

nique is that it needs the mean and the standard deviation of F0’s of all utterances

for each speaker, which cannot be determined without having all utterances. During

training process, these values can be calculated from the training examples of each

speaker. However, in the testing process, we do not know in advance all raw F0’s from

all utterances of each speaker, and thus we cannot determine these values. This means

that z-score normalization is not convenient for a speaker-adaptation speech recogni-

tion system. However, although we cannot determine the exact values of the mean and
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Table 3.6: Recognition rates (%) and standard deviations (s.d.) of tone recognition
with different normalization techniques. The best results for each corpus are printed in
boldface.

Normalization PC-99 TPC TASC
% s.d. % s.d. % s.d.

None 80.18 5.94 74.93 1.27 74.65 3.32
Mean 84.14 5.23 82.33 1.59 80.00 2.08
Z-score 90.05 2.33 84.07 0.80 82.48 2.41

Table 3.7: Measure of statistical difference of tone recognition with different normal-
ization techniques. Significant differences are printed in boldface, while insignificant
differences are shown in regular (based on a threshold of 0.05).

Normalization PC-99 TPC TASC
Mean Z-score Mean Z-score Mean Z-score

None < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001
Mean - < 0.0001 - < 0.0001 - < 0.0001

the standard deviation, we can approximate the values by calculating them from raw

F0’s of an utterance. Therefore, we decide to use the z-score normalization for the last

experiment.

3.7 Tone-Critical Segment

This section will concern the question of which part of the F0 contour in the

syllable should be used for tone recognition. The part containing critical information

for tone recognition is referred to as the tone-critical segment.

Most studies in this area have been performed in Mandarin. Howie (1974) ob-

served that tones in Mandarin are carried only by the syllable rhyme, while the syllable

onset of the F0 contour corresponding to an initial voiced consonant or glide is merely

an adjustment for the voicing of initial consonants and then there is much F0 perturba-

tion. The studies of F0 contour analysis and perception (Whalen and Xu 1992; Xu and

Wang 1997) showed that segments of different locations in a syllabic F0 contour may

contribute differently to tone perception for the syllable. The F0 contour segment of

the rhyme portion of a syllable contains critical information for tone perception while

the onset portion of the F0 contour is subject to variation. Xu (1997) confirmed that

the nasal part of a syllable carries tone information and the movement of F0 continues

all the way to the end of the syllable. Furthermore, Xu (1998) observed coarticulated

tones and argued that the syllable was the appropriate domain for tone alignment, and

the large perturbation seen at the syllable onset portion of the F0 contour of a syllable
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is the result of the carry-over effect2 from the preceding syllable.

In tone recognition literature, most studies (Chen and Wang 1995; Lee et al.

1995; Cao et al. 2000) have used voiced segment within a syllable as a tone critical

segment. Wang and Seneff (1998, 2000), however, proposed to use the F0 contour

from the syllable rhyme for tone modelling. Besides the above mentioned reasons, they

argued that a speech recognition system in Mandarin generally uses syllable initials

(onsets) and finals (rhymes) as acoustic modelling units and the presence of a syllable

initial should reduce the carry-over effect. On the contrary, Zhang and Hirose (1998)

argued that coda (final consonant) in the rhyme portion is also less important for tone

perception of a syllable. They therefore used only the vowel nucleus as a tone-critical

segment.

The definition of tone-critical segment is not yet well understood. We think that

vowel nucleus is not enough to identify tones for Thai language. The vowel length

is depend on the syllable structure. The vowel lengths in CV�N syllables are shorter

than those in CV� syllables, where C, V�, and N represent an initial consonant, a long

vowel, and a final sonorant (Zhang 2001). Therefore, the vowel alone in CV�N cannot

capture all tone information. Moreover, due to the Thai syllable structure (much sim-

ilar to Mandarin), an onset-rhyme unit or a syllable unit is more suitable for speech

recognition system than a phoneme unit. A number of studies in Thai have considered

rhyme units for prosodic studies of stress (Potisuk, Gandour, and Harper 1996; Potisuk,

Harper, and Gandour 1996; Thubthong and Kijsirikul 2001a) and tones (Potisuk et al.

1999; Thubthong and Kijsirikul 2001a), and syllable units for speech recognition (De-

meechai and Mäkeläinen 2001; Thubthong and Kijsirikul 1999b; Thubthong and Ki-

jsirikul 2000a). Thus, we will consider only rhyme and syllable units as tone-critical

segments. We built an experiment for comparing the performance between syllable and

rhyme units on tone recognition. In order to prevent the effect of voiced/unvoiced por-

tions in a syllable, only Potisuk-1999 corpus was used. We applied tone feature set C

in ERB-rate scale. It was extracted from both syllable and rhyme units. All feature

parameters were normalized by the z-score technique. We performed both inside and

outside tests.

The results are shown in Table 3.8. Rhymes yield better recognition rates than
2The carry-over effect is the effect of the preceding syllable as described in Chapter 4.



45

Table 3.8: Recognition rates (%) and standard deviations (s.d.) of tone recognition
with different tone critical segments. The experiment was performed on PC-99 (both
inside and outside tests). The best results for each test are printed in boldface.

Segment Inside test Outside test
% s.d. % s.d.

Syllable 92.05 1.06 88.95 2.17
Rhyme 92.86 1.23 90.05 2.33

Table 3.9: Measure of statistical difference of tone recognition with different tone critical
segments. Significant differences are printed in boldface, while insignificant differences
are shown in regular (based on a threshold of 0.05).

Domain Inside test Outside test
Rhyme Rhyme

Syllable 0.0700 0.0298

syllables for both inside and outside tests but only statistically significant difference is

found for the outside test (see Table 3.9).

From (Potisuk et al. 1999), the best recognition rate is 89.10% for the inside

test. Although we used the same list of 11 sentences for the test set, we cannot directly

compare this result with our results (92.86% for the inside test). This is because the

speech data were collected from the different speakers, the different number of speakers,

and the different recording environment.

3.8 Discussion

This section describes three points: the usefulness of normalization, the compar-

ison of the recognition rates between different corpora, and the confusion matrices of

the classification results for each corpus. Figure 3.1 shows the comparison of the inside

and outside tests on PC-99 with different configurations (i.e., tone features, frequency

scales and normalization techniques). The performances of the inside test are higher

than that of the outside test for all configurations. Normalization successfully reduces

the difference of performances between the inside and outside tests. This confirms that

normalization is needed to compensate for speaker variability.

Comparing the performances of three corpora, we found that the highest perfor-

mances are achieved on PC-99 for all configurations, while the poorest performances are

reported on TASC for all configurations (see Figure 3.2). These results can be explained

by the complexity of the corpus. The speech utterances in PC-99 are very clean and

all parts of utterances are voiced, while TPC contains both voiced and voiceless por-
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Figure 3.1: Comparison performances of inside and outside tests on PC-99 with different
configurations.
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Figure 3.2: Comparison performances of all three corpora with different configurations.
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Table 3.10: Confusion matrices of tone recognition for (a) PC-99, (b) TPC, and (c)
TASC using the best configurations. M, L, F, H, and R denote the mid, the low, the
fall, the high, and the rise, respectively.

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 200 72.50 145 43 0 11 1
L 600 89.17 33 535 1 6 25
F 450 97.56 0 4 439 7 0
H 600 93.17 7 3 11 559 20
R 350 86.57 4 16 0 27 303

Total 2200 90.05

(a) PC-99

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 1920 85.16 1635 133 73 46 33
L 1200 79.08 183 949 6 2 60
F 1280 92.03 63 10 1178 29 0
H 640 70.00 83 3 59 448 47
R 960 86.88 36 56 2 32 834

Total 6000 84.07

(b) TPC

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 2380 86.30 2054 114 110 72 30
L 1260 78.57 220 990 12 6 32
F 960 84.06 116 4 807 33 0
H 660 73.03 119 8 39 482 12
R 500 83.60 27 34 0 21 418

Total 5760 82.48

(c) TASC

tions. TASC is a read speech corpus that includes some neutral syllables. Most neutral

syllables are short vowel syllables produced in unaccented. Therefore, they have a very

short syllable duration and a nonstable F0 pattern. The neutral syllables are commonly

excluded from experimental results on tone recognition in most studies. If we do not

consider the neutral syllables, the performance will be improved from 82.48% to 85.27%.

Table 3.10 shows confusion matrices of tone recognition for PC-99, TPC, and

TASC using the best configurations. The tone references and recognition results of each

tone are represented in rows and columns, respectively. The correct results are printed

in boldface. It can be seen that the fall provides the highest recognition rate for all

corpora, while the mid yields the poorest for PC-99 and the high gives the worst for

TPC and TASC. Through broad error analysis, we found that the most errors come

from the misclassification between the mid and the low. The results are similar to those

in Chapter 2. In TPC and TASC, as the number of syllables with the mid is very large

(compared to the number of syllables with the other tones), the classifier may be biased.
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Thus, the fall, the high, and the rise are commonly misclassified as the mid.

3.9 Summary

In this chapter, we have presented an empirical study for constructing a basic tone

recognition framework. The framework consisted of tone models to parameterize tone

F0 contour and a classifier to evaluate the performance of the tone models. The former

was designed by an empirical study, while, for the latter, a three-layer feedforward neural

network was applied. To construct the tone models, we concentrated on the questions

of which configurations with respect to tone features, frequency scale, normalization

technique, and tone critical segment should be used for tone recognition. We built

three corpora: Potisuk-1999, Thai Proverb, Thai Animal Story corpora. From the

experimental results, we conclude that tone feature set C significantly outperforms the

other tone feature sets, ERB-rate scale surpasses semi-tone and hertz scales, z-score

normalization significantly exceeds mean normalization, and rhyme units are better

than syllable units. Based on these results, we have therefore proposed a Thai tone

modelling for tone recognition. The tone modelling is the set of five F0’s and their

slopes at 0%, 25%, 50%, 75%, and 100% of the rhyme segment in ERB-rate scale using

z-score normalization. It provides 92.86%, 90.05%, 84.07%, and 82.48% recognition

rates for Potisuk-1999 (inside test), Potisuk-1999 (outside test), Thai Proverb and Thai

Animal Story corpora, respectively.

In the following chapter, we will extend this study by enhancing the tone mod-

elling for compensating external effects and use the basic tone recognition framework

for evaluating the further tone models.



CHAPTER 4

EFFECT OF COARTICULATION ON TONE RECOGNITION

Tones in continuous speech can be influenced by many linguistic factors. Neigh-

boring tones are important factors due to articulatory constraints. When produced in

context, the tonal contours undergo certain variations depending on preceding and fol-

lowing tones (Xu 1997). Both the following syllable and preceding syllable influence the

considering syllable. The effects of the following syllable and the preceding syllable are

called anticipatory coarticulation and carry-over coarticulation, respectively.

Following the work of Xu (1997), we considered F0 contours of Thai bi-syllables

/��� ���/. Figure 4.1 shows the F0 contour variations due to the influence of the

preceding tones in the /��� ���/ sequences produced in isolation. Each panel in the

figure plotted the same tone in the second syllable when preceded by five different tones.

Each curve was obtained by averaging over two repetitions produced by a female speaker.

The time scale was equalized for all the curves. A nasal segment was plotted with 10

points, while a vowel segment was plotted with 50 points. The F0 contours plotted with

duration of each segment proportional to the averaged actual duration of segment are

also obtained. We can observe that, at the boundary between the two syllables, the

starting F0 of a given tone in the second syllable varies enormously depending on the

tone of the first syllable. The differences due to the preceding syllable decrease gradually

over time. There are rapid F0 movements, which are larger when the adjacent values of

two neighboring tones are far apart than when they are similar.

Figure 4.2 shows the variations in F0 contour of the tones when followed by

different tones in the /��� ���/ sequences. In contrast to the strong tendency for

the F0 of the second syllable to assimilate to the offset value of the first syllable, the

contours of the first syllable are much less affected by the identity of the following tone.

In this chapter, we propose tone features to compensate coarticualtory effect and

investigate a series of experiments on tone recognition using the basic tone recognition

framework (as described in Chapter 3). We also propose a novel model called half-tone

model to improve the performance of tone recognition. In the following sections, we first

look at some related works of coarticulatory effect on tone recognition. Then, we present

experiments concentrating on tone features and tone models for compensating the effect.
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Figure 4.1: Carry-over effect: effect of preceding tones on F0 contour of following tone
in /��� ���/ sequences in Thai. In each panel, the tones in the second syllable was held
constant (the mid, the low, the fall, the high, and the rise in (a) to (e), respectively),
and the tone of the first syllable was varied. Each curve was from a female speaker.
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Figure 4.2: Anticitory effect: effect of following tones on F0 contour of preceding tone
in /��� ���/ sequences in Thai. In each panel, the tones in the first syllable was held
constant (the mid, the low, the fall, the high, and the rise in (a) to (e), respectively),
and the tone of the second syllable was varied. Each curve was from a female speaker.
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After that, we perform experiments and analyze the results in several directions. Finally,

we give the summary of this chapter.

4.1 Related Works

There are a number of studies on the problem of the coarticulatory effect in

phonological, perception and engineering approaches. We first describe the studies on

phonological and perception approaches. Most studies are for Mandarin. Shen (1990)

studied all possible combinations of tones of Mandarin on /��� ��� ���/ tri-syllables,

and found that not only the onset and offset values but also the overall heights of a

tone were affected, and the coarticulatory effects were bi-directional and symmetric.

Xu (1994) conducted a perceptual study of coarticulated tones of Mandarin and found

that human performance on tone identification was highly dependent on the availability

of original tone context when the context was “conflicting” with the tone. Xu (1997,

1999) also studied F0 contours of Mandarin bi-syllables /��� ���/ embedded in a

number of carrier sentences. He found that anticipatory and carry-over effects differed

both in magnitude and in nature: the carry-over effects were larger in magnitude and

mostly assimilatory in nature, e.g., the onset F0 value of a tone was assimilated to the

offset value of a previous tone; the anticipatory effects were relatively small and mostly

dissimilatory in nature, e.g., a low onset value of a tone raised the maximum F0 value

of a preceding tone.

Gandour et al. (1994) studied all possible combinations of Thai tones on di-

syllables, and found that the coarticulatory effects were not symmetric. Thai tones

were more influenced by carry-over than by anticipatory coarticulation. Carry-over

coarticulation affected a greater number of Thai tones and extended further into ad-

jacent tones. Carry-over effects extend forward to about 75% of the duration of the

following syllable, while anticipatory effects extend backward to about 50% of the dura-

tion of the preceding syllable. Coarticulation affected primarily height but the slope was

relatively unaffected. Magnitude of the effects was fairly uniform regardless of direction

of coarticulation.

In engineering point of views, there are a number of studies of tone recognition

on the coarticulatory effect. Chen and Wang (1995) focused on coarticulatory and

intonation effects. For the coarticulatory effect, they concentrated on the effect of
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neighboring syllables and sandhi rules (Lee et al. 1989). Some contextual features

extracted from neighboring syllables and tones of neighboring syllables were added to

compensate the effect. The intonation effect will be described in the next chapter. Zhang

et al. (2000) claimed that carry-over played a more important role than anticipation for

tone discrimination. They also proposed a new Chinese lexical tone recognition based

on the pitch anchoring hypothesis. The hypothesis indicated that the tone offset of

the preceding lexical tone and the tone onset of the succeeding lexical tone serve as

anchor points for the pitch heights of the onset and offset of the sandwiched lexical

tone. The experiments were carried out on the data of a female speaker in the data

corpus HKU96. Continuous density HMMs with left-to-right were employed. The new

approach provided a notable increase about 10% compared with the conventional one.

Wang and Seneff (2000) proposed a method to improve tone recognition by normalizing

coarticulatory, phrase boundary, and intonation effects. The tone classification errors

on continuous digit strings were reduced by 26.1% from the baseline, when these effects

were normalized.

In Thai, Potisuk et al. (1999) proposed an analysis-by-synthesis algorithm for

recognizing Thai tones in continuous speech. This algorithm used an extension to

Fujisaki’s model (Fujisaki 1983) for a tone language. The study concentrated on the

coarticulatory and intonation effects. They used 125 possible three tone sequences of

five Thai tones and 11 sentences with varying tone sequences for training and testing,

respectively. The classification result was given in term of a tone sequence (not a tone

in each syllable). The recognition rate of 89.10% was achieved.

4.2 Methodology

This section presents contextual tone features and half-tone model proposed for

alleviating coarticulatory effect.

4.2.1 Contextual tone features (CTF)

As mentioned previously, coarticulatory effect of neighboring syllables will make

the F0 contour of a syllable change in level and in shape to interfere with tone discrim-

ination. The coarticulatory effect decreased when the distance between neighboring

syllables increased. This means that the coarticulatory effect is inversely proportional
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to the distance between neighboring syllables. Therefore, we used some features ex-

tracted from neighboring syllables and the distance between neighboring syllables to

identify tones. They include: (i) a number of F0 heights and slopes of neighboring syl-

lables (both preceding and following syllables) and (ii) the two inversions of duration:

from the ending point of the preceding syllable to the beginning point of the considering

syllable (dp) and from the ending point of the considering syllable to the beginning point

of the following syllable (df ) where the duration is measured in second. The former are

the primary features for coping with the coarticulation while the latter are employed to

implicitly represent the tightness of relationships between the considering syllable and

the two neighboring syllables. These features are referred to as contextual tone features.

As described in (Gandour et al. 1994), carry-over effects extend forward to about

75% of the duration of the following syllable, while anticipatory effects extend backward

to about 50% of the duration of the preceding syllable. However, they analyzed on a

small set of hypothesis sentences. We therefore explored different pairs of F0 points

from preceding and following syllables. We refer to these features as CTFmn where m

and n are the numbers of time points of the preceding and following syllables used to

extract contextual tone features, respectively. For example, CTF34 is the features when

the three F0 heights and slopes at 50%, 75% and 100% of the preceding syllable and

the four F0 heights and slopes at 0%, 25%, 50%, and 75% of the following syllable are

employed as shown in Figure 4.3. In the case of the beginning or ending syllable, F0

heights and slopes are set to 0 and a duration feature is set to 1.

4.2.2 Tone models

This subsection describes two conventional tone models, i.e., context independent

and context-dependent tone models, and a novel tone model called half-tone model. The

half-tone model is proposed to enhance the performance of tone recognition in term of

recognition rate and speed.

1. Context-independent tone model (CI-T)

This model treats the considering syllable as being independent of its neighbor-

ing syllables. Therefore, there are only five different tones. This model will be

used to evaluate our tone features in Subsection 4.3.1.

2. Context-dependent tone model (CD-T)
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Figure 4.3: The different time points of (a) the baseline tone features (simple tone
models), (b) the contextual tone features (for CTF34), (c) the first-half tone features
(for CTF34), and (d) the second-half tone features (for CTF34). The circle points
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In fact, the neighboring syllables affect the considering syllable. Potisuk et al.

(1999) used three-tone sequences to measure this effect. There are 125 possi-

ble three-tone sequences. However, they concentrated only the syllable in the

middle of a sentence. To enhance these sequences, we also consider the syllable

at the beginning and the end of sentence. Therefore, a total of 175 sequences

will be needed, i.e., 53 (in the middle of a sentence) + 52 (at the beginning of

a sentence) + 52 (at the end of a sentence).

3. Half-tone model (H-T)

The number of 175 possible sequences in CD-T is too large and its training time

is very long. Thus, we propose a novel model called half-tone model (H-T). This

model is based on the “divide-and-conquer” principle. A syllable is separated

into two parts at the center. For the first half, a total of 30 sequences will be

needed, i.e., 5 (at the beginning of a sentence)+ 52 (in the middle of a sentence).

Also for the second half, a total of 30 sequences will be needed, i.e., 5 (at the

end of a sentence)+ 52 (in the middle of a sentence). The first half is trained

by using one classifier and the second half is trained by the other classifier. The

outputs of two classifiers are then combined to determine the classification result

(see Figure 4.4). The tone features of this model are the baseline tone features

plus the contextual tone features. For example, when CTF34 is used, we obtain

F0 heights and slopes at three different time points at 0%, 25%, and 50% of the

considering syllable and at three different time points at 50%, 75%, and 100% of

the preceding syllable for the first half. In the same way, F0 heights and slopes

at three different time points at 50%, 75%, and 100% of the considering syllable

and at four different time points at 0%, 25%, 50%, and 75% of the following

syllable are obtained for the second half (see Figure 4.3 (c) and (d)).

For the context-independent tone model, the output of the model is the classifi-

cation result, but for the context-dependent and half-tone models, the outputs are not.

They need a final decision process. Thus, we employed two decision algorithms for:

1. Context-dependent tone model: All output sequences are grouped into five groups

depending on the tone of the middle syllable in each sequence. The posteriori

probabilities of each sequence in each group are summarized as the group score.
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Figure 4.4: The process of the half-tone model.

The group providing the highest group score is chosen as a classification result.

2. Half-tone model: Each output sequence pair of two classifiers (one for first-half

and the other for second-half) are grouped into five groups depending on the

tone of the middle syllable in each sequence. The posteriori probabilities of

each sequence in each group are summarized as the group score. Then, the

classification result is the group that provides the highest group score.

4.3 Experiments

We conducted two main experiments. The first and second experiments are for

evaluating the contextual tone features and tone models, respectively.

4.3.1 Experiments of different contextual tone features

To evaluate the contextual tone features, we performed experiments on PC-99

(only outside test), TPC, and TASC using the basic tone recognition framework as

described in Chapter 3. We used different configurations of the contextual tone features,

i.e., CTF12, CTF22, CTF23, CTF33, CTF34, and CTF44. The context-independent

tone model was employed. The results for the simple tone models were used as the

baseline results.

The recognition rates (%), standard deviations (s.d.) and error reduction rates

(%ER) of different refinements of contextual tone features are shown in Table 4.1. The
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Table 4.1: Recognition rates (%), standard deviations (s.d.), and error reduction rates
(%ER) of tone recognition with different contextual tone features for PC-99 (outside
test), TPC, and TASC.

Tone model PC-99 (outside test) TPC TASC
% s.d. %ER % s.d. %ER % s.d. %ER

Simple 90.05 2.33 - 84.07 0.80 - 82.48 2.41 -
+CTF12 92.77 3.22 27.40 92.23 0.81 51.26 89.06 2.24 37.56
+CTF22 93.55 2.66 35.16 92.37 0.97 52.09 88.89 1.07 36.57
+CTF23 93.95 2.80 39.27 92.95 0.63 55.75 89.34 2.18 39.15
+CTF33 94.23 2.84 42.01 93.02 0.84 56.17 89.41 1.89 39.54
+CTF34 94.27 2.83 42.47 92.93 0.69 55.65 89.91 2.02 42.42
+CTF44 94.23 2.95 42.01 92.67 1.15 53.97 89.74 2.13 41.43
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Figure 4.5: Error rates of different contextual tone features.

best recognition rates of 94.27%, 93.02% and 89.91% are reported for PC-99, TPC, and

TASC, respectively. Compared to the baseline results, the highest error reduction rates

are 42.47%, 56.17%, and 42.42% for PC-99, TPC, and TASC, respectively. Based on

McNemar’s test, the differences in performance are highly significant. Considering the

different configurations of CTF, CTF34 provides the best recognition rates for PC-99

and TASC, while CTF33 yields the highest recognition rate for TPC. This supports the

study of (Gandour et al. 1994) that carry-over effects extend forward to about 75%

of the duration of the following syllable, while anticipatory effects extend backward to

about 50% of the duration of the preceding syllable. However, the performances for all

CTF configurations are close and not significantly different (see Figure 4.5).
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4.3.2 Experiments of different tone models

For the second main experiment, the context-independent tone model (CI-T-5),

the context-dependent tone model (CD-T-175), and the half-tone model (H-T-30) were

conducted on PC-99 (only outside test), TPC, and TASC. Only CTF34 was applied.

The results are shown in Table 4.2. The recognition rates of CD-T-175 and H-T-30

outperform those of CI-T-5 for all corpora. CD-T-175 provides the best recognition

rates for TPC and TASC whereas H-T-30 yields the best for PC-99. The statistical

significances in recognition rates are reported for the differences between CI-T-5 and

CD-T-175 on TPC and TASC, as shown in Table 4.3. The best error reduction rates

are 11.11%, 11.56%, and 11.53% for PC-99 (H-T-30), TPC (CD-T-175), and TASC

(CD-T-175), respectively.

The recognition rates of H-T-30 are slightly higher than that of CD-T-175 for

PC-99 but slightly lower than those of CD-T-175 for TPC and TASC. However, the

training time for CD-T-175 is very long (see Table 4.4). It is about 19 time longer

than those for CI-T-5, while the training time for H-T-30 is about 5 time longer than

those for CI-T-5. In the other words, the training time of H-T-30 is about one-fourth

of CD-T-175. This concludes that H-T-30 is a promising model. The model is the best

choice when we want to optimize both recognition rates and training time.

4.4 Discussion

Table 4.5 shows confusion matrices of tone recognition for PC-99, TPC, and

TASC using CTF34 and CI-T-5. The tone references and recognition results of each

tone are represented in rows and columns, respectively. The correct results are printed

in boldface. The results are similar to those in Table 3.10. The fall provides the highest

recognition rate for all corpora, while the mid yields the poorest for PC-99 and the

high gives the worst for TPC and TASC. Most errors come from the misclassification

between the mid and the low. In addition, the fall, the high, and the rise are commonly

misclassified as the mid.

4.5 Summary

In this chapter, we have considered coarticulatory effect on tone recognition. We

have proposed the contextual tone features and used them to refine the simple tone
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Table 4.2: Recognition rates (%), standard deviations (s.d.), and error reduction rates
(%ER) of tone recognition with different tone models for PC-99 (outside test), TPC,
and TASC. CTF34 was used.

Model PC-99 (outside test) TPC TASC
% s.d. %ER % s.d. %ER % s.d. %ER

CI-T-5 94.27 2.83 - 92.93 0.69 - 89.91 2.02 -
CD-T-175 94.73 0.52 7.94 93.75 1.28 11.56 91.08 1.45 11.53
H-T-30 94.91 0.56 11.11 93.32 1.00 5.42 90.66 1.62 7.40

Table 4.3: Measure of statistical difference of tone recognition with different frequency
scales. Significant differences are printed in boldface, while insignificant differences are
shown in regular (based on a threshold of 0.05).)

Model PC-99 (outside test) TPC TASC
CD-T-175 H-T-30 CD-T-175 H-T-30 CD-T-175 H-T-30

CI-T-5 0.3428 0.1658 0.0202 0.2731 0.0067 0.062
CD-T-175 - 0.7404 - 0.2225 - 0.2711

Table 4.4: Training times of tone recognition with different tone models for PC-99
(outside test), TPC, and TASC. CTF34 was used. The experiments were run on a
Pentium III 866MHz machine.

Model PC-99 (outside test) TPC TASC
second ratio second ratio second ratio

CI-T-5 1,640 1.0 4,280 1.0 4,120 1.0
CD-T-175 30,600 18.7 83,200 19.4 81,600 19.8
H-T-30 7,820 4.8 20,940 4.9 20,040 4.9

models for compensating this effect. We explored several configurations of contextual

tone features, i.e., CTF12, CTF22, CTF23, CTF33, CTF34, and CTF44. To evaluate

these refined tone models, we performed experiments on PC-99, TPC, and TASC using

the basic tone recognition framework (described in Chapter 3). A context-independent

tone model (CI-T-5) was employed. The experimental results showed that all refined

tone models outperformed the simple tone models for all corpora. CTF34 provided the

best recognition rates. These results confirmed the study of (Gandour et al. 1994)

that carry-over effects extended forward to about 75% of the duration of the following

syllable, while anticipatory effects extended backward to about 50% of the duration of

the preceding syllable.

Furthermore, the context-dependent tone model (CD-T-175) was applied to en-

hance recognition rate. CD-T-175 provided better recognition rates than CI-T-5 for all

corpora. However, the training times for CD-T175 was very long. Therefore, we have

also proposed a novel model called half-tone model (H-T-30) to alleviate the drawback

of CD-T-175. We found that H-T-30 also increased recognition rates over CI-T-5 for all
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Table 4.5: Confusion matrices of tone recognition for (a) PC-99, (b) TPC, and (c) TASC
using CTF34 and CI-T-5. M, L, F, H, and R denote the mid, the low, the fall, the high,
and the rise, respectively.

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 200 86.50 173 24 2 1 0
L 600 93.33 30 560 0 3 7
F 450 98.89 1 1 445 3 0
H 600 96.83 2 0 6 581 11
R 350 90.00 3 4 0 28 315

Total 2200 94.27

(a) PC-99

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 1920 93.65 1798 49 28 27 18
L 1200 90.58 73 1087 4 5 31
F 1280 96.88 31 1 1240 8 0
H 640 88.44 34 5 24 566 11
R 960 92.19 21 39 1 14 885

Total 6000 92.93

(b) TPC

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 2380 92.35 2198 75 48 49 10
L 1260 85.71 132 1080 17 5 26
F 960 92.92 47 7 892 14 0
H 660 83.33 81 8 16 550 5
R 500 91.80 12 20 0 9 459

Total 5760 89.91

(c) TASC

corpora. Considering the best recognition rates, we found that CD-T175 archived the

highest recognition rates for TPC and TASC, while H-T-30 yielded the best for PC-99.

However, H-T-30 was better than CD-T-175 in term of speed. The recognition rates

of H-T-30 were slightly higher than those of CD-T-175 for PC-99 but slightly lower

than those of CD-T-175 for TPC and TASC. This concludes that H-T-30 is a promising

model. The model is the best choice when we want to optimize both recognition rates

and training time.



CHAPTER 5

EFFECT OF INTONATION ON TONE RECOGNITION

Intonation is defined as the combination of tonal features into larger structural

units associated with the acoustic parameter of voice fundamental frequency and its

distinctive variations in the speech process (Botinis et al. 2001). A broad term “intona-

tion” is the contour of F0 throughout an utterance. At a phrasal level, the F0 contours

and inflections, which make up intonation, contribute information about semantics and

syntax, as well as about emotion and meaning. In addition, the contrastive value and di-

rection (e.g. the rise, the fall) of intonation may contribute to the perception of syllabic

stress or even word meaning (Johnson 2000). On the other hand, intonation phrases

may be associated with different sentence types (Botinis et al. 2001), which may define

as statements, questions, commands, etc.

Luksaneeyanawin (1993) use the term “intonation” to refer to a distinctive pitch

of an information unit, either a word or a set of words which are semantically and

syntactically unified to other information units in the information whole. The function of

intonation is to distinguish the grammatical meaning as well as the attitudinal meaning

of the intonation unit.

There are three intonation contours in Thai: the Fall, the Rise, and the Convolu-

tion (Luksaneeyanawin 1993). The Fall conveys the semantic finality, closeness, and def-

initeness. The Rise conveys the semantic non-finality, openness, and non-definiteness.

The Convolution conveys the semantic contrariety, conflicts, and emphasis. Luksa-

neeyanawin (1993) claimed that each tone has its own behavior when superimposed by

different intonations. Figure 5.1 shows an example of three intonation contours. The

first one is a statement sentence representing the falling intonation; the second one is

a question sentence representing the rising intonation; and the last one is a statement

emphatic sentence representing the convolution intonation. The falling and rising in-

tonation contours can be represented by a straight line, e.g., topline (T), baseline (B)

or all-points line (Lieberman et al. 1985). However, the convolution intonation needs

more than one straight line or a nonlinear line to represent it.

In perception studies, the effect of declination is compensated for by the listener,

thus two accents occurring at different times in a phrase can have equal prominence,
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but widely differing F0 values (Taylor 1992).

In acoustic point of view, the local F0 will be adjusted to conform to the into-

nation pattern of the sentence (Wang and Chen 1994). For example, statements are

generally characterized by a global rightward intonation lowering which is mainly related

to junctures (alias boundary tones) and tonal range variations. The initial juncture, i.e.,

the tonal onset at the very beginning of the sentence, is usually higher than the final

juncture, i.e., the tonal offset at the very end of the sentence. The F0 contour of the

entire sentence is in descending form from left to right. The general rightward lowering

is referred to as declination (Botinis et al. 2001). Declination is defined as the tendency

of F0 to gradually decline over the course on an utterance (Shih 1997; Swerts et al. 1996;

Thorsen 1980). F0 values of tones are affected by the declination to varying degrees.

The declination effect plays an important role in tone recognition in term of F0 height

adjustment of tones (Potisuk et al. 1995). For example, a falling tone at the beginning

of an utterance is higher in pitch than at the end.

This chapter addresses the effect of intonation on tone recognition. The goal of

this chapter is to compensate the effect and improve tone recognition performance. We

will first model the intonation contour as a straight line and then subtract the intonation

contour from the F0 contour of each utterance. Due to the limitation of speech corpora,

we focus on the effect of falling intonation (declination effect) only. In the following

sections, we first present some related works on intonation and the effect of intonation

on tone recognition. Then, we describe a method, called intonation normalization, to

compensate this effect. After that, we will evaluate the method by simulating a number

of experiments on Thai proverb corpus (TPC) and Thai animal story corpus (TASC)

using the basic tone recognition framework as described in Chapter 3. The experimental

results will be discussed in several aspects. Finally, we give the summary of this chapter.

5.1 Related Works

Several studies have been conducted on intonation for various languages (Jensen

et al. 1994; Kochanski and Shih 2001; Madhukumar et al. 1993; Thorsen 1980). Some

of them were the studies of tone recognition in the intonation effect. These studies were

based on classification techniques (Chen and Wang 1995; Huang and Seide 2000) and

acoustic features (Wang and Seneff 2000). For the first one, Chen and Wang (1995)
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Figure 5.1: The F0 contours of three intonation types: (a) falling intonation, (b) rising
intonation, and (c) convolution intonation, with all-points lines (A), baselines (B), and
topline (T).
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studied the intonation pattern of sentence pronunciation. They used a hidden control

neural net (HCNN) and a hidden state multilayer perceptron (HSMLP) to model the

global intonation pattern of a sentential utterance as a hidden Markov chain and use a

separated recognizer for tone discrimination. Error reduction rates of 6.45% and 12.63%

were reported for the cases of using HCNN and HSMLP, respectively.

For the second one, Lieberman et al. (1985) determined three different declination

measures, by fitting linear regression lines to local peaks (topline), local valleys (base-

line) and all F0 points. They argued that all-point line was a better descriptor of sen-

tence F0 contours in speech than either baseline- or topline-declination models. Swerts

et al. (1996) proposed a comparison of F0 declination in read-aloud and spontaneous

speech in Swedish. They estimated the slope of the declination by fitting an all-points

regression line to the F0 points (with semitone scale). They found that both speaking

styles revealed negative slopes, a steepness-duration dependency with declination being

less steep in longer utterances than in short ones and resetting at utterance bound-

aries. However, there was a difference in degree of declination between the two speaking

styles that read-aloud speech have steeper slopes, a more apparent time-dependency and

stronger resetting than spontaneous speech. Shen (1989) conducted an experiment on

a small set of read utterances to investigate if intonation can change the tone contours

to beyond recognition. He found that both the shape and the scale of a given tone

were perturbed by intonation. However, the basic tone shape is still preserved under

different intonation types (e.g., statement or question intonations). Moreover, he also

found that tones at sentence initial and final positions seem to behave differently from at

other positions. Wang and Seneff (2000) also used all-points regression line to represent

intonation contour and assumed that all utterances in a speech corpus have a similar

underlying intonation contour. Therefore, an F0 contour can be viewed as a “constant”

intonation component with additive “random” perturbation. They smoothed out the

“random” variations by averaging and the average could be obtained as the underlying

intonation contour. They subtracted the intonation contour from each F0 contour and

re-trained tone models. The method provided 13.5% of error reduction rate.

In Thai, Potisuk et al. (1999) proposed an analysis-by-synthesis algorithm for

recognizing Thai tones in continuous speech. This algorithm used an extension to Fu-

jisaki’s model (Fujisaki 1983) for a tone language. The model considers the F0 contour



66

as the response of the phonatory system to a set of suprasegmental commands: the

phrase and the accent commands. The phrase command produces the baseline compo-

nent that captures the global variation (intonation effect); whereas the accent command

produces the accent component of an F0 contour that captures local variations (accent

effect). In a tone language, the accent component can be replaced by the tone compo-

nent. The tone component is able to capture tone types, tonal coarticulation, and stress

effects. They concentrated on the coarticulatory and intonation effects. To compensate

the intonation effect, they removed the effect by subtracting the exponential curve used

as the response function of the phrase component. They used 125 possible three tone

sequences of five Thai tones and 11 sentences with varying tone sequences for training

and testing, respectively. The classification result was given in term of a tone sequence

(not a tone in each syllable). The recognition rate of 89.10% was achieved. There was

no the comparison of the results before and after removing the intonation effect.

5.2 Methodology

There is no un-criticized method available to quantitatively determine the slope

and domain of intonation contour yet. According to the phonological approach to

intonation (Ladd 1996; Thorsen 1978), the intonation contour was found to approach

straight line of pitch accents and boundary tones whose slopes vary according to sentence

types, and there is an overall downstep1 trend of the F0 height of the pitch accents.

Like (Swerts et al. 1996; Wang and Seneff 2000), we applied the all-point approach

to determine the intonation line. We also assumed that all utterances in a speech corpus

have a similar underlying intonation contour. Figure 5.2 shows the F0 contours of all

utterances. To deal with different utterances with different durations, the time scale of

each utterance is normalized by the utterance duration. The plot shows that there is a

steady downdrift2 of the mean F0 contour. The mean F0 contour is then fitted with a

first-order polynomial (y = a0 + a1x). The straight line represents an F0 downdrift.

To neutralize the intonation effect, each F0 will be adjusted. The adjustment of

the slope affects the F0 contour of tones and then tone recognition rate may be dropped.
1Downstep refers to the phenomenon that a high (H) pitch target has lower F0 height after a low

(L) pitch target.
2Downdrift (often referred to as downstep and declination) is an important aspect of intonation.

Declination refers to the tendency for F0 to gradually decline over the course of an utterance. A broad
term “downtrend” is used to describe the combined effects of the two.
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Figure 5.2: F0 contours of all utterances. The ‘×’ line represents the mean F0 contour,
with the upper and lower ‘+’ lines for standard deviation. The dot line is the first-order
polynomial regression line for the average F0 contour.

Therefore, only F0 heights will be considered to be adjusted. We have obtained two

adjusting lines, i.e., beginning-point adjusting line and center-point adjusting line. The

former uses the beginning point of the intonation line as a moment point, while the latter

uses the center point of the intonation line as a moment point, as shown in Figure 5.3.

Each F0 will be adjusted to conform the adjusting lines. These adjustments are re-

ferred to as beginning-point intonation normalization (BIN) and center-point intonation

normalization (CIN) for the former and latter adjusting lines, respectively.

5.3 Experiments

In order to evaluate intonation normalization methods, we performed a number

of experiments on TPC and TASC using the basic tone recognition framework. The

results of the simple tone model were used as the baseline results.

The recognition rates (%), standard deviations (s.d.) and error reduction rate

(%ER) are shown in Table 5.1. Compared to the baseline results, both intonation

normalization methods significantly increase recognition rates for both corpora (see

Table 5.2). BIN provides the maximum error reduction rates of 22.20% for TASC, while
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Figure 5.3: F0 contours: (a) before applying intonation normalization, (b) after applying
beginning-point intonation normalization, and (c) after applying center-point intonation
normalization.
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Table 5.1: Recognition rates (%), standard deviations (s.d.) and error reduction rates
(%ER) of tone recognition with different intonation normalization methods on Thai
proverb corpus (TPC) and Thai animal corpus (TASC). The best recognition rates for
each corpus are printed in boldface.

Tone model TPC TASC
% s.d. %ER % s.d. %ER

Simple 84.07 0.80 - 82.48 2.41 -
+BIN 86.65 1.10 16.21 86.37 2.45 22.20
+CIN 86.77 1.04 16.84 86.13 2.23 20.81

Table 5.2: Measure of statistical difference of tone recognition with different intonation
normalization methods. Significant differences are printed in boldface, while insignifi-
cant differences are shown in regular (based on a threshold of 0.05).

Tone model TPC TASC
+BIN +CIN +BIN +CIN

Simple <0.0001 <0.0001 <0.0001 <0.0001
+BIN - 0.7182 - 0.3159

CIN yields the maximum error reduction rate of 16.84% for TPC. The differences in

recognition rates between BIN and CIN are not statistically significant for both corpora

(see Table 5.2).

We then conducted an experiment by incorporating the contextual tone features

(CTF34) into the simple tone model. We also applied both intonation normalization

methods for enhancement. The results are shown in Table 5.3. After applying CIN,

better recognition rates for both corpora are reported, whereas better recognition rate

for only TASC is achieved after employing BIN. The best error reduction rates of 1.42%

and 6.71% are reported for TPC and TASC, respectively when using CIN. However, all

better results are not statistically significantly different (see Table 5.4).

5.4 Discussion

The tones at sentence initial and final positions seem to behave differently from

at other positions (Shen 1989). We further analyzed the effect of intonation on different

syllable positions by examining the recognition rates of syllables located in different

position of an utterance. Because the numbers of syllables in each utterance of TCP are

fixed (4-syllabic, 5-syllabic, and 6-syllabic utterances), while those of TASC are varied,

only TCP was used for discussion. Figure 5.4 shows the error rates of 4-syllabic, 5-

syllabic and 6-syllabic utterances plotted separately according to syllable positions. It

can be seen from the figure that the error rates at the beginning and ending of utterances
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Table 5.3: Recognition rates (%), standard deviations (s.d.) and error reduction rates
(%ER) of tone recognition with the refinements of contextual tone features and different
intonation normalization methods on Thai proverb corpus (TPC) and Thai animal
corpus (TASC).

Tone model TPC TASC
% s.d. %ER % s.d. %ER

Simple 84.07 0.80 - 82.48 2.41 -
+CTF34 92.93 0.69 - 89.91 2.02 -
+CTF34+BIN 92.82 1.03 -1.65 90.38 1.35 4.65
+CTF34+CIN 93.03 0.94 1.42 90.59 1.31 6.71

Table 5.4: Measure of statistical difference of tone recognition with different intonation
normalization methods. Significant differences are printed in boldface, while insignifi-
cant differences are shown in regular (based on a threshold of 0.05).

Tone model TPC TASC
+CTF34+BIN +CTF34+CIN +CTF34+BIN +CTF34+CIN

+CTF34 0.7431 0.7792 0.2094 0.0628
+CTF34+BIN - 0.4948 - 0.5508
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Figure 5.4: Recognition rates of (a) 4-syllabic utterances, (b) 5-syllabic utterances, and
(c) 6-syllabic utterances for TPC, plotted separately according to syllable positions.
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Table 5.5: Confusion matrices of tone recognition for (a) TPC and (b) TASC using CIN.
M, L, F, H, and R denote the mid, the low, the fall, the high, and the rise, respectively.

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 1920 89.01 1709 84 56 55 16
L 1200 82.75 127 993 6 1 7
F 1280 93.28 52 5 1194 29 0
H 640 75.31 82 3 51 482 22
R 960 86.15 31 67 2 33 827

Total 6000 86.75

(a) TPC

Reference #Tokens Recognition results (#tokens)
rate (%) M L F H R

M 2380 90.46 2153 83 78 58 8
L 1260 80.08 189 1009 14 7 41
F 960 91.04 61 1 874 24 0
H 660 73.18 131 4 33 483 9
R 500 88.4 12 38 0 8 442

Total 5760 86.13

(b) TASC

were dropped, especially for 6-syllabic utterances, when BIN or CIN was employed; while

the error rates of the other syllable positions were consistent. This confirmed that the

intonation normalization method can partially compensate the effect of the intonation

contour.

We finally check the recognition rates for five tones. Table 5.5 shows the recog-

nition rates of five tones for CIN. It is found that the recognition rates for the mid, the

fall, and the rise are very good, but those for the high are still far below the average.

The high is commonly misclassified as the mid. This mainly results from the number

of syllables with the mid is very large (compared to the numbers of syllables with the

other tones), and then the classifier may be biased.

5.5 Summary

In this chapter, we presented an empirical study to compensate intonation effect.

We obtained two methods, i.e., beginning-point intonation normalization (BIN) and

center-point intonation normalization (CIN) methods. These methods were evaluated

on TPC and TASC using the basic tone recognition recognition framework. Both meth-

ods significantly increased recognition rates over the simple tone model. However, the

recognition rates between these methods were not significantly different. The highest

error reduction rates were 16.84% and 22.20% for TPC and TASC, respectively. We

additionally applied the intonation normalization methods with the contextual tone
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features. CIN slightly improved recognition rates for both corpora, while BIN slightly

increased recognition rate for TASC only. The best error reduction rates were 1.42%

and 6.71% for TPC and TASC, respectively. From error analysis, we found that the

intonation normalization methods commonly increase recognition rates in the beginning

and ending syllable of utterances.



CHAPTER 6

EFFECT OF STRESS ON TONE RECOGNITION

Stress is an interacting effect on tone recognition. The F0 contours of stressed

syllables are generally quite different from unstressed ones (Chen and Wang 1995). For

standard Thai, despite systematic changes in F0 contours, all five tonal contrasts are

preserved in unstressed as well as stressed syllables. However, F0 contours of stressed

syllables more closely approximate the contours in citation forms than those of un-

stressed syllables (Potisuk, Gandour, and Harper 1996; Potisuk et al. 1999). Figure 6.1

shows the mean of F0 contours of all five tones in stressed and unstressed syllables.

Data from Potisuk-1996 corpus (described in Subsection 6.1.3) were normalized within

speaker, and across tones and stress categories. We observed that, in stressed syllables,

the F0 contours of each tone are quite different from each other. Thus, tones in stressed

syllables are easy to recognize by the F0 height and slope. In unstressed syllables, the

shapes of F0 contours among the five Thai tones are rather flat. The high and the rise

with rising F0 contours occur to be opposed to the other tones (the mid, the low, and

the fall). The contours of unstressed syllables are preserved in the syntactic context

and other factors such as speaking rate, coarticulation and declination. This makes the

tone recognition in unstressed syllables to be a hard problem.

The goals of this chapter are to address: (i) which acoustic features should be

used to discriminate stressed or unstressed syllable in running speech, and (ii) can such

information improve tone recognition performance? To answer these questions, we first

study the correlation of duration, energy, and F0 measurements with lexical stress on

pairs of ambiguous words and polysyllabic words, and identify the most informative

features of stress by experiments. We then apply these features to compensate the

stress effect on tone recognition. We explore two approaches: (a) building separate tone

models for stressed and unstressed syllables, and (b) incorporating stress information

into tone models.

In the following sections, we first present an empirical study of stress detection.

The study consists of an accentual system of polysyllabic word, acoustic features of

stress, speech corpora, two experiments and discussion. We then demonstrates an em-

pirical study of tone recognition. We have proposed two methods, i.e., separated stress
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Figure 6.1: Mean F0 contours of all five tones in (a) stressed and (b) unstressed syllables.
Data were normalized within speaker, and across tones and stress categories.

method (SSM) and incorporated stress features method (ISFM) to alleviate the stress

effect. After that, we describe an experiment by applying the methods to TPC and

TASC. Finally, we summarize this chapter.

6.1 Stress Detection

In speech perception, stress refers to the relative perceptual prominence of a

syllable or a word in a particular context (Ying 1998). Although stress can be reliably

perceived by human listeners, its manifestations in the speech signal are very complex

and depend on the language. Listeners perceive different levels of stress in an utterance

through a complex combination of four features: length, loudness, pitch, and quality

of a segment. These four perceptual features have four acoustic correlates: duration,

intensity, fundamental frequency, and formant structure, respectively.

Many researchers have studied the acoustic correlates of stress in several languages

(Potisuk, Gandour, and Harper 1996; Potisuk, Harper, and Gandour 1996; van Kuijk

and Boves 1997; van Kuijk and Boves 1999; van Kuijk et al. 1996; Ying et al. 1996).

The acoustic correlates of stress appear to vary from language to language (Potisuk,

Gandour, and Harper 1996). Most researches have confirmed that duration is the most

important acoustic correlate of stress. Lea (1980) found that, beside duration and

energy, F0 were also correlated with lexical stress in English. Some studies have also

used spectral features, such as spectral change, measured as the average change of
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spectral energy over the middle part of a syllable (Aull and Zue 1985; Waibel 1988);

and spectral tilt, measured as spectral energy in various frequency sub-bands (Sluijter

and van Heuven 1996; van Kuijk and Boves 1999).

The stress classification performance depends highly on the data, and also some-

what on the labelling of stress categories (Wang 2001). Early works on lexical stress

modelling were for recognizing the complete stress patterns for isolated words (Aull and

Zue 1985), and for distinguishing stress-minimal word pairs (Ying et al. 1996). These

studies archived high accuracy. In (Waibel 1988), a variety of feature combinations

were tested on four relatively small English speech databases, and the best average er-

ror rate of 12.44% was reported with energy integral, syllable duration, spectral change

and F0 maxima features. Jenkin and Scordilis (1996) performed an experiment on the

English TIMIT database using various classifiers with six features from energy, duration

and F0. The stress labelling of the data was performed manually by two transcribers.

The accuracy of about 80% was achieved. van Kuijk and Boves (1999) concentrated

on a read telephone Dutch database. The stress labelling in this case was determined

automatically from a dictionary. They achieved 72.6% of performance at best. Wang

(2001) expected the classification accuracies to be higher if the stress labelling takes into

consideration sentence-level effects, i.e., not all lexically stressed syllables are stressed

(accented) in continuous speech (Shattuck-Hufnagel and Turk 1996).

In Thai, Potisuk, Gandour, and Harper (1996) investigated acoustic correlates of

stress in Thai. Stimuli consisted of 25 pairs of sentences that the first member of each

sentence pair contained a two-syllable noun-verb sequence exhibiting a strong-strong

stress pattern, and the second member contained a two-syllable noun compound ex-

hibiting a weak-strong stress pattern. The detail will be described in Subsection 6.1.3.

They used five prosodic features, i.e., duration, average F0, F0 standard deviation, av-

erage intensity, and intensity standard deviation to discriminate stressed/unstressed

syllables. Results indicated that duration is the predominant cue in signaling the dis-

tinction between stressed and unstressed syllables in Thai.

In the following subsections, we first present an accentual system of polysyllabic

words in Thai. We then describe the acoustic features of stress used in this thesis.

After that, two speech corpora, i.e., Potisuk-1996 corpus and Thai proper name corpus,

are introduced. The corpora are used for evaluating these stress features. We then
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demonstrate two experiments: (i) experiment of stress detection on pairs of ambiguous

words and (ii) experiment of stress detection on polysyllabic words using PC-96 and

TPNC, respectively. Finally, the discussion will be described in the last subsection.

6.1.1 Accentual system of polysyllabic words in Thai

Accent, which is a phonological term, is used to refer to potentiality of the syllable,

or syllables in a word to be realized with stress either when the word occurs by itself

as an utterance or with other words in an utterance (Luksaneeyanawin 1993). Stress is

used to refer to the subjective complex of four objective phonetic features, i.e., pitch,

loudness, length, and segmental qualities (Luksaneeyanawin 1993).

Thai is a fixed accent language. The accentual system of polysyllabic words is

determined by the number of the component syllables in the word, and structure of its

component syllable (Luksaneeyanawin 1983). The last syllable of the word is accented

and always realized as a stressed syllable. Secondary accent is assigned according to

the syllable structures of the component syllables. Secondary accents are realized as

stressed syllables in formal speech, but as unstressed syllables in rapid conversational

or casual speech.

Luksaneeyanawin (1983) proposed an accentual system of polysyllabic words in

Thai. In the system, syllables are divided into two types, i.e., linker syllables (L) and

non-linker syllables (O). Linker syllables are short syllables with an /a/ and end with a

glottal stop, while non-linker syllables are other syllables besides linker syllables. The

accentual system of the polysyllabic words in Thai is described in Figure 6.2.

6.1.2 Acoustic features of stress

Most studies have confirmed that duration is the most important acoustic corre-

late of stress. The duration can be calculated in a number of ways. For example, one

could use the duration of a syllable, the duration of the vowel in the syllable or the

duration of the rhyme in the syllable. Stress is assumed to be a feature of a syllable,

but for practical purposes, stress can be attributed to the vowel (van Kuijk and Boves

1997). Many researches used vowel duration for representing stressed/unstressed sylla-

bles (van Kuijk and Boves 1997; van Kuijk and Boves 1999; van Kuijk et al. 1996; Ying

et al. 1996) but some researchers proposed to use the rhyme duration for representing
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1.Bisyllabic word
L�L L�O �O�O �O�L

2.Trisyllabic word
(�LL)�L (�LL)�O (�LO)�O (L�O)�L
(�OO)�O (�OO)�L (�OL)�L (�OL)�O

3.Tretrasyllabic word
(L�O)O�O (L�O)O�L (L�O)L�O (L�O)L�L
(�OL)O�O (�OL)O�L (�OL)L�O (�OL)L�L
(�LL)L�L (�LL)L�O (�LL)O�O (�LL)O�L
(�OO)O�O (�OO)O�L (�OO)L�L (�OO)L�O

Figure 6.2: Accentual system of the polysyllabic words in Thai where ‘�’ is an accented
maker that is in front of an accented syllable (Luksaneeyanawin 1983).

them (Sluijter and van Heuven 1995; Potisuk, Gandour, and Harper 1996; Potisuk,

Harper, and Gandour 1996).

In this thesis, we use comprehensive sets of acoustic features (related to duration,

energy and F0) that have been reported to be related to stress. To find the best linguistic

unit for stress detection in Thai, we employ all three units, i.e., syllable, vowel and rhyme

units. The basic acoustic features are described in the following:

1. Duration. The duration is manually determined for each linguistic unit. Since

the duration feature is highly context dependent (van Kuijk and Boves 1999),

the duration of each unit in a syllable needs to be normalized. The duration

are normalized by total duration of the unit in the same word. However, in the

case of unknown word boundary, the duration are normalized by the z-score

technique using the mean and standard deviation of all syllables of a speaker in

a corpus (see Section 3.6). This feature is referred to as DURATION.

2. Energy. The energy of a particular speech frame is computed with a root mean

square energy algorithm. Two energy features, i.e., the maximum energy (MAX-

ENE) and the total energy (TOTENE) (van Kuijk and Boves 1999) are com-

puted for each linguistic unit. MAXENE is defined as the log energy of the

frame that has the highest energy value within each unit. The TOTENE of a

unit is an integration of the energy over all frames within that unit. Therefore,

TOTENE is implicitly sensitive to duration. Like duration, if we know the word

boundary, the energy features are normalized by the sum of energy features of
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all syllables in the same word. However, in the case of unknown word boundary,

the z-score technique is used for normalization.

3. F0. A raw F0 is normalized by transforming the hertz values to a z-score within

each speaker. The average of normalized F0 of each linguistic unit is used as a

stress feature. This feature is referred to as ZF.

We built five different stress feature sets. DURATION was used as the primary

feature for stress detection. MAXENE, TOTENE and ZF were incorporated for gener-

ating these feature sets as follow:

1. SF1. DURATION

2. SF2. DURATION + TOTENE

3. SF3. DURATION + TOTENE + MAXENE

4. SF4. DURATION + TOTENE + ZF

5. SF5. DURATION + TOTENE + MAXENE + ZF

6.1.3 Speech corpora

We build two speech corpora, i.e., Potisuk-1996 corpus and Thai proper name

corpus. The former is a corpus of pairs of ambiguous sentences, while the latter is a

polysyllabic word corpus. The details are in the following.

Potisuk-1996 Corpus (PC-96)

The speech corpus is based on 25 pairs of ambiguous target sentences designed

by Potisuk, Gandour, and Harper (1996). The two members of each pair contained

six segmentally identical syllables including a two-syllable sequence that occurred at

the beginning of the sentences. Vowel length was held constant within sentence pairs.

Target syllables (i.e., the first syllable of the two-syllable sequence) in five sentence pairs

contained short vowels; in the other 20 pairs, long vowels. Sentence pairs manifested

one type of structural ambiguity. The first member contained a two syllable noun-

verb sequence exhibiting a strong-strong stress pattern, the second member a two-

syllable noun compound exhibiting a weak-strong stress pattern. To minimize tonal
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coarticulation effects (Gandour et al. 1994), the two-syllable sequences were embedded

at the beginning of the sentence, hence only anticipatory coarticulation on the first

syllable was present while carry-over coarticulation was eliminated. The tones of the

two-syllable sequences were also varied to represent all possible two-tone combinations

of five Thai tones so that anticipatory coarticulation in all contexts was considered.

Of the 25 two-tone combinations, only 4 were fully voiced throughout (MH, MR, LF,

and FH); the other 21 two-tone combinations had intervening voiceless obstruents. We

named this corpus “Potisuk-1996 corpus”.

The data was collected from 9 native Thai speakers (three male and six female

speakers), ranging in age from 20 to 27 years (mean=22.22 and s.d.=2.54). Each speaker

read all pairs of sentences for five trials at a conversational speaking rate. Therefore, the

corpus comprises 2,250 utterances. The speech signals were digitized by a 16-bit A/D

converter of 11 kHz. These were manually segmented and transcribed as phonemes,

rhymes and syllables using audio-visual cues from a waveform display.

Thai Proper Name Corpus (TPNC)

The Thai Proper Name Corpus (TPNC) is comprised of 100 Thai names: 3, 46,

45, and 6 of monosyllabic, bisyllabic, trisyllabic, and tetrasyllabic words, respectively.

These names were separated into four sets with equal size of 25 names. The data

collected from 40 native Thai speakers (20 male and 20 female speakers), ranging in

age from 17 to 34 years (mean=21.60 and s.d.=3.58). Each speaker read two sets in

one trial at a conversational speaking rate. The corpus therefore contains 2,000 word

utterances. The speech signals were digitized by a 16-bit A/D converter of 11 kHz.

They were manually segmented and transcribed as phonemes, rhymes and syllables

using audio-visual cues from a waveform display. The stress categories were labelled

using the mentioned accentual system (see Subsection 6.1.1).

6.1.4 Experiment I: Stress detection on pairs of ambiguous words

We performed several experiments on PC-96 with the different stress feature sets.

All stress features were normalized by the z-score technique. To evaluate the stress

feature sets on PC-96, the three-fold cross-validation approach (Dietterich 1997) was

considered. Each fold contained the utterances collected from one male and two female
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speakers. The experiments were run using a feedforward neural network. The network

has three layers, i.e., input, hidden, and output layers. The number of input units

depends on the number of stress features (1, 2, 3, 3, and 4 for SF1-SF5, respectively).

The number of hidden and output units are 20 and 2, respectively. The tanh function

was used as the activation in the network. Since the network learns more efficiently

if the inputs are normalized to be symmetrical around 0 (Tebelskis 1995), all feature

parameters were normalized to lie between -1.0 and 1.0. The network was trained by the

error back-propagation method. Initial weights were set with random values between

-1.0 and 1.0. The NICO (Neural Inference COmputation) toolkit [24] was used to build

and train the network.

The recognition rates (%), standard deviations (s.d.) and error reduction rates

(%ER) of all stress feature sets are shown in Table 6.1. The vowel unit provides the best

recognition rates (93.35% in average), while the syllable unit yields the worst (93.01%

in average) for all stress feature sets. However, the results are not significantly different.

TOTENE slightly increases recognition rates for all units. MAXENE also provides the

slight improvement of recognition rates for the vowel and rhyme units, whereas ZF also

slightly improves the recognition rates for the rhyme unit only.

Table 6.2 shows the confusion matrix of stress detection using SF5 with the rhyme

unit. It is surprising that the recognition rate of unstressed syllables is higher than that

of syllabled ones. The reason will be described in the following. However, both recog-

nition rates are quite good (98.40% and 88.98% for unstressed and stressed syllables,

respectively).

Figure 6.3 shows the histograms of four features for the two stress categories.

Considering Figure 6.3 (a), we found that stressed syllables have longer duration than

unstressed syllables. This is confirmed by TOTENE in Figure 6.3 (b) because this fea-

ture is implicitly sensitive to duration. Although there is good separation between the

two categories, the small overlap is found due to intrinsic duration interferences. From

observation, some stressed syllables have low durations and stay in the unstressed sylla-

ble area (see the small peaks of the stressed syllable lines in Figure 6.3 (a) and (b)). This

seems to suggest that some stressed syllables are acoustically unstressed when judged

by DURATION or TOTENE cues. This answers the recognition rate of unstressed

syllables, which is higher than that of syllabled ones. In Figure 6.3 (c), MAXENE
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Figure 6.3: Histogram distribution of (a) duration, (b) total energy, (c) maximum
energy, and (d) F0, measured for the rhyme unit in PC-96.

shows very small differences among two stress categories. Contrary to some previous

study (Potisuk, Gandour, and Harper 1996), ZF also shows very small differences among

two stress categories (see Figure 6.3 (d)). The intrinsic F0 contour for each tone still

preserved its shape across stress categories. Potisuk, Gandour, and Harper (1996) suc-

cessfully used the F0 features (average F0 and F0 standard deviation) to discriminate

stressed/unstressed syllables, because they separately measured and compared the F0

features for each tone. They first separated all syllables into 5 groups depending on 5

tones. They then measured the F0 features for each group and used the features for

discriminating the stressed categories. However, we did not do that because we did not

know the tone categories in advance. Therefore, the overlap of F0 features is even more

severe than that of duration and energy features.
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6.1.5 Experiment II: Stress detection on polysyllabic words

Several experiments were performed on TPNC (monosyllabic words were excluded

from the experiments) with the different stress feature sets using the five-fold cross-

validation approach (Dietterich 1997). Each fold contained the utterances collected

from four and four female speakers. As word boundaries were provided in TPNC,

DURATION, TOTENE and MAXENE of a syllable were normalized by the sum of

their feature values of all syllables in the same word, while ZF was normalized by the

z-score tehcnique. The experiments were run using a feedforward neural network. The

network configurations were similar to the previous experiment.

The recognition rates (%), standard deviations (s.d.) and error reduction rates

(%ER) of all stress feature sets are shown in Table 6.3. The rhyme unit provides the best

recognition rates (83.65% in average) while the vowel unit yields the worst (74.74% in

average) for all stress feature sets. TOTENE slightly increases recognition rates for the

syllable and vowel units. MAXENE also provides the slight improvement of recognition

rates for only the syllable unit. ZF also slightly improves the recognition rates for all

three units.

Table 6.4 shows the confusion matrix of stress detection using SF5 and the rhyme

unit. The recognition rate of stressed syllables is quite good (90.89%) while the rate of

unstressed ones is not (67.22%). The reasons of this can be explained as follow. Firstly,

in the recording process, the subjects spoke a word in their accentual styles. Thus, the

accentual style of each speaker may differ from the standard accentual system as well

as other speakers. Secondly, the number of unstressed syllables is small (compared to

the number of stressed syllables) and so the classifier may be biased.

Figure 6.4 shows the recognition rates of stress detection along five stress feature

sets with the rhyme unit, plotted separately by the number of syllables in a word. The

bisyllabic words yield the highest results while the trisyllabic words do the worst. In the

opposite way, the tetrasyllabic words achieve the highest improvement along the stress

feature sets that reduced error from 18.96% to 17.08% whereas the bisyllabic words

achieve the worst improvement that reduced error from 12.55% to 12.45%. This means

that the energy and F0 are not the prominent features for stress detection of bisyllabic

words.
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Figure 6.4: Recognition rates of stress detection for TPNC along five stress feature sets
with the rhyme unit.

6.1.6 Discussion

This subsection describes some discussion about linguistic units (vowel, syllable,

and rhyme) for stress detection. The syllable is a basic unit of human speech percep-

tion (Ohde and Sharf 1992) and the stress is an attribute of a syllable (Lehiste 1970).

However, we have not found any work on stress detection using the syllable unit in the

literature. The vowel unit was successfully used for stress detection in English (Wang

2001; Ying et al. 1996), Dutch (van Bergem 1993; van Kuijk et al. 1996; van Kuijk and

Boves 1997; van Kuijk and Boves 1999); while the rhyme unit was used in Thai (Po-

tisuk, Gandour, and Harper 1996; Potisuk, Harper, and Gandour 1996). The question

of which linguistic unit should be used for general language is a hard problem because

the unit selection depends on the syllable structure of each language.

From our experimental results for pairs of ambiguous words (see Table 6.1), the

vowel unit provided the best average recognition rate but the results were not signifi-

cantly different from those of the other two units. For polysyllabic words (see Table 6.3),

the rhyme unit yielded better significantly recognition rate than the other units. These

results support the works of (Potisuk, Gandour, and Harper 1996; Potisuk, Harper, and

Gandour 1996), which demonstrate that the rhyme unit is a better correlate of stress

in Thai than either the vowel or whole syllable unit. In Section 3.7, we described, in
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phonology point of view, that the vowel unit is not suitable to recognize tones for Thai.

Hence, we explored only the syllable and rhyme units for tone recognition experiments

and found that the rhyme unit yielded better recognition rates than the syllable unit.

In conclusion, we still believe that the rhyme unit is suitable for stress classification,

tone recognition and speech recognition also.

6.2 Tone Recognition

This section presents experiments of Thai tone recognition. We first present two

stress feature methods, i.e., separated stress method and incorporated stress feature

method. Experiments with these methods are then demonstrated. The discussion finally

will be described in the last subsection.

6.2.1 Stress feature methods

The F0 contours of stressed syllables are generally quite different from unstressed

ones. The most difference between the tone space for stressed and unstressed syllables is

the reduction in excursion size of F0 movements (Potisuk, Gandour, and Harper 1996)

(see Figure 6.1). It makes the tone recognition of unstressed syllables to be a hard

problem. In this thesis, we explore two approaches: (a) building separate tone models

for stressed and unstressed syllables, and (b) incorporating stress information into tone

models. Based on these approaches, we propose two methods to solve the stress effect

as follow:

(1) Separated Stress Method (SSM)

All syllables are separated into stressed and unstressed groups using the stress

detection algorithm as described in the previous section. Each group is trained

and evaluated by its own classifier. The process is shown in Figure 6.5.

(2) Incorporated Stress Feature Method (ISFM)

The stress features (i.e., duration, energy, and F0) are incorporated with tone

features and are used together for training and evaluating. In the experiments,

all stress feature sets (SF1 - SF5) determined within the rhyme unit were em-

ployed.
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Figure 6.5: The separated stress method (SSM).

6.2.2 Experiments

A series of experiments with different tone feature sets were run on PC-96 and

TPNC. Like the previous experiments, the three and five-fold cross-validation approach (Di-

etterich 1997) were used for PC-96 and TPNC, respectively. Each experiment was run

using the basic tone recognition framework (described in Chapter 3).

For PC-96, the recognition rates (%), standard deviations (s.d.), and error reduc-

tion rates (%ER) of all tone features are shown in Table 6.5. The results are reported

separately by stressed, unstressed and total syllables. Comparing to the simple tone

model, we found that the refined tone models with SSM and ISFM improve recognition

rates for both stressed and unstressed syllables. The highest error reduction rates of

40.54%, 12.10%, and 18.61% are reported for stressed using ISFM (SF3), unstressed

using SSM, and total syllables using ISFM (SF1), respectively.

In Table 6.6, the confusion matrices of tone recognition using ISFM (SF5) are

shown. It can be seen that the fall provides the highest recognition rate for both

stressed and unstressed syllables. This is similar to the previous experiments. However,

it is surprising that the rise yields the poorest results for both syllabled and unstressed

syllables. The rise are mostly misclassified as the high and the low for stressed and
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unstressed syllables, respectively.

For TPNC, the recognition rates (%), standard deviations (s.d.), and error reduc-

tion rates (%ER) of all tone features are shown in Table 6.7. The results are reported

separately by stressed, unstressed and total syllables. Compared to the simple tone

model, SSM and ISFM increase recognition rates for both stressed and unstressed sylla-

bles. The highest error reduction rates of 42.06%, 37.64%, and 39.38% are for stressed,

unstressed, and total syllables, repectively. These results are reported when using ISFM

(SF4), ISFM (SF5), and ISFM (SF4), respectively.

In Table 6.8, the confusion matrices of tone recognition using ISFM (SF5) are

shown. It can be seen that the mid and the high provide the highest recognition rates

for stressed and unstressed syllables, respectively. The results of stressed syllables are

different from the previous studies (Luksaneeyanawin 1995; Thubthong et al. 2000a)

that often reported low recognition rates for the mid. This is because of the similarity

of the F0 contours of the low to the mid, and so the most errors probably came from

the misclassification between them. Only explicit reason making the best recognition

rate for the mid is that the number of syllables with the mid is very large (compared

to the number of syllables with the other tones) and thus the classifier may be biased.

Considering the confusion matrix of unstressed syllables (see Table 6.8 (b)), the probable

errors come from the misclassification between the low and the mid that are similar to

the previous studies. Moreover, the probable errors also come from the misclassification

between the low and the high. These errors frequently occur by linker syllables that

speakers often speak confusedly between the low and the high. However, listeners can

correctly recognize them. For example, even if a speaker wrongly says /�	�� �	� �����/

having a different tone (the high instead of the low) to the correct one /�	�� ��� �����/

(“source of sage”), the listener can correctly recognize it.

6.2.3 Discussion

This subsection will address the question of which method (SSM or ISFM) should

be used for the further experiments. From the experimental results, we found that both

SSM and ISFM outperform the simple tone model and ISFM provides better recognition

rates than SSM. The advantage of SSM is that it breaks a data set into two small data

sets. This reduces complexity of the search space during training process. The benefit
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Table 6.9: Recognition rates (%), standard deviations (s.d.), and error reduction rates
(%ER) of tone recognition for TPC and TASC using different tone feature sets. The
best recognition rate for each corpus is printed in boldface.

Tone model TPC TASC
% s.d. %ER % s.d. %ER

Simple 84.07 0.80 - 82.48 2.41 -
+ ISFM (SF1) 88.17 1.24 25.73 86.27 2.59 21.61
+ ISFM (SF2) 88.15 1.20 25.63 86.77 2.34 24.48
+ ISFM (SF3) 88.47 0.93 27.62 83.92 2.77 8.23
+ ISFM (SF4) 88.42 0.84 27.30 86.65 2.07 23.79
+ ISFM (SF5) 89.23 0.61 32.43 87.24 1.99 27.16

is prominent when the data set is too big. However, SSM needs three networks and

spends three training times. On the contrary, ISFM uses one network for training and

testing and spend one training time. The prominent advantage of ISFM is that it does

not need stressed/unstressed transcription. This is convenient for us to apply it to the

other corpora (TPC and TASC), because these corpora have no stressed/unstressed

labels. We therefore decide to use ISFM for the next section.

6.3 Experiments of Tone Recognition on Continuous Speech

In this section, we performed two additional experiments by applying a stress

method on Thai proverb corpus (TPC) and Thai animal story corpus (TASC). We

decided to use ISFM, because TPC and TASC were not yet labelled as stressed or

unstressed. The basic tone recognition framework was used. The recognition rates (%),

standard deviations (s.d.), and error reduction rates (%ER) are shown in Table 6.9.

Compared to the results of the simple tone model, better results are achieved for all stress

feature sets embedded in ISFM. ISFM using SF5 provides the highest error reduction

rates of 32.43% and 27.16% for both TPC and TASC, respectively.

We then analyzed the tone error rates by plotting the error rates of the simple tone

models and the refined tone models with ISMF (SF5) along different rhyme durations.

As shown in Figure 6.6, we found that ISMF decreases error rates for all syllables along

different rhyme durations. The extreme error reductions are reported for the syllables

having rhyme duration below 100 ms. This confirmed the usefulness of our features on

a very short syllable (such as neutral or unstressed syllable).
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Figure 6.6: Error rates (%) of tone recognition along different rhyme durations for
TASC.

6.4 Summary

In this chapter, we have demonstrated two empirical studies, i.e., stress detection

and tone recognition. For stress detection, we conducted two experiments for pairs of

ambiguous words and polysyllabic words. The former and the latter were performed

on Potisuk-1996 corpus (PC-96) and Thai proper name corpus (TPNC), respectively.

The acoustic features, i.e., duration, energy, and F0, were considered. These features

were extracted from several linguistic units, i.e., syllable, vowel and rhyme units, for

comparison. A feedforward neural network was employed to evaluate the experiments.

The experimental results show that the vowel unit provides the best average recognition

rate for PC-96. However, the results of the vowel unit are not significantly different form

those of the other units. For TPNC, the rhyme unit yields better recognition rate than

the other units. We conclude that the rhyme unit outperforms the other units for stress

detection.

For tone recognition, the stress effect have been considered. We have proposed

two methods, i.e., separated stress method (SSM) and incorporated stress feature method

(ISFM) to compensate this effect. To evaluate these methods, the basic tone recognition

framework was employed. The experimental results show that both methods increase

the tone recognition rates. The best recognition rate of 91.64% and 87.89% are achieved
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for PC-96 and TPNC, respectively, when ISFM was applied.

We additionally employed ISFM for Thai proverb corpus (TPC) and Thai animal

story corpus (TASC) using the basic tone recognition framework. We found that ISFM

(SF5) yields higher recognition rates than the simple tone model. The maximum error

reduction rates are 32.43% and 27.16% for TPC and TASC, respectively. We then

analyzed the tone error rates by considering the rhyme duration of a syllable. We found

that ISFM extremely reduces the error rates for the short syllables having the rhyme

duration below 100 ms.



CHAPTER 7

COMPARISON OF SEVERAL REFINED TONE MODELS AND

INCORPORATION OF TONE MODELS INTO SPEECH

RECOGNITION

In Chapter 3, we first developed a tone recognition framework, which used the set

of five normalized F0’s and their slopes in ERB-rate scale at 0%, 25%, 50%, 75%, and

100% of the rhyme segment as the simple tone model to parameterize F0 contour and a

three-layer feedforward neural network to evaluate the performance. We then tried to

account for the tonal variation factors in tone modelling for improving tone recognition

performance. Using this basic framework, we demonstrated that tone recognition per-

formance of Thai continuous speech can be significantly improved by taking into account

tone coarticulation, sentence declination, or stressed/unstressed syllables (Chapter 4, 5

and 6, respectively).

In this chapter, we first demonstrate the performance comparison of several re-

fined tone models for accounting several interacting factors. We then present an em-

pirical study for integrating the tone models into speech recognition to enhance speech

recognition performance.

7.1 Comparison in Performance of Several Refined Tone Models

This section demonstrates the study of our tone recognition framework when

several refined tone models were applied. The study was performed on Thai proper

name corpus (TPC) and Thai animal story corpus (TASC).

The results are summarized in Table 7.1. The refinements to the tone mod-

els achieve significant recognition rate improvements for both corpora. Comparing the

refinements with the contexture tone features (CTF34), the center intonation normaliza-

tion (CIN), and the incorporated stress feature method (ISFM), we found that CTF34

yields the highest error reduction rates, while CIN provides the poorest error reduction

rates. We then used the CTF34 refinement as the primary tone models. CIN and ISFM

were then incorporated for enhancing the tone recognition rates. CIN slightly increases

the recognition rates from 92.93% to 93.03%, and from 89.91% to 90.59% for TPC and

TASC, respectively. The additional refined tone model with ISFM also improves recog-

94
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Table 7.1: Tone recognition rates (%), standard deviations (s.d.), and error reduction
rates (%ER) of the simple tone model and more refined tone models on TPC and TASC.

Tone model TPC TASC
% s.d. %ER % s.d. %ER

Simple 84.07 0.80 - 82.48 2.41 -
+ CTF34 92.93 0.69 55.65 89.91 2.02 42.42
+ CIN 86.75 1.04 16.84 86.13 2.23 20.81
+ ISFM (SF5) 89.23 0.61 32.43 87.24 1.99 27.16

+ CTF34 + CIN 93.03 0.94 56.28 90.59 1.31 46.28
+ CTF34 + CIN + ISFM (SF5) 93.60 1.05 59.83 92.67 1.16 58.18

nition rates. The over all highest recognition rates are 93.60% and 92.67% for TPC and

TASC, respectively.

Figure 7.1 shows the tone recognition rates of all five tones using several refined

tone models for TPC and TASC. The results for both corpora are in the same ten-

dency. All refined tone models improve recognition rates for all tones, compared to the

simple tone model. The refinement of CTF34+CIN+ISFM (SF5) provides the highest

recognition rates for most tones.

7.2 Incorporation of Tone Models into Speech Recognition

The goal of this section is to integrate the tone models into a syllable-based

speech recognition for increasing the speech recognition performance. We first describe

the basic syllable-based speech recognition framework. It includes feature selection, nor-

malization, and a neural network classifier. Then, we present the method for integrating

tone models into the framework. Finally, we discuss the experimental results.

7.2.1 Syllable-based speech recognition framework

For at least a decade, the phoneme-based methods have been the dominant meth-

ods for modelling acoustics in speech recognition. Since a phoneme unit spans an ex-

tremely short time interval, integration of spectral and temporal dependencies is not

easy (Ganapathiraju et al. 2001). Therefore, we have shifted our focus to a larger

acoustic context. The syllable is an attractive unit for recognition for several reasons:

(i) the syllable lies in close connection to human speech perception and articulation,

its integration of some coarticulation phenomena, and the potential for a relatively

compact representation of conversational speech (Ganapathiraju et al. 2001), (ii) the

relative duration of syllables is less dependent on variations in speaking rate than the
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Figure 7.1: Tone recognition rates of all five tones using several refined tone models for
(a) TPC and (b) TASC.
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Figure 7.2: Architecture of the syllable-based speech recognition framework.

relative durations of phonemes (Greenberg 1996), (iii) syllables appear to offer a natural

interface between speech acoustics and lexical access (Wu 1998; Wu et al. 1998), and

(iv) syllables constitute a convenient framework for incorporating prosodic information

into recognition (Wu 1998; Wu et al. 1998), particularly for tone language such as Thai.

We believe that for Thai language a syllable-based speech recognition system is robust

and more suitable than a phoneme-based one. There are a number of researches using

syllable-based speech recognition approach in Thai speech (Demeechai and Mäkeläinen

2001; Thubthong and Kijsirikul 1999a; Thubthong and Kijsirikul 2000a).

In this thesis, we have used a syllable-based speech recognition as the basic speech

recognition framework. Figure 7.2 shows the architecture of the framework. The ar-

chitecture starts through the syllable segmentation, and then proceeds by extracting

spectral feature vectors. The feature vectors are then normalized to increase learning

efficiency. Finally, the normalized feature vectors are fed into a neural network classifier

to recognize the syllable. The details are discussed in the following.

Feature extraction

Since not all syllables are of equal duration, we extracted spectral features from

a number of frames at the time points between 5 to 95% of duration with the equal step

size. In this thesis, we used 15 frames (see Figure 7.3). For each frame, the 12th order

of RASTA coefficients (Hermansky and Morgan 1994) computed within a Hamming-

windowed 25 ms frame were used. Therefore, a syllable is represented by 180 feature

parameters.

Normalization

Since a neural network learns more efficiently if the inputs are normalized to be

symmetrical around 0 (Tebelskis 1995), all feature parameters are normalized to lie

between -1.0 and 1.0 using the following equation:
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Figure 7.3: A syllable-based speech recognition framework based on a three-layer feed-
forward neural network. Each syllable is represented by 15 frame features of RASTA
coefficients.

normFi = 2.0 × (
Fi − minFi

maxFi − minFi
) − 1.0 (7.1)

where Fi is the ith feature under consideration, minFi and maxFi are the minimum and

maximum values of Fi, and normFi is the normalized value of Fi. MinFi and maxFi

are obtained from the 5th and 95th percentiles of a histogram of Fi generated on the

training data (see Figrue 7.4) (Muthusamy 1993).

Neural network classifier

A three-layer feedforward network was employed. The network had an input layer

of several units depending on the number of the input features, a hidden layer of 100

units, and an output layer of several units corresponding to the number of different

syllable classes. The tanh function was used as the activation function in the neural

network. To train a classifier, we repetitively presented to the input units the feature

vector of each syllable derived from the training utterances. The connection weights

between neurons were then adjusted to reduce the error between the actual output
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Figure 7.4: Normal distribution and the position of minFi and maxFi.

pattern and the desired output pattern. We trained the network by the standard back-

propagation algorithm for a maximum of 300 epochs with 0.0001 learning rate and

0.9 momentum. To test the performance of a properly trained classifier, the feature

vector of a syllable was presented to the classifier and the output pattern was generated

using the weights received from the training process. If the ith output node exhibits

the largest activation level (0.0-1.0), the syllable will be recognized to carry a syllable

i. The NICO (Neural Inference Computation) toolkit (Ström 1997b) was applied to

perform the experiment.

7.2.2 Integrating tone models into speech recognition

The goal of this study is to measure the performance improvement of tone mod-

elling for speech recognition. In literature, there are two different approaches for recog-

nition of tonal syllables. One is to build separate models for base syllables1 and tones.

This approach trains base syllable models and tone models separately. The output of

the base syllable recognizer and the tone recognizer are combined to produce the final

recognition result (Chen and Liao 1998; Lee and Ching 1999). The other approach is

to augment the acoustic features with tone features, and build tone-dependent syllable

models (Huang and Seide 2000; Thubthong and Kijsirikul 1999a; Thubthong and Ki-

jsirikul 2000a; Wang 2001). This approach dose not need the final decision. The output
1A base syllable is a syllable disregarded tone.



100

of the syllable recognizer is the recognition result. The advantage of this approach is

that we can easily incorporate the tone models into any existing recognizer without

alternating its structure. However, this approach has the disadvantage of splitting the

training data, i.e., the same tone from different rhymes as well as the same rhyme with

different tones cannot be shared in training (Wang 2001). This approach is useful for a

small vocabulary speech recognition system only.

In this thesis, we tried the second approach, because it is easy to implement and

the numbers of output classes in our testing corpora are quite small (101 and 157 classes

for TPC and TASC).

7.2.3 Experiments

We conducted speech recognition experiments on TPC and TASC. The five-fold

cross-validation approach (Dietterich 1997) was used. The numbers of different syllables

(classes) are 101 and 157 syllables for TPC and TASC. The recognition rates (%),

standard deviations (s.d.) and error reduction rates (%ER) are shown in Table 7.2.

The results for both corpora are in the same ways. The baseline features (RASTA oder

12) achieves 91.02% and 86.22% of recognition rates for TPC and TASC, respectively.

These results were used as the baseline results. After incorporating the stress feature

5 (SF5), the error reduction rates of 17.63% and 16.75% are achieved for TPC and

TASC, respectively. The use of the simple tone model greatly increases the syllable

recognition rates from the baseline results. The error reduction rates are about 45%

for both corpora. Compared to the simple tone model, the refined tone models further

reduce the syllable error rates. The maximum error reduction rates of 85.16% (for TPC)

and 75.06% (for TASC) are reported using the refined tone models of CTF34 + CIN +

ISFM (SF5).

7.3 Summary

In this chapter, we first demonstrated the performance comparison of several

refined tone models that accounted different interacting factors. Using the tone recog-

nition framework, we conducted experiments on Thai proper name (TPC) and Thai

animal story corpus (TASC). All refined tone models achieved significant recognition

rate improvements for both corpora, compared to the simple tone model. The model
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Table 7.2: Recognition rates (%), standard deviations (s.d.), and error reduction rates
(%ER) of syllable-based speech recognition for TPC and TASC when incorporating
stress feature (SF5) and several refined tone models.

Tone model TPC TASC
% s.d. %ER % s.d. %ER

RASTA12 91.02 1.43 - 86.22 3.34 -
+ SF5 92.60 0.70 17.63 88.52 3.06 16.75
+ Simple 95.07 0.62 45.08 92.43 2.19 45.09
+ Simple + CTF34 98.38 0.14 82.00 96.20 1.36 72.42
+ Simple + CIN 95.15 0.54 46.01 92.45 2.16 45.21
+ Simple + ISFM (SF5) 96.15 0.69 57.14 93.32 2.06 51.51
+ Simple + CTF34 + CIN + ISFM (SF5) 98.67 0.11 85.16 96.56 1.20 75.06

using of all tone features (Simple+CTF34+CIN+ISF(SF5)) provided the highest recog-

nition rates of 93.60% and 92.67% for TPC and TASC, respectively.

We then presented an empirical study for integrating several refined tone models

into speech recognition to enhance speech recognition performance. The syllable-based

speech recognition was used as the basic speech recognition framework. The 12th order of

RASTA coefficients extracted from 15 frames of a syllable were used as input features

and fed into a three-layer feedforward neural network for training and testing. The

refined tone models were also combined with spectral features together and fed into the

network for enhancing speech recognition rates. The experiments were conducted on

TPC and TASC. The experimental results showed that the integrating of the refined

tone models highly improved speech recognition rates for both corpora. The best error

reduction rates of 85.16% and 75.06% were achieved for TPC and TASC, respectively.



CHAPTER 8

SUMMARY AND FUTURE WORKS

8.1 Summary and Contributions

Tone information is very important to speech recognition in a tone language such

as Thai. The tones produced on isolation words are very easy to identify. However, tones

produced on words in continuous speech are much more difficult to identify. Several

interacting factors affect F0 realization of tones, e.g., syllable structure, coarticulation,

intonation, stress, speaking rate, dialect, sex, age, and emotion.

In this thesis, we have studied several linguistic effects on tone recognition in

Thai continuous speech. We focus on the effects of syllable structure, coarticulation,

intonation, and stress. In the following, we briefly recapitulate the methodologies and

main results of our explorations, followed by a summary of the main contributions of

this thesis.

Effect of Syllable Structure

We performed empirical studies of the effect of initial consonants, vowels, and

final consonants on tone recognition (Chapter 2). We explored three tone feature sets

used to capture the characteristics of Thai tones. The first two tone feature sets come

from the previous works (Thubthong 1995; Tungthangthum 1998) and the last one is

a novel tone feature set designed from our observation on the F0 contour patterns.

We built three data sets of isolated syllables. Each data set was used to study the

effect of each phoneme. Several experiments have been conducted using a three-layer

feedforward neural network. The experimental results showed that the proposed tone

feature set yielded the best performance for most experiments. Although the proposed

feature set is useful for the dependent data experiments, it is not robust for indepen-

dent data experiments. Therefore, a tone recognition system for all available syllables

needs the training examples that cover all combinations between tones and the other

syllable types, and the size of the training set must be large enough. The analysis

of results implied that there were some correlations between tones and the phonematic

units constructing the syllables. Human perception test was then employed to judge the

recognition rate. The recognition rate of human perception test was much lower than

102
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that of the machine. This suggests that humans are not good at recognizing meaningless

words, and words without context. The basic unit for human recognition is a word, not

a phoneme. Furthermore, the combination of neural networks trained on different tone

feature sets was studied. We explored several classifier combination schemes to enhance

the recognition rates. The experimental results demonstrated that the neural network

combination was superior to a single network.

Constructing Tone Recognition Framework for Thai Continuous Speech

Before studying the other effects, we first developed a basic tone recognition

framework for Thai continuous speech. The framework consisted of tone models used

to parameterize tone F0 contour and a classifier used to evaluate the performance of

the tone models. The former was designed by an empirical study, while, for the latter,

a three-layer feedforward neural network was applied. To construct the tone models,

we concentrated on the question of which configurations with respect to tone features,

frequency scale, normalization technique, and tone critical segment should be used for

tone recognition (Chapter 3). To address the questions, we conducted four experiments

according to the four configurations in the question. Three corpora, i.e., Potisuk-1999

Corpus (PC-99), Thai Proverb Corpus (TPC), Thai Animal Story Corpus (TASC),

were built and used in the studies. In the first experiment, we explored three tone

feature sets and found that the tone feature set containing five F0’s and their slopes

at 0%, 25%, 50%, 75%, and 100% of the rhyme provided the highest recognition rates.

We then conducted the second experiment, respect to the frequency scales. We tried

three scales, i.e., hertz, semitone, and ERB-rate. The experimental results showed that

ERB-rate scale outperformed semi-tone and hertz scales. In the third experiment, we

concentrated on different normalization techniques. We found that the z-score normal-

ization provided the highest recognition rates. Finally, we focused on the tone critical

segment. We explored two segments, i.e., rhyme and syllable. The experiments using

the rhyme segment archived better recognition rates than those using the syllable one.

These configurations providing highest performance were used to construct the tone

model referred to as the simple tone model.

Effect of Coarticulation
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We considered the coarticulatory effects on tone recognition (Chapter 4). These

effects were from the neighboring syllables. The effects of the following syllable and the

preceding syllable are called anticipatory coarticulation and carry-over coarticulation,

respectively. Using the basic tone recognition framework (described in Chapter 3),

we focussed on tone modelling and took into account tone coarticulation aspects for

improving the simple tone model. We have proposed a feature set called “contextual tone

features” that captured the F0 realizations of the neighboring syllables. We explored

several configurations of contextual tone features (CTFs) depending to the numbers and

positions of the extracted features (F0’s and their slopes) of a syllable. We performed

experiments on PC-99, TPC, and TASC using the context-independent tone model (CI-

T-5). The experimental results showed that all CTF’s improved recognition rates for all

corpora. CTF34 provided the best recognition rates of 94.27%, 92.93% and 89.91% for

PC-99, TPC, and TASC, respectively. These results confirmed the study of (Gandour

et al. 1994) that carry-over effects extend forward to about 75% of the duration of

the following syllable, while anticipatory effects extend backward to about 50% of the

duration of the preceding syllable.

Furthermore, we applied the context-dependent tone model (CD-T-175) to en-

hance tone recognition rate. CD-T-175 provided better recognition rates than CI-T-5

for all corpora. However, the training times for CD-T175 was very long. Therefore,

we have also proposed a novel model called half-tone model (H-T-30) to alleviate the

drawback of CD-T-175. We found that H-T-30 also increased recognition rates over

CI-T-5 for all corpora. Considering the best recognition rates, we found that CD-T175

archived the highest recognition rates for TPC and TASC, while H-T-30 yielded the

best for PC-99. However, H-T-30 was better than CD-T-175 in term of speed. The

recognition rates of H-T-30 were slightly higher than those of CD-T-175 for PC-99 but

slightly lower than those of CD-T-175 for TPC and TASC. This concluded that H-T-30

is a promising model. The model is the best choice when we want to optimize both

recognition rates and training time.

Effect of Intonation

Intonation is an important effect on tone recognition. There are three intonation

contours in Thai (Luksaneeyanawin 1993): the Fall, the Rise, and the Convolution. Due
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to the lack of speech database, which has sufficient and accurate annotation of several

intonation contours, we focused on the Fall only (Chapter 5). The Fall can be referred

to as “declination” defined as the tendency of F0 to gradually decline over the course on

an utterance. We performed an empirical study to compensate the declination effect.

The motivation is that the local F0 will be adjusted to conform to the intonation pattern

of the sentence; thus, the normalization by subtracting the intonation pattern from the

local F0 can improve tone recognition rate. We obtained two methods, i.e., beginning-

point intonation normalization (BIN) and center-point intonation normalization (CIN)

methods. Using the basic framework, we evaluated these methods on TPC and TASC.

The experimental results showed that both methods significantly increased recognition

rates. The recognition rates between these methods were not significantly different. As

CIN tended to archive higher recognition rates, we decide to consider only CIN. CIN

provided the recognition rates of 86.77% and 86.13% for TPC and TASC, respectively.

As pointed out by (Shen 1989) that tones at sentence initial and final positions seem

to behave differently from at other positions, we analyzed the error rates according to

syllable positions of sentences. We found that the intonation normalization methods

decreased the error rates of syllables in the beginning and ending syllable of sentences.

Effect of Stress

The F0 contours of stressed syllables are generally quite different from unstressed

ones. To compensate stress effect, we explored two approaches: (a) building separate

tone models for stressed and unstressed syllables, and (b) incorporating stress infor-

mation to tone models (Chapter 6). For the first one, we needed a stress detection.

Therefore, we first performed two empirical experiments of stress detection on pairs of

ambiguous words and polysyllabic words using a three-layer feedforward neural network.

The former and the latter were performed on Potisuk-1996 corpus (PC-96) and Thai

proper name corpus (TPNC), respectively. The acoustic features, duration, energy,

and F0, were considered. These features were extracted from several linguistic units,

i.e., syllable, vowel and rhyme units, for comparison. The experimental results showed

that the vowel unit provided the best average recognition rate for PC-96. However, the

results were not significantly different from those of the other two units. For TPNC,

the rhyme unit yielded better significantly recognition rate than the other units. We
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concluded that the rhyme unit outperformed the other units for stress detection.

Then, we performed an empirical study of tone recognition. Based on the above

approaches, we have proposed two methods, i.e., separated stress mehtod (SSM) and

incorporated stress feature method (ISFM). Using the tone recognition framework, we

tested these methods on PC-96 and TPNC. The experimental results showed that both

methods increased the tone recognition rates. ISFM provided better recognition rates

than SSM. The best recognition rate of 91.64% and 87.89% were achieved for PC-96 and

TPNC, respectively, when ISFMs were applied. An additional advantage of ISFM was

that it did not need stressed/unstressed transcription. Thus, we decided to use ISFM

for the following experiments.

We additionally incorporated ISFMs into our simple tone model and performed

experiments on TPC and TASC. We found that TSFM improved the recognition rates.

The highest recognition rates were 89.23% and 87.24% for TPC and TASC, respectively.

We then analyzed the tone error rates by considering the rhyme duration of a syllable.

This showed that ISFM extremely reduced the error rates for the short syllables having

the rhyme duration below 100 ms.

Incorporation of Tone Modelling into Speech Recognition

We presented an empirical study for integrating several refined tone models into a

speech recognition system to enhance the recognition performance. The syllable-based

speech recognition was used as the basic speech recognition framework. The 12th order

of RASTA coefficients extracted from 15 frames of a syllable were used as input features

and fed into a three-layer feedforward neural network for training and testing. The re-

fined tone models were also combined with spectral features together and fed into the

network for enhancing speech recognition rates. The experiments were run on TPC and

TASC. The experimental results showed that the integration of the refined tone models

highly improved speech recognition rates for both corpora. The best error reduction

rates of 85.16% and 75.06% were achieved for TPC and TASC, respectively.

Thesis Contributions

This thesis contributes to the advancement of speech recognition technology by

presenting methods of tone modelling for improving tone and speech recognition by
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machines. The main contribution of this thesis involves the empirical studies of various

effects on tone recognition. The following contributions were made in this thesis:

• The empirical studies of Thai tones and tonal variations, which analyzes the

effects of syllable structure, tone coarticulation, intonation, and stress, on the

acoustic realizations of tones.

• The development and analysis of a tone recognition framework based on tone

features, frequency scale, normalization technique and critical tone segment.

• The tone models that can be conveniently enhanced and easily integrated into

a speech recognition system.

• An example of a mechanism, which is able to combine multiple classifiers.

• The stress detection that is an important task for speech recognition in contin-

uous speech.

8.2 Further Works

In this thesis, we have empirically studied various linguistic effects on tone recog-

nition in Thai continuous speech. Many aspects of the work presented in this thesis can

be improved or extended. Some methodologies and empirical results are also potentially

useful for other applications. In this section, we mention some of these directions for

future works.

Effect of Syllable Structure

In this thesis, we studied effect of syllable structure on three sets of hypotheti-

cal syllables that each set was for concentrating each phonematic unit constructing the

syllables. We have proposed a tone recognition method for compensating this effect

based on these data. In the future, we plan to extend the method for all potential Thai

syllables.

Effect of Coarticulation

The proposed features, Contextual Tone Features (CTF), are context dependent

features. The use of CTF highly improves recognition rates because it was evaluated
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on two closed sentence corpora. The sentence utterances for training and test set were

uttered using the same scribes. We plan to apply CTF on an opened sentence corpus

in which the training and test sets will be uttered using different scribe utterances.

Effect of Intonation

There are three intonation contours in Thai: the Fall, the Rise, and the Convolu-

tion. However, due to the lack of speech data, we have studied the Fall only. We plan

to build a large corpus covering all three intonation contours and apply our intonation

normalization methods on the corpus. We will additionally try a nonlinear line instead

of a straight line for modelling the intonation contour. Moreover, we have found that

the change of intonation contour depends on the length of the sentence and the number

of syllables in the sentence. This information has not yet been applied in our modelling.

We plan to intensively consider this issue for improving our tone models in the near

future.

The empirical study on Thai tones and intonation is not only useful for improving

tone recognition, but also useful for Thai speech synthesis. The intonation modelling

can be improved for synthesis applications. We will try this knowledge for enhancing

the quality of Thai speech synthesis.

Effect of Stress

We have used the acoustic features, i.e., duration, energy and F0 for identifying

stressed or unstressed syllables. The recognition rates were quite well. However, there

are some spectral features, i.e., spectral change and spectral tilt, used in the literature.

We are interested in trying them.

The study of stress effect relies on the availability of a corpus with stress labels.

SSM could not be applied on TPC and TASC for tone recognition experiments because

the lack of stress labels in these corpora. Hence, if we have a useful corpus with stress

labels, we can employ both SSM and ISFM for comparison.

Incorporation of Tone Modelling into Speech Recognition

In this thesis, we applied tone modelling for improving the performance of speech

recognition using a simple approach that augments the acoustic features with tone fea-
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tures and builds tone-dependent syllable model. The advantage of this approach is that

we can easily incorporate the tone models into any existing recognizer without alter-

nating its structure. However, this approach requires a large amount of training data,

because a syllable with different tones cannot be shared in training (Huang and Seide

2000; Wang 2001). This approach is useful for a small vocabulary speech recognition

system only. We plan to intensively study the issue of how to incorporate the tone infor-

mation into a large vocabulary speech recognition system. We will shift our extension

to the other approach that builds separate models for base syllables and tones. In the

new approach, the models will be trained separately to take advantage of data sharing.

However, this approach needs a good search algorithm (Cao et al. 2000) to integrate

the acoustic and the tone scores to find an optimal solution in the entre search space.

Furthermore, the post-processing approach (Wang 2001) that applies the tone models

to resort the recognizer an N -best list is also an interesting approach to be incorporated.

In this approach, the tone score is added to the tonal path score for each syllable in

an A* path. The N -best hypotheses are then resorted according to the adjusted total

scores to give a new best sentence hypothesis.
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APPENDIX A

THE INTERNATIONAL PHONETIC ALPHABET OF THAI

PHONEMES

A.1 Consonants

Figure A.1: The IPA of Thai consonants.
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A.2 Vowels

Figure A.2: The IPA of Thai vowels.

A.3 Tones

Figure A.3: The IPA of Thai tones.
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