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The blind source separation (BSS) or independent component analysis (ICA) is a statistical technique for the separation of hidden source signals from observed signals in an unknown mixing system. This dissertation concerns the separation problem, where the number of sources $(n)$ is greater than the number of observed signals $(m)$. This situation is called overcomplete. Many existing algorithms are designed to identify the column vectors of the mixing matrix, basis components, which point toward the directions of independent components. However, most approaches assume that the number of sources mixed in the observed signals is known. This dissertation presents a new method to identify the mixing matrix without prior assumption on the number of sources. The proposed algorithm uses a window search length algorithm to identify the information index for preliminary filtering all relevant points clustered along the basic independent components. Then, the perturbed mean shift algorithm with entropy measure is applied to enhance the actual basic independent components. Finally, source signals are recovered by the minimum $\boldsymbol{\ell}_{1}$-norm method. From the experimental results on the speech signals from TIMIT database, the proposed algorithm is able to estimate the mixing matrix and the estimated source number is also given. The difference between the actual mixing, matrix and the estimated mixing matrix using AMDI value of the proposed/algorithm is less than that of standard k-mean method, AICA method, Yuanqing Li et al. 's algorithm, and Qv Lv et al. 's algorithm. Moreover, the algorithm can perform in noisy environments.
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## CHAPTER I

## INTRODUCTION

### 1.1 Introduction and Problem Review

Independent Component Analysis (ICA) or Blind Source Separation (BSS) is a statistical technique for the separation of $n$ hidden sources from $m$ observed signals (mixtures or sensors) in an unknown mixing system. The original source signals are assumed to be mutually independent, called independent components. Let $\mathbf{s} \in R^{n}$ represents an $n$-dimensional vector of unknown sources. Figure 1.1 shows a simple case of BSS problem where these sources are linearly mixed by an unknown mixing matrix $\mathbf{A} \in$ $R^{m \times n}$ in noise-free environment. Given only the mixtures $\mathbf{X} \in R^{m}$. The aim of BSS is to estimate the mixing matrix, $\hat{\mathbf{A}}$, and then to recover the original sources, $\hat{\mathbf{S}}$. Since the dimensions of source, mixture and estimated source are blind in the separation problem. This results in three types of BSS problems as follows:

- For $m=n$, the problem is referred to as quadratic, complete, or simply ICA. In this case, when the mixing matrix $\mathbf{A}$ is known, the source signals can be recovered by $\mathbf{S}=\mathbf{A}^{-1} \mathbf{X}$.
- For $m>n$, the problem is said to be undercomplete or overdetermined due to higher dimensionality of the mixture space. This problem is easily reduced to a quadratic BSS by discarding some mixtures or by applying preprocessing methods such as PCA.
- For $m<n$, the problem is called overcomplete or underdetermined due to more sources mixed into less signals.


Figure 1.1: Three types of BSS/ICA problems.

Overcomplete ICA is a more powerful method which is able to find the underlying sources from the overcomplete mixtures while the standard ICA techniques fail to model these data [1]. Therefore, overcomplete ICA is an extension of standard ICA which generally assumes that the number of sources is less than or equal to the number of sensors. The main idea in handling the separation problem for overcomplete observed signals is the use of the sparse representation or sparse coding introduced by Olshausen and Field [2]. In this representation, it uses as few basis elements as possible. So this gives an advantage to ICA in case of having more basis vectors than the dimension of mixtures.

Lewicki and Sejnowski [1] firstly applied the sparse representation to overcomplete ICA. Lee et al. [3] proposed an algorithm based on the maximum likelihood (ML) principle for learning the overcomplete representation of two mixtures. Bofill and Zibulevsky [4] induced a two-step approach which separately estimated the mixing matrix and the source signals. In the fist step, a potential function based method was used for estimating
the mixing matrix. The estimated sources were, then, obtained by using shortest path algorithm in the second step. This method was very effective for any two-dimensional observable data space. Theis et al.[6] presented a method for reconstructing more sources from fewer mixtures. The algorithm was based on an estimated histogram of the sensor data, and so called histogram-based algorithm. Waheed and Salem [7] used algebraic independent component analysis (AICA) to find the mixing matrix. In the last two methods, the source distributions were assumed to be Laplacian distributions. Thus, the minimum $\ell_{1}$-norm technique was used to reconstruct the estimated sources. Moreover, the DUET-type methods in $[8,9]$ and the TIFROM-type methods in $[10,11]$ were proposed to the separation problem by using the ratio of the observed signals in the time frequency domain. They were based on the connected region of sparse source vectors and consider only two-dimensional spaces of observed signals. In [12], a generalized Hough transform was applied to identify hyperplanes on observed data for estimating the mixing matrix. Then, the sources were recovered using the source recovery algorithm from [4]. The algorithm required to detect the precise intersections of all hyperplanes in which observed data located. However, in the two-step approach, the step for identifying the precise mixing matrix is the most difficult and challenging task [ 5,12 ]. In additions, the case of unknown number of sources was not discussed in those two-step methods.

Recently, only a few of the methods for the underdetermined blind source separation problem were proposed for the unknown source number case. In [13], an extension of the DUET and the TIFROM methods was proposed to estimate the unknown mixing matrix. The algorithm divides data into many sub-matrices and chooses the one with lowest row variance. Several loops were performed to obtain all possible columns of the mixing matrix with small row variances. In [14], an unsupervised robust C prototypes algorithm was used to estimate the mixing matrix and the source number. However, the algorithm was considered by the condition that the source signals must be sufficiently
sparse and the situation was in noise-free environment.
In this dissertation, we study the separation of independent components from their overcomplete mixtures with assumption of sparse signal representations.

### 1.2 Statement of the Problem

The following issues of overcomplete ICA are investigated.

1. What efficient technique do we use to estimate the mixing matrix for the sparse mixtures?
2. How can we determine the number of sources mixed into the observed signals?

### 1.3 Research Objectives

In this dissertation, the objectives of this work are as follows:

1. To propose a new algorithm to estimate the mixing matrix for the separation of the overcomplete mixtures.
2. To obtain a technique to estimate the number of sources in unknown environment.

### 1.4 Scopes of the Study

วิทยบริการ
The scopes in this dissertation are as follows:


1. The observed signals are sparse and their distributions are symmetric.
2. The sources are independently distributed.
3. The number of sources is equal or greater than the number of observed signals $(n>m)$ and $(m \geq 2)$.
4. The source signals are mixed together by an unbiased mixing matrix in the stationary environment.

### 1.5 Research Advantages

It is expected that the designed approaches will be:

1. A new unsupervised method is able to separate of overcomplete mixtures.
2. This algorithm can be used for a preprocessing procedure of other signal applications such as signal recognition.
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## CHAPTER II

## THEORIES AND LITERATURE REVIEWS

In this chapter, the basic concepts of independent component analysis, overcomplete independent component analysis, the sparse representation of signals, estimation of the independent components, estimation of the mixing matrix, mean shift procedure, and the entropy are briefly revised.

### 2.1 Independence of Signals

The separation of any random signals $y_{1}, y_{2}, \ldots, y_{n}$ can be performed with the assumption that the values of $y_{i}, i=1 \ldots n$, must be statistically independent at all times. The two random variables $y_{i}$ and $y_{j}$ are said to be statistically independent if knowing the value of $y_{i}$ does not give any information on the value of $y_{j}$, for $\mathrm{i} \neq \mathrm{j}[15]$. Mathematically, the independence of sources can be defined by the probability densities. The random variables $y_{i}$ and $y_{j}$ are independent if and only if $\tilde{\delta}$

This means that the joint probability density function (pdf) of $y_{i}$ and $y_{j}, p\left(y_{i}, y_{j}\right)$, can be factorized as the product of their marginal probability density functions, $p_{i}\left(y_{i}\right)$ and $p_{j}\left(y_{j}\right)$.

### 2.2 Overcomplete Independent Component Analysis

Given an observed vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$, this variable is generated as a linear mixture of independent components $\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ by an $m \times n$ unknown mixing matrix A. Thus, the standard ICA model in a noise free case can be defined as follows:

$$
\begin{equation*}
\mathbf{x}=\mathbf{A} \mathbf{s}=\sum_{i=1}^{n} \mathbf{a}_{i} s_{i} \tag{2.2}
\end{equation*}
$$

The above ICA model tries to estimate both the basis vectors, $\mathbf{a}_{i}$, and the source vector, $\mathbf{s}$, from the observed vectors. The standard ICA generally assumes that $n$ is less than or equal to $m$.

A difficult problem in ICA model appears in the situation that there are more sources than observed signals $(n>m)$. This means that the mixing system is not invertible. As a result, we could not directly recover the independent components even if we knew the mixing matrix. This ICA problem is much more complicated and cannot be solved by ordinary ICA methods because the number of "basis vectors", $\mathbf{a}_{i}$, is larger than the dimension of the mixture space of $\mathbf{x}$. The overcomplete ICA can be divided into two problems: (1) how to estimate the mixing matrix and (2) how to recover the independent components. When the basis is overcomplete, the formulation of the likelihood is difficult. Methods based on Maximum Likelihood (ML) estimation are, therefore, rather computationally inefficient [15]. Most recent works on overcomplete ICA are usually assumed a priori that the input distribution is sparse. (we will discuss this in more detail in the next section). Furthermore, a Laplacian prior is usually used for data distribution. Thus, the problem can be mapped to a standard linear program and the sparse sources can be estimated by using a linear programming (LP) with $\ell_{1}$-norm $[1,15, ?]$.

### 2.3 The Sparse Representation of the Signals

Sparse representation or sparse coding of signals, which can be modeled using matrix factorization, has recently received a great attention. Most recent works on overcomplete ICA are usually assumed a priori that the input distribution is sparse which means that only a few of source data coefficients differs significantly from zero. For a given data point $\mathbf{x}=\mathbf{A s}=\sum_{i=1}^{n} \mathbf{a}_{i} s_{i}$, if one of the sources, $s_{i}$, is significantly far from zero, the remaining ones are likely to be close to zero. The density of data in the mixture space forms a set of cluster along the direction of the basis vector, $\mathbf{a}_{i}$. So, we can estimate the mixing matrix by finding the direction of maximum distribution using clustering method.


Figure 2.1: (a) Two-dimensional data distribution. (b)-(c) The scaled basis vectors for the data point x under a Gaussian and Laplacian prior. (d) The rank-order distribution of 128 entry values (coefficients) of a souce vector s (speech data) under a Gaussian prior (dashed) and a Laplacian prior (solid).

The sparse data distributions are often modeled by a priori that has high Kurtosis
such as a Laplacian $\left(\mathrm{P}\left(s_{i}\right) \propto \exp \left(-\alpha\left|s_{i}\right|\right)\right)[1,15]$. Figure 2.1 (a)-(d) from [1] shows how different source distributions induce different representations of the data. A scatter plot of two-dimensional data with three main arms is shown in Figure 2.1 (a). Figure 2.1 (b) and (c) show two different basis vectors for the data point x under Guassian and Laplcian source distributions, respectively. In Figure 2.1 (d), nearly all entries of speech signals are non-zero for Gaussian distribution (dash), while a few of them is non-zero when all source entries have Laplacian distribution (solid).

The great advantage of sparse representation is that since it uses as few "basis" elements as possible, it is capable of reconstructing the original sources even if the number of observed signals is smaller than the number of sources under certain weak conditions. The use of sparse sources provides high quality of the separation results $[1, ?]$. Overcomplete ICA performance restrictively depends on the sparseness of sources. However, many natural signals are sparse. When the original sources are not sufficiently sparse, a suitable linear transform such as Fourier transform or wavelet transform should be applied prior for improving the sparsity of signals $[1,4,17,18,19]$. Typically, the observed data in time-frequency domain are represented by using wavelets package [19]. After performing the separation in the transformed domain, the recovered sources are then transformed back intocthe original domain.
สถาบนว้ทยบริการ

### 2.4 Estimation of the Independent Components



Assuming we know the mixing matrix $\mathbf{A}$, a simple method for reconstructing the independent components can be done by the inverse, $\hat{\mathbf{s}}=\mathbf{A}^{-1} \mathbf{x}$, or pseudoinverse of the mixing matrix, $\hat{\mathbf{s}}=\mathbf{A}^{t}\left(\mathbf{A A}^{t}\right)^{-1} \mathbf{x}$. However, in overcomplete ICA, the mixing matrix is not invertible. The values of the statistically independent components cannot be directly recovered by simply inverting the mixing matrix. A very popular probabilistic approach
applied to estimate the independent components is the Maximum Likelihood approach. It maximizes the posterior probability densities of $\mathbf{s}, \mathrm{P}(\mathbf{s} \mid \mathbf{x}, \mathbf{A})$, which is the probability of event $\mathbf{s}$ after knowing $\mathbf{x}$. For noise-free independent components, $\mathrm{P}(\mathbf{s})$ describes the prior probability densities of the independent components, and $\mathrm{P}(\mathbf{x} \mid \mathbf{s}, \mathbf{A})$ denotes the probability of observed signal $\mathbf{x}$, given $\mathbf{A}$ and $\mathbf{s}$. Thus, we can obtain an estimation of the unknown sources as follows:

$$
\begin{align*}
\hat{\mathbf{s}} & =\operatorname{argmax}_{x=A s} P(\mathbf{s} \mid \mathbf{x}, \mathbf{A}) \\
& =\operatorname{argmax}_{x=A s} P(\mathbf{x} \mid \mathbf{s}, \mathbf{A}) P(\mathbf{s}) \tag{2.3}
\end{align*}
$$

Since $\mathbf{x}$ is fully determined by $\mathbf{s}$ and $\mathbf{A}$ and the sources are mutually independent of each other, the joint probability distribution has the form $\mathrm{P}(\mathbf{s})=\prod_{i=1}^{n} \mathrm{P}\left(s_{i}\right)$. Then, we can get the maximum likelihood estimator of $\mathbf{s}$ as follows:

$$
\begin{align*}
& \hat{\mathbf{s}}=\operatorname{argmax}_{x=A_{s}} P(\mathbf{s}) \\
&=\operatorname{argmax}_{x=A_{s}} \prod P\left(s_{i}\right) \tag{2.4}
\end{align*}
$$

After taking the logarithm, the product in the equation can be written as the sum of logarithms as follows:

$$
\begin{equation*}
\hat{\mathbf{s}}=\operatorname{argmax}_{x=A s} \sum \log P\left(\mathbf{s}_{i}\right) \tag{2.5}
\end{equation*}
$$

If the source distributions were fixed a priori and assumed to be Laplacian distributed, that is $\mathrm{P}\left(\mathbf{s}_{i}\right)=\exp \left(-\alpha\left|\mathbf{s}_{i}\right|\right)$, then the maximum oog-likelihood estimation is equivalent to the minimum $\ell_{1}$-norm as follows:

$$
\begin{align*}
\hat{\mathbf{s}} & =\operatorname{argmax}_{x=A s} \sum_{i=1}^{n} \log \left(e^{-\alpha\left|\mathbf{s}_{i}\right|}\right) \\
& =\operatorname{argmax}_{x=A s}\left(-\left|s_{1}\right|-\left|s_{2}\right|-\cdots-\left|s_{n}\right|\right) \\
& =\operatorname{argi}_{x=A s}\left|s_{1}\right|+\left|s_{2}\right|+\cdots+\left|s_{n}\right| \\
& =\operatorname{argmax}_{x=A s}\|\mathbf{s}\|_{1} \tag{2.6}
\end{align*}
$$

where $\|\mathbf{s}\|_{1}=\sum_{i}\left|s_{i}\right|$ defines the $\ell_{1}$-norm. Using this expression, $\mathbf{s}$ can be uniquely determined $[1,20]$. Choosing the priors to be Laplacian the problem can be achieved by using a standard linear program as follows:

$$
\begin{equation*}
\min _{x=A s} \sum_{i}\left|s_{i}\right|=\min [1,, 1]^{T}|\mathbf{s}| \text { subject to } \quad \mathbf{A} \mathbf{s}=\mathbf{x} \tag{2.7}
\end{equation*}
$$

Recently, Li,Cichocki and Amari [18] discussed that it is possible to correctly estimate the source vector if the number of nonzero entries in the source vector is less than $\frac{(m+1)}{2}$. Furthermore, in their later work [19], they showed that if the number of non-zero entries is less $m$ then the minimum $\ell_{1}$-norm approach can give the unique solution with a probability of one.

### 2.5 Estimation of the Mixing Matrix

For the Maximum Likelihood approach, the objective for learning the basis vectors of the mixing matrix $\mathbf{A}$ is to maximize the probability of the data, $\mathrm{P}(\mathbf{x} \mid \mathbf{A})=\prod_{i=1}^{N} \mathrm{P}\left(\mathbf{x}_{i} \mid \mathbf{A}\right)$. The marginal probability over the unknown source values is defined as $\mathrm{P}(\mathbf{x} \mid \mathbf{A})=$ $\int_{\infty}^{-\infty} \mathrm{P}(\mathbf{x} \mid \mathbf{A}, \mathbf{s}) \mathrm{P}(\mathbf{s}) d \mathbf{s}$. Thus, the basis vectors were learned by performing gradient ascent on the log of this probability using the approximation of the integral. The learning rule can be obtained as follows:

where $\Phi\left(\hat{s}_{i}\right)=\partial \log \mathrm{P}\left(\hat{s}_{i}\right) / \partial \hat{s}_{i}$ is called the score function and $\mathbf{I}$ is the identity matrix. Since A is not restricted to be square, this method can work on overcomplete ICA but each gradient step requires the computation of $\hat{\mathbf{s}}$ beforehand by using the minimizing $\ell_{1}$-norm. The derivation of this learning rule was described in [1].

Recently, some methods based on the two-step approach have been proposed for estimation of the mixing matrix for overcomplete case $[4,17,18,20,6,7]$. Unlike a gradient
type algorithm, in these methods, the estimation of mixing matrix is performed separately from the source recovery step. Some algorithms use the geometric separation with the assumption that sources are zero mean. So, the samples of sources will be transformed by the mixing matrix $\mathbf{A}$ into data clusters along transformed coordinate axes through the origin [21]. Geometric algorithms have recently received some attention because of their ease of implementation. However, the algorithms using two-step approach require the sparse representation of data. As described in sparse representation section, if the signal representation is sparse enough, the density of data in the mixture space shows a clear tendency to cluster along the directions of basis vectors of the mixing matrix. Thus, the estimation of the mixing matrix can be performed by finding this direction using clustering method;

### 2.6 Mean Shift Procedure

Several non-parametric methods are available for probability density estimation such as the histogram method, the nearest neighbor method, and kernel estimation. The kernel estimation method is one of the most popular techniques used for estimating the density. The mean shift is an unsupervised and non-parametric estimator of density gradient. The mean shift method has been introduce by Fukunaga and Hosteltler in [23]. Many interesting and useful properties of the generalized mean shift algorithm were discussed in [24]. A probabilistio mean shift typealgorithm is mentioned in [25?. Comaniciu and Meer also proved that the mean shift procedure applied to discrete data was guaranteed to convergence [24, 25]. With the efficient and easy implementation, the mean shift method was applied to many fields such as image filtering [25], clustering [24, 25, 26], image segmentation [27], and microarray analysis [28].

Given $N$ data points $\mathbf{x}_{i}, 1 \leq \mathrm{i} \leq N$ in a d-dimensional space, the multivariate mean
shift vector computed with kernel $K$ in any point $\mathbf{x}$ is given by [25].

$$
\begin{equation*}
m_{h}(\mathbf{x})=\frac{1}{n_{x}} \sum_{\mathbf{x}_{i} \in S_{h}(\mathbf{x})}\left(\mathbf{x}_{i}-\mathbf{x}\right) \tag{2.9}
\end{equation*}
$$

where the region $S_{h}(\mathbf{x})$ is a hypersphere of radius $h$ containing $n_{x}$ data points and the kernel is defined as follows:

$$
K(\mathbf{x})= \begin{cases}\frac{1}{2} c_{d}^{-1}(d+2)\left(1-\mathbf{x}^{T} \mathbf{x}\right) & \text { if } \quad \mathbf{x}^{T} \mathbf{x}=1  \tag{2.10}\\ 0 & \text { otherwise }\end{cases}
$$

where $c_{d}$ is the volume of the unit-d-dimensional sphere. It can be shown that the mean shift vector $m_{h}(\mathbf{x})$ at location $\mathbf{x}$ is proportional to the normalized density gradient estimate computed with kernel $K$

$$
\begin{equation*}
m_{h}(\mathbf{x})=\frac{h^{2}}{d+2} \frac{\hat{\nabla} f_{K}(\mathbf{x})}{\hat{f_{K}}(\mathbf{x})} \tag{2.11}
\end{equation*}
$$

where $\hat{f}(\mathbf{x})$ is the density estimate of a point $\mathbf{x}$ with a window radius $h$ and kernel $K$ defined as follows:

$$
\begin{equation*}
\hat{f_{K}}(\mathbf{x})=\frac{1}{N h^{d}} \sum_{i=1}^{N} K\left(\frac{\mathbf{x}-\mathbf{x}_{i}}{h}\right) \tag{2.12}
\end{equation*}
$$

The normalization is computed by the density estimate in $\mathbf{x}$ obtained with kernel $K$. The relation captured in Eq. (2.11) is intuitive. The mean shift vector is aligned with the gradient estimate of the density and the window of computation is always moved toward regions of high density.

The Mean Shift algorithm canbe described as follows: $C$ b

1. Choose the radius $h$ of the search window.
2. Initialize the location of the window.
3. Compute the mean shift vector $m_{h}(\mathbf{x})$.
4. Translate the search window by $m_{h}(\mathbf{x})$.
5. Repeat step 3 and step 4 until convergence.

One characteristic of the mean shift vector is that it always points toward the direction of the maximum density. The converged centers then correspond to modes or the centers of the regions of high concentration of data. The mean shift procedure consists of two steps: the estimation of the gradient of the density function, and the utilization of the results to form clusters. The details of an implementation of the mean-shift algorithm based on clustering method are provided in [25]. The mean shift based robust clustering for the number of clusters is automatically obtained by finding the centers of the densest regions in the space (the modes) (See [26]).

### 2.7 Entropy

In information theory, information entropy is a measure of the average information content associated with the outcome of a random variable. Entropy is defined as in the context of a probabilistic model, and entropy is taken as information content. Consider a random variable $X=x_{k}, k=-K \leq k \leq K$, where $x_{k}$ is a discrete time number and $(2 K+1)$ is the total number of discrete levels.

Let the event $X=x_{k}$ occur with probability

$$
\begin{equation*}
p_{k}=P\left(X=x_{k}\right) \tag{2.13}
\end{equation*}
$$

with the requirement that, 9 ¢9 M G d? TS

Suppose that the event $X=x_{k}$ occurs with probability $p_{k}=1$, which therefore requires that $p_{i}=0$ for all $i \neq k$. In such a situation there is no "surprise" and, therefore, no "information" conveyed by the occurrence of the event $X=x_{k}$, since we know that the message must be. If, on the other hand, the various discrete levels were to occur with different probabilities and, in particular, the probability $p_{k}$ is low, then there is more
"surprise" and, therefore, "information" when $X$ takes the value $x_{k}$ rather than another value $x_{i}$ with higher probability $p_{i}, i \neq k$. Thus, the words "uncertainly", "surprise" and "information" are related. Before the occurrence of the event $X=x_{k}$ occurs, there are a quantity of surprise. After the occurrence of the event $X=x_{k}$, there is an increase in the amount of information. These three amounts are obviously the same. Moreover, the quantity of information is related to the inverse of the probability of occurrence. The amount of information gained after observing the even $X=x_{k}$ with probability $p_{k}$ is defined as the logarithmic function

$$
\begin{equation*}
I\left(x_{k}\right)=\log \left(\frac{1}{p_{k}}\right)=-\log \left(p_{k}\right) \tag{2.15}
\end{equation*}
$$

where the base of the logarithm is arbitrary. When the natural logarithm is used the units for information are nats, and when the base 2 logarithm is used the units are bits. In any case, the definition of information given in 2.15 exhibits the following properties:

1. $I\left(x_{k}\right)=0$ for $p_{k}=1$. Obviously, if we are absolutely certain of the outcome of an event, there are no information gained by the occurrence.
2. $I\left(x_{k}\right) \geq 0$ for $0 \leq p_{k} \leq 1$. That is the occurrence of an event $X=x_{k}$ either provides some or no information, but it never results in a loss of information.
3. $I\left(x_{k}\right)>I\left(x_{i}\right)$ for $p_{k}<p_{i}$. That is, less probable an event is, the more information are gained through its occurrence. The amount of information $I\left(x_{k}\right)$ is a discrete random variable with probability $p_{k}$. The mean value of $I\left(x_{k}\right)$ over the complete range of $2 K+1$ discrete values is given by $66 \log$ ?

$$
\begin{align*}
H(X) & =E\left[I\left(x_{k}\right)\right] \\
& =\sum_{k=-K}^{K} p_{k} I\left(x_{k}\right) \\
& =-\sum_{k=-K}^{K} p_{k} \log \left(p_{k}\right) \tag{2.16}
\end{align*}
$$

The quantify $H(X)$ is called the entropy of a random variable $X$ permitted to take a
finite set of discrete values; it is so called in recognition of the analogy between the definition given in Eq. (2.16) and that of entropy in statistical thermodynamics. The entropy $H(X)$ is a measure of the average amount of information conveyed per message. Note, however, that the $X$ in $H(X)$ is not an argument of a function but rather a label for a random variable (see the details in [22]).


## CHAPTER III

## PROPOSED METHOD

The goal of this work is to consider the underdetermined blind source separation (BSS) problem of separating $n$ source signals, $\mathbf{S}$, from $m$ observed signals $\mathbf{X}$, when the observations are a linear combination of the sources using an unknown mixing matrix $\hat{\mathbf{A}}$, $\mathbf{X}=\mathbf{A S}$. The underdetermined condition means that the number of source signals is greater than the number of output signals, $n>m$. To solve the problem, this dissertation proposes an inner point removal based on information index and perturbed mean shift algorithm to estimate the columns in the mixing matrix for underdetermined BSS with the unknown number of sources. The proposed algorithm also gives the estimated number of sources.


In this dissertation, a two-step approach for blind source separation is presented. In the first step, the mixing matrix is estimated by the proposed algorithm. Then, in the second step, the estimated sources are recovered by using minimum $\ell_{1}$-norm method from the observed signals, $\mathbf{X}$, and the estimated mixing matrix, $\hat{\mathbf{A}}$ obtained from the first step. Therefore, this dissertation mainly concentrates on the first step.

The proposed method consists of three phases: Inner Point Removal, High Density Direction Identification, and Enhancing Basic Components by Entropy Estimation. In the first phase, the irrelevant inner points are removed from the input observed signals, $\mathbf{X}$, and each point of the remaining data is redefined by its corresponding adjacent points which lay in the same direction. The remaining redefined data from phase 1 is denoted as $\tilde{\mathbf{X}}$. In the next phase, all possible directions of high density regions are identified by using the perturbed mean shift procedure. This is the extension of the classical mean shift concept based on clustering technique [25]. The converged mean shift vectors or sample points are denoted as SPP. Finally, some points in the same direction are removed and the high density directions are obtained by using entropy theory. The remaining high density directions are taken as the directions of the columns of the estimated mixing matrix, $\hat{\mathbf{A}}$, and the number of obtained columns is taken as the estimated number of sources. The overview of all our works is shown in Figure 3.1.

### 3.1 Estimating the Mixing Matrix

In this section, the proposed method for identifying the mixing matrix based on information index removal and perturbed mean shift algorithm is discussed.

For sparse source signals, at any particular timestep, there is only one source signal appears [1]. These signals after being mixed by a mixing matrix can be viewed as a distribution of points clearly chustered along the basie independent components or the columns of the mixing matrix. Obviously, this situation is easy to estimate the number of columns in the mixing matrix. In this dissertation, the sparseness of the signals does not require. The actual basic independent components must be identified from the directions of maximum data density. Many methods based on clustering technique have been presented to estimate the mixing matrix such as a standard k -mean method,

Fuzzy-C clustering algorithm and AICA method [7]. However, it is well known that when the sources are insufficiently sparse, a precise estimate of the mixing matrix is difficult to handle with the exist clustering based algorithms. This is because they need a precondition that the sources must be very sparse in the analyzed domain. Moreover, several methods for estimating the mixing matrix are very sensitive to the irrelevant inner points. Therefore, in the proposed algorithm, the first task is to identify which data points contain enough information about the correct directions of the mixing matrix. All the points for the $m$-dimensional vector space of the mixtures are observed which points lie in the sparse regions, and affect the correctness of estimating process. They may be considered as irrelevant points and must be eliminated. The aim of this part is to reduce the computational burden of the remaining estimation process, and also to remove those columns that do not contain much information for estimating the mixing matrix. After discarding some irrelevant points, in the second task, the remaining points are used to estimate the number of sources and also the directions of the mixing matrix by using the perturbed mean shift technique with entropy measure.

### 3.1.1 Inner Point Removal

The purpose of this section is to observe which data points are irrelevant inner points and affect the correctness of mixing matrix identifications Since, the directions of the columns in the mixing matrix correspond to the directions of maximum of data density. Thus, all the data points are examined. If they contain less information or lie in the sparse region, then such points are removed to enhance the correctness of basic component identification. Note that the word "information" in this section has different meaning from that in the information theory as described in Section 2.7. Since the main process is to find the filtering threshold for eliminating the points containing less information,
the first task is to compute the information index of each data point. Before finding the information index of each point, the adjacent region is firstly sought where all points lie along the same direction of such point.

To determine which point $\mathbf{y}$ lies along the same direction of a considered point $\mathbf{x}$, the closest distance between such two points is computed by the following equation

$$
\begin{equation*}
D(\mathbf{x}, \mathbf{y})=\sqrt{\left|\langle\mathbf{y}, \mathbf{y}\rangle-\langle\mathbf{x}, \mathbf{y}\rangle^{2}\right|} \tag{3.1}
\end{equation*}
$$

where $<*, *>$ denotes the inner product or dot product and a point $\mathbf{x}$ is normalized (i.e it has a unit length). A set of the adjacent points, $\mathbf{A P}_{\mathbf{x}}$, with respect to the point $\mathbf{x}$ can be defined by the following equation

$$
\begin{equation*}
\mathbf{A P}_{\mathbf{x}}=\left\{\mathbf{y}_{\mathbf{j}} \mid D\left(\mathbf{x}, \mathbf{y}_{\mathbf{j}}\right)<\alpha, j=1, \ldots, \tau\right\} \tag{3.2}
\end{equation*}
$$

where $\alpha$ is a predefined distant threshold, $\tau$ is a predefined window search length, and $\mathbf{Y}=\left\{\mathbf{y}_{\mathbf{1}}, \mathbf{y}_{\mathbf{2}}, \ldots, \mathbf{y}_{\tau}\right\}$ is a set of neighboring points of the point $\mathbf{x}$ in the time sequence of input data set.


Figure 3.2: A set of $\tau$ connected points around the data point $\mathbf{x}$ and the adjacent points $A P_{\mathbf{x}}$.

In Figure 3.2 to find the adjacent points that lie along the same direction of the considering point $\mathbf{x}$, a set of $\tau$ connected points around the point $\mathbf{x}$ is selected to $\mathbf{Y}$. Then, the distance between point $\mathbf{x}$ and each selected point $\mathbf{y}_{\mathbf{j}}$ is computed by using Eq. (3.1).

If the distance value $D\left(\mathbf{x}, \mathbf{y}_{\mathbf{j}}\right)$ is less than a predefined distant threshold $\alpha$, then such data point $\mathbf{y}_{\mathbf{j}}$ is assigned to a set of adjacent points $\mathbf{A} \mathbf{P}_{\mathbf{x}}$. Consequently, the column indices in the obtained set of adjacent points $\mathbf{A P}_{\mathbf{x}}$ can be arbitrarily disconnected. Note that the value of $\tau$ is much smaller than the number of input data $N(\tau \ll N)$. Figure 3.3 shows an example of point $\mathbf{y}_{\mathbf{j}}$ which does not lie along the direction of the considering point $\mathbf{x}$, because the distance between $\mathbf{x}$ and $\mathbf{y}_{\mathbf{j}}$ is greater than the threshold $\alpha$, $D\left(\mathbf{x}, \mathbf{y}_{\mathbf{j}}\right)>\alpha$.


Figure 3.3: An example of the adjacent point being the same direction of x .

To find the filtering threshold for discarding some irrelevant points, the information index of each point is quantified by using the dot product between two data vectors. If the two vectors are co-incident along the same direction and have a unit length, the absolute value of the dot product is 1 . If they are orthogonal to each other, that absolute value becomes zeros. The absolute dot product value depends on the length and the different direction of the two vectors. Consequently, the information index of a considered point is defined by collecting the absolute dot product values between such point and any points in the set of its adjacent points in the same direction. Note that if such point lies in the sparse region, then it contains less information for estimating the directions of mixing matrix.

The information index of any set of adjacent points $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$ is defined as

$$
\begin{equation*}
I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)=\sum_{j=1}^{k}\left|<\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{j}}>\right| \tag{3.3}
\end{equation*}
$$

where $k$ is the size of $\mathbf{A} \mathbf{P}_{\mathbf{x}_{\mathbf{i}}}$. The value of $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$ is large if there are more adjacent points aligned along the direction of $\mathbf{x}_{\mathbf{i}}$, and it is small if $\mathbf{x}_{\mathbf{i}}$ lies in a region with less adjacent points aligned along the considered direction. The data points with small $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathrm{i}}}\right)$ are discarded because they are located in the direction of sparse region and are less significant for estimating the directions of the columns of the mixing matrix. Furthermore, with the use of dot product technique, the points at the region around zero will have small density and will be removed. The result will not affect the next estimating process, because, in noisy settings, these points contain less information about the correct directions of the mixing matrix.

To determine which points will be removed, the average value of all information indices, $I_{\text {avg }}^{\prime}$, and the standard deviation value, $I_{\text {std }}^{\prime}$, of all the information indices $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathrm{i}}}\right)$ are computed. Both values are used as a threshold, $\vartheta$, for discarding the irrelevant inner points as follows:

$$
\begin{equation*}
\vartheta=I_{\text {avg }}^{\prime}+\frac{I_{s t d}^{\prime}}{2} \tag{3.4}
\end{equation*}
$$

Any point $\mathbf{x}_{\mathbf{i}}$ having $I\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$ less than $\vartheta$, will be discarded. $\sigma / 2$ is used as a threshold to filter only the points locating within the half variance. Thus, most remaining points will be clustered along the directions of maximum data density. This makes it is easy to identify the actual basic independent components in the next steps.

Before the mixing matrix identification, a new defined point $\tilde{\mathbf{x}}_{\mathbf{i}}$ corresponding $\mathbf{x}_{\mathbf{i}}$ is constructed from the summation of albadjacent points $\operatorname{in} \mathbf{A P}_{\mathbf{x}}$. Note that, all points in $\mathbf{A P}_{\mathbf{x}}$ are the points aligning along the direction of the considered point $\mathbf{x}_{\mathbf{i}}$, thus, the value of the new defined point will be large, if there are many corresponding adjacent points. After the points containing less information are removed, each remaining point $\tilde{\mathrm{x}}_{\mathrm{i}}$ is computed by the following equation

$$
\begin{equation*}
\tilde{\mathbf{x}}_{\mathbf{i}}=\sum_{j=1}^{k}\left(\mathbf{x}_{\mathbf{i}}+\mathbf{y}_{\mathbf{j}} * \operatorname{sign}\left(<\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{j}}>\right)\right) \tag{3.5}
\end{equation*}
$$



Figure 3.4: Result on the experiment 1 on data set 1. (a) Observed signals. (b) The remaining data after inner point removal process. (c) The result from high density direction identification process.

Note that, only point $\mathbf{x}_{\mathbf{i}}$ whose information index $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$ is larger than or equal to the filtering threshold, $\vartheta$, is redefined. This process produces the new data points, $\tilde{\mathbf{X}}$, in which each data point has a high density distribution of the adjacent points in the corresponding direction.


Figure 3.5: A new defined point $\tilde{\mathrm{x}}$ of a point x with $\mathrm{A} \mathbf{P}_{\mathrm{x}}=\mathrm{y}_{\mathbf{1}}, \ldots, \mathbf{y}_{5}$.
Fig 3.5 shows an example of a new defined point $\tilde{x}$ of a point $x$ andits corresponding $\operatorname{adjacent}$ points $\mathbf{A P}_{\mathbf{x}}$. Let $\mathbf{A P}_{\mathbf{x}}=\left\{\mathbf{y}_{\mathbf{1}}, \ldots, \mathbf{y}_{\mathbf{5}}\right\}$ (i.e. $\mathbf{D}\left(\mathbf{x}, \mathbf{y}_{\mathbf{i}}\right)<\alpha, \forall \mathbf{y}_{\mathbf{i}} \in \mathbf{A P}_{\mathbf{x}}$ ). Therefore, a new defined point $\tilde{\mathbf{x}}$ of the point $\mathbf{x}$ can be represented as

$$
\begin{equation*}
\tilde{x}_{\mathbf{i}}=\left(\mathbf{x}_{\mathbf{i}}+\mathbf{y}_{\mathbf{1}}\right)+\left(\mathbf{x}_{\mathbf{i}}+\mathbf{y}_{\mathbf{2}}\right)+\left(\mathrm{x}_{\mathbf{i}}+\mathbf{y}_{\mathbf{3}}\right)+\left(\mathrm{x}_{\mathbf{i}}+\mathbf{y}_{\mathbf{4}}\right)+\left(\mathrm{x}_{\mathbf{i}}+\mathrm{y}_{\mathbf{5}}\right) \tag{3.6}
\end{equation*}
$$

Note that, if $\mathbf{y}_{\mathbf{i}}$ has an opposite direction of the point $\mathbf{x}$, then $\mathbf{y}_{\mathbf{i}}$ is changed to be $-\mathbf{y}_{\mathbf{i}}$. As depicted with a dash line in the figure, the redefined point $\tilde{\mathbf{x}}$ has a few changes in
the direction to the left side which more the number of adjacent points of the point $\mathbf{x}$ (depicted with a dot line). Since the length of the redefined point $\tilde{\mathbf{x}}$ depends on the number of adjacent points in $\mathbf{A P}_{\mathbf{x}_{\mathrm{i}}}$ and the length of each point $y_{i} \in A P_{x_{i}}$, any direction that has more the number of points will dominate other directions with smaller adjacent points. Compared with the original data space (Figure 3.4(a)), the increased sparseness can be seen in the scatter plots of the new defined data as shown in Figure 3.4(b). After the points with small information indices are removed, most remaining points in the obtained space are clustered along the directions of maximum of data density. The overall algorithm in this phase is described in Algorithm InnerPointRemoval.

## Algorithm Inner Point Removal

Input: the set of analyzed data $\mathbf{X}$.
Output: the new set of the redefined data $\tilde{\mathbf{X}}$.

## Begin

1. For each point $\mathrm{x}_{\mathbf{i}} \in \mathbf{X}$ Do
2. Let $\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}$ be a set of $k$ adjacent points aligning in the direction of $\mathbf{x}_{\mathbf{i}}$ using Eq. (3.2).
3. Find the information index $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$ of the current point $\mathbf{x}_{\mathbf{i}}$ by using Eq. (3.3).

## 4. End.

5. Compute the average value $I_{\text {avg }}^{\prime}$ and the standard deviation $I_{\text {std }}^{\prime}$ from all information indices

6. Find the filtering threshold, $\vartheta=I_{\text {avgo }}^{\prime}+\frac{I_{s t d}^{\prime}}{2}$.
7. Remove all points $\mathbf{x}_{\mathbf{i}}$ in which the corresponding information index $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$ is less than $\vartheta$.
8. Compute a new defined value of $\tilde{\mathbf{x}}_{\mathbf{i}}$ of $\mathbf{x}_{\mathbf{i}}$ and the set of its corresponding adjacent points
$\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}$ (in step 2) by using Eq. (3.5), for all remaining points $\mathbf{x}_{\mathbf{i}}$.

End

### 3.1.2 High Density Direction Identification

As shown in Figure 3.4(b), the representation of the remaining data attained from the previous phase is sparser. Based on this sparseness of the obtained data space, each column of the mixing matrix can be estimated by finding the directions of maximum data density. This can be achieved by using the property of mean shift technique. As described in the previous section, the mean shift vector always points toward the direction of the maximum increase in the density and the algorithm converges to the closest high density region. However, because the distribution of some analyzed data has a high density in the region around zero and the density in an closet region is very high, the original mean shift procedure may shift some mean shift vectors to the other closest regions and makes some directions disappeared.


Figure 3.6: An example of two regions which have more overlapped data.


Figure 3.6 shows two directions of maximum density regions. Assume that, in the right direction, the density of data in area $B$ is higher than that in area $A$, i.e., the density is increased from area $A$ to area $B$. Let $\mathbf{s p}^{(\mathbf{A})}$ be a considered sample point or mean shift vector, and lies in the right direction of area $A$. The mean shift vector $\mathbf{s p}^{(\mathbf{A})}$ starts at the location in the area $A$. After performing $k$ iterations of the original mean shift procedure, $\mathbf{s p}^{(\mathbf{A})}$ is directly replaced with a next computed mean value for each iteration. $\mathbf{s p}{ }^{(\mathbf{A )}}$ will be moved toward the area $B$, denoted by $\mathbf{s p}^{(\mathbf{B})}$, because of the
increase of the density. Moreover, if the area $C$ has the higher density than that of area $B$ and more data are overlapped between both areas, then, for some next iterations of mean shift procedure, $\mathbf{s p}^{(\mathbf{B})}$ may be moved to area $C$, denoted by $\mathbf{s p}^{(\mathbf{C})}$. Now, $\mathbf{s p}^{(\mathbf{C})}$ changed its direction. As a result, if all the sample mean shift vectors laying in the right direction have the same behavior as $\mathbf{s p}{ }^{(\mathbf{A})}$, then no mean shift vector represents the high density in the left direction. To avoid this event, in the proposed algorithm, the length of all mean shift vectors will be preserved. This is the first difference between the proposed algorithm and other exist clustering methods based on mean shift technique in [24],[25] and [26]. Moreover, step 10 in Algorithm DirectionIdentifying is used to perturb each sample point for the convergence as follow

$$
\begin{equation*}
\mathbf{s p}_{\mathbf{j}}=\frac{E\left(\psi_{j}\right)}{\left\|E\left(\psi_{j}\right)\right\|} *\left\|\mathbf{s p}_{\mathbf{j}}\right\|, \forall \mathbf{s p}_{\mathbf{j}} \in \mathbf{S P} \tag{3.7}
\end{equation*}
$$

where $\psi_{\mathbf{j}}$ is a set of $\tilde{\mathbf{x}}_{\mathbf{i}} \in \tilde{\mathbf{X}}$ that lies in the same direction of $\mathbf{s p}_{\mathbf{j}}$ and $E\left(\psi_{\mathbf{j}}\right)$ is the average of all points in $\psi_{\mathbf{j}}$. Note that, the length of each sample point is no changed. It is found that the use of the mean of all points in the same direction makes us to get more smoothing lines than use of a small real value to perturb the points.

It is obvious that each mean shift vector is converged to the closest region of high concentration of data. As shown in Figure 3.4(c), the converged mean shift vectors, denoted by $\tilde{\mathbf{S P}}$, form the lines in the direction of the maximum density. The detailed algorithm of the direction estimation is described in the Algorithm DirectionIdentifying.


### 3.1.3 Enhancing Basic Components by Entropy Estimation

In this phase, the converged sample points obtained from the perturbed mean shift algorithm in high density direction identification process are separated into different direction groups, denoted by $\mathbf{G}$. There are the points in same group locating in the same direction. For each group, the maximum eigenvalue $\lambda_{k}$ is computed and represented as

## Algorithm DirectionIdentifying

Input: the redefined data $\tilde{\mathbf{X}}$.
Output:the converged sample points $\tilde{\mathbf{S P}}$.

## Begin

1. Initial a set of sample points $\mathbf{S P}$ from the input data $\tilde{\mathbf{X}}$.

## 2. Repeat

3. Repeat
4. For each sample point $\mathbf{s p}_{\mathbf{j}}$ Do
5. Let NBS be a set neighboring points of $\mathbf{s p}_{\mathbf{j}}$ using a spherical window of radius $h$.
6. Compute the mean $N B S a v g$ of all points in $N B S$.
7. Update the current sample points using the equation $\mathbf{s p}_{\mathbf{j}}=\frac{N B \operatorname{Savg}}{\|N B S a v g\|} *\left\|\mathbf{s p}_{\mathbf{j}}\right\|$.
8. End.
9. Until The number of sample points changed is less than a small threshold value.
10. Perturb each sample point $\mathbf{s p}_{\mathbf{j}}$ using Eq.(3.7)
11. Until No sample point is changed.

## End

the area of the corresponding group $g_{k}$. Any group $k$ whose $\lambda_{k}$ is less than a preset threshold $\beta_{1}$ is removed. Then, the density of each remaining group is calculated by using the following equation
the following equation
here $n_{g_{k}}$ is the number of member points in group $k$ and $K$ be the number of groups in different directions.

To determine that any group is suitable to represent the direction of maximum density (i.e. direction of columns of mixing matrix), the entropy of each group is computed
as follows

$$
\begin{equation*}
p_{k}=\frac{z_{k}}{\sum_{j=1}^{K} z_{j}}, j=1 \ldots \text { Kandk }=1 \ldots K \tag{3.9}
\end{equation*}
$$

where $p_{k}$ is the probability of group $k$, and $\sum_{k=1}^{K} p_{k}=1$. Any group whose entropy is less than a predefined entropy threshold $\beta_{2}$ is removed. This enhancing process is summarized in AlgorithmPointRefining. The eigenvectors with maximum variance of remaining groups are obtained and denoted by $\hat{\mathbf{A}}$, and the number of columns in $\hat{\mathbf{A}}$ is then taken as the estimated number of sources.

## Algorithm PointRefining

Input: the converged sample points $\mathbf{S P}$.
Output:the estimated mixing matrix $\hat{\mathbf{A}}$
Begin

1. Cluster the converged sample points $\mathbf{S P}$ into different direction groups denoted by $\mathbf{G}$,
where the member points in each group are the sample points that lie in the same direction (locating in the same line).
2. Compute the maximum eigenvalue $\lambda_{k}$ from the member points in each group $g_{k}, \forall g_{k} \in \mathbf{G}$
3. Remove group $g_{k}$ whose $\lambda_{k}$ is smaller than $\beta_{1}$.
4. Find the density $z_{k}$ of each group $g_{k}$ by using Eq. (3.8).
5. Compute the information entropy and remove group $g_{k}$ where the

6. Find eigenvector $e_{k}$ with highest variance for each remaining group $g_{k}$, and store in $\hat{\mathbf{A}}$.

## End

### 3.2 An Example of Mixing Matrix Detection

This section shows an example of how the estimated mixing matrix is identified on data set 1 (Figure 3.7). The input data set $\mathbf{X}$ consists of three observed signals linearly mixed from five simulated source signals $\mathbf{S}$ with the following normalized mixing matrix $\mathbf{A} \in$ $R^{3 \times 5}$.

$$
\mathbf{A}=\left[\begin{array}{rrrrr}
0.8412 & -0.0298 & -0.0750 & -0.1735 & -0.7240  \tag{3.10}\\
-0.5025 & 0.8305 & -0.8294 & 0.3621 & 0.4088 \\
0.1997 & 0.5563 & 0.5536 & 0.9158 & -0.5556
\end{array}\right]
$$



Figure 3.7: Data set 1 (a) Five simulated source signals (b) Three observed signals.
The five source signals are generated from five normal distributions, $N(0,1)$, as shown in the first column of Figure 3.7(a). Each source signal contains 20,000 points with the value range $[-5,5]$ and only $10 \%$ of sparse source vectors. That is, the entries of 18,000 columns of source matrix $\mathbf{S}$ have a uniform distribution and other 2,000 columns have only one nonzero entry and four zeros entries and also have the uniform distribution.

Furthermore, the column indices of the 2,000 columns in the matrix $\mathbf{S}$ are disconnected. Thus, the 2,000 columns are divided into five sets containing 400 columns each and the $i^{t h}$ entries of the $i^{\text {th }}$ set have nonzero values. The column indices of the 400 columns of the $i^{\text {th }}$ set are as follows: $(i-1) \times 10+1,(i-1) \times 10+51, \ldots,(i-1) \times 10+1,951, i=1 \ldots 5$. Figure 3.4(a) is the scatter plot of three observed signals $\mathbf{X}$.

The algorithm starts with finding the information indices of all points and, then, the filtering threshold $\vartheta$ is computed to discard irrelevant inner points. Figure 3.4(b) shows the results after inner point removal process with the window search length $\tau=200$. The sparseness in scatter plot makes the mixing directions clearly identifiable because the points containing less information are discarded and the points around the zero are also removed. In the next process, with the property of mean shift method all the sample points is, then, shift to the directions of the maximum increase in the density. The result shows in Figure 3.4(c). Finally, the points being the same or opposite in direction are removed by using Algorithm PointRefining. Thus, the estimated mixing matrix $\hat{\mathbf{A}}$ is obtained as shown below
$\hat{\mathbf{A}}=\left[\begin{array}{rrrrr}0.0321 & -0.1727 & -0.8396 & -0.0748 & 0.7234 \\ -0.8315 & 0.3617 & 0.5049 & -0.8287 & -0.4129 \\ -0.5546 & 0.9161 & -0.2011 & 0.5547 & 0.5533\end{array}\right]$

The number of columns in the recovered mixing matrix is equal to that of the actual mixing matrix. But the estimated mixing matrix, $\hat{\mathbf{A}}$, exhibits permutation and also sign reversal for some sources.

## CHAPTER IV

## EXPERIMENTAL RESULTS

The proposed algorithm has been implemented and tested for the validity and performance on a 1.33 GHz Intel Pentium IV based computer with 512 MB of RAM. In the proposed algorithm, there exist five parameters which should be preset. Eigenvalue threshold, $\beta_{1}$, and entropy threshold, $\beta_{2}$, are related to the density of data. Let $\lambda_{\max }$ $=\max \left(\lambda_{k}\right)$, where $\lambda_{k}$ represents the variance of data in direction $k . \beta_{1}$ can be set to a fraction of $\lambda_{\max }$ to remove some directions with small length and number of points. $\beta_{2}$ is a small value to remove some directions which less effect to the entropy. Window search length, $\tau$ can be set to be any positive integer much less the number of data points $N$. Distant threshold, $\alpha$, and window radius, $h$, are related to the precise direction of the mixing matrix estimation. They should be set to make sure that all directions can be identified by the proposed algorithm. In all experiments, all parameter values used in all experiments are shown in the Table 4.1.


### 4.1 Performance Measures ${ }_{6}^{\sigma}$. 19 ค

To validate the performance of the algorithm, the difference between the estimated mixing matrix $\hat{\mathbf{A}}$ and the actual mixing matrix $\mathbf{A}$ is measured by using Algebraic MatrixDistance Index (AMDI) proposed in [7].

Assume that both the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$ are column normalized (i.e. the norm of the columns in the matrices is one). Then,

Table 4.1: The parameters used in the experiments.

| Parameter | Selected Value |
| :--- | :--- |
| Window search length, $\tau$ | $0.01 N$ |
| Distant threshold, $\alpha$ | $\pi / 180 \approx 0.0175$ |
| Window radius, $h$ | $\pi / 180 \approx 0.0175$ |
| Eigenvalue threshold, $\beta_{1}$ | $0.1 \lambda_{\max }$ |
| Entropy threshold, $\beta_{2}$ | 0.05 |

Algebraic Matrix-Distance Index (AMDI) between $\mathbf{A}$ and $\hat{\mathbf{A}}$ is defined as follows:

$$
\begin{equation*}
\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})=\frac{n-\sum \max _{\text {rows }}\left(\left|\hat{\mathbf{A}}^{T} * \mathbf{A}\right|\right)}{n}+\frac{n-\sum \max _{\text {cols }}\left(\left|\hat{\mathbf{A}}^{T} * \mathbf{A}\right|\right)}{n} \tag{4.1}
\end{equation*}
$$

where $n$ is the number of sources. With the property of dot product, if two unit vectors are in the same direction, the value becomes one. Therefore, if the columns of the estimated mixing matrix $\hat{\mathbf{A}}$ are very close to the columns of the actual mixing matrix A, the AMDI index approaches zero.

The AMDI has the following properties:

- $0 \leq \operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}}) \leq 2 ; \operatorname{AMDF}(\mathbf{A}, \hat{\mathbf{A}})=2$ onfy if both matrices are orthogonal to each other in the $n$-dimensional space.



### 4.2 Experimental Design

The experiments in this dissertation consist of five parts. Experiment 1 was performed on all data sets to compare the proposed method and the literatures [13] and [14], for the unknown source number case of the underdetermined blind source separation prob-
lem. Moreover, the experiment was also used to show the performance of the proposed algorithm on the data sets with the small fraction of sparse source vectors and the disconnected region of sparse source vectors. Experiment 2 was performed on three sets of speech signals to illustrate the detail results each phase of the proposed algorithm. Moreover, the obtained results were compared to the results from a standard k-mean method and AICA method. In experiment 3, the proposed algorithm was performed on six speech signals of data set 8. The comparison of the proposed method and k-mean method was discussed again in both time domain and frequency domain. Experiment 4 was used to measure the performance of the proposed algorithm on the data set in noisy environment. The last experiment showed the relationship between the percent of sparse vectors in source matrix $S$, the window search length parameter $\tau$ and the average value of information indices, $I_{\text {avg }}^{\prime}$, of all the information indices $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$. The details of each experiment are explained in the next sections.

The data sets used in all experiments are given details in Table 4.2. They consist of two groups: four synthetic data sets in the first four rows and four real speech data sets in the remaining rows. The second column displays the number of sample points contained in each data set. The number of sources and the number of observed signals of each data set are demonstrated in the second and third columns. The fraction of sparse source vectors of each data set is illustrated in the last column, except the speech data sets on the last four rows.


### 4.2.1 Synthetic Data Sets

Each synthetic data set was in 3-dimensional data space and contained 20,000 ( $N$ ) points with the value range $[-5,5]$. The four synthetic data sets were generated with the different percents of sparse source vectors, a vector with only one nonzero entry, as depicted in

Table 4.2: Data sets.

|  | Number of <br> Sample Points | Number of <br> Sources | Number of <br> Observed Signals | Percent of <br> Sparse Vectors |
| :--- | :---: | :---: | :---: | :---: |
| Data set 1 | 20,000 | 5 | 3 | $10 \%$ |
| Data set 2 | 20,000 | 5 | 3 | $20 \%$ |
| Data set 3 | 20,000 | 5 | 3 | $50 \%$ |
| Data set 4 | 20,000 | 10 | 3 | $10 \%$ |
| Data set 5 | 62,500 | 3 | 2 | - |
| Data set 6 | 62,500 | 6 | 3 | - |
| Data set 7 | 23,000 | 3 | 2 | - |
| Data set 8 | 30,000 | 6 | 3 | - |

the last column of the first four rows in Table 4.2. Each source signal was generated from a normal distribution, $N(0,1)$. In additions, the indices of all the sparse source columns of each data set were not disjointed as described in Section 3.2.

- Data set 1 was of three observed signals $\mathbf{X}$ linearly mixed from five synthetic source signals $\mathbf{S}$ with $10 \%$ of the sparse sources vectors and a random and normalized mixing matrix $A \in R^{3 \times 5}$ as follows 99 E ? Q

$$
\mathbf{A}=\left[\begin{array}{rrrrr}
0.8412 & -0.0298 & -0.0750 & -0.1735 & -0.7240  \tag{4.2}\\
-0.5025 & 0.8305 & -0.8294 & 0.3621 & 0.4088 \\
0.1997 & 0.5563 & 0.5536 & 0.9158 & -0.5556
\end{array}\right]
$$

The five source signals and three observed signals of this data set are illustrated in Figure 3.7.

- Data set 2 and data set 3 were of three observed signals. They were linearly mixed from two different sets of five synthetic source signals with $20 \%$, and $50 \%$ of sparse source vectors, respectively. Both data sets were mixed with the same mixing matrix $\mathbf{A}$ in Eq.(4.2).
- Data set 4 was of three observed signals linearly mixed from ten synthetic sources signals with $10 \%$ of the sparse sources vectors and a randomly mixing matrix A $\in R^{3 \times 10}$ as shown below $\mathbf{A}=\left[\begin{array}{rrrrrrrrrr}0.6206 & 0.0765 & 0.4253 & -0.8558 & 0.8412 & -0.0298 & -0.0750 & -0.1735 & -0.7240 & 0.1594 \\ 0.7619 & -0.5920 & -0.0675 & 0.4717 & -0.5025 & 0.8305 & -0.8294 & 0.3621 & 0.4088 & -0.9029 \\ -0.1856 & 0.8023 & 0.9025 & 0.2126 & 0.1997 & 0.5563 & 0.5536 & 0.9158 & -0.5556 & -0.3991\end{array}\right]$


### 4.2.2 Real Speech Data Sets

Four speech data sets including data sets 5, 6, 7 and 8 are presented in the last four rows of Table 4.2).

- Data Set 5 was obtained from http ://www.egr.msu.edu/results/ijcnn2003 [7]. Each of three speech source signals contained 62,500 sample points. These speech source signals, $\mathbf{S}$ were mixed into two observed signals $\mathbf{X}$ with a randomly mixing matrix $\mathbf{A} \in R^{2 \times 3}$ as follows

- Data set 6 also is speech signals from [7]. But this data set is of two observed signals $\mathbf{X}$ mixed from six speech signals $\mathbf{S}$ with a randomly mixing matrix $\mathbf{A} \in R^{3 \times 6}$ as follows

$$
\mathbf{A}=\left[\begin{array}{rrrrrr}
0.6206 & 0.0765 & 0.4253 & -0.8558 & 0.9965 & 0.1594 \\
0.7619 & -0.592 & -0.0675 & 0.4717 & -0.0646 & -0.9029 \\
-0.1856 & 0.8023 & 0.9025 & 0.2126 & -0.0523 & -0.3991
\end{array}\right]
$$



Figure 4.1: Data set 5 (a) Three speech signals from [7]. (b) Two observed signals.


Figure 4.2: Data set 6 (a) Six speech signals from [7]. (b) Three observed signals.

- Data set 7 from http :|/4www.enl.salk.edu/tewon/Over [3] was of two observed signals X. Each signal contained 23,000 sample points as shown in Figure. 4.3. They were mixed from three speech source signals $S$ by using the following mixing matrix $\mathbf{A} \in R^{2 \times 3}$.

$$
\mathbf{A}=\left[\begin{array}{rrr}
0 & 0.7071 & 0.7071 \\
1 & 0.7071 & -0.7071
\end{array}\right]
$$

- Data set 8 was of six speech source signals $\mathbf{S}$ from the TIMIT database as demonstrated in Figure 4.4(a). All signals contained 30,000 sample points each and were


Figure 4.3: Data set 7 (a) Three speech signals from [3]. (b) Two observed signals. mixed in three observed signals the $\mathbf{X}$ (Figure $4.4(\mathrm{~b})$ ) by using a $3 \times 6$ dimensional mixing matrix $\mathbf{A} \in R^{3 \times 6}$ which was selected randomly and, then, normalized to unit length as follows.

$$
\mathbf{A}=\left[\begin{array}{rrrrrr}
-0.7481 & -0.5355 & -0.3513 & -0.5701 & -0.2204 & -0.8431 \\
-0.6431 & 0.6187 & 0.9346 & -0.6691 & 0.1883 & -0.0494 \\
0.1638 & -0.5748 & -0.0560 & -0.4769 & -0.9571 & 0.5354
\end{array}\right]
$$



(a)
(b)

Figure 4.4: Data set 8 (a) Six speech signals from TIMIT database. (b) Three observed signals.

### 4.3 Experiment 1

The result of the proposed algorithm will be compared with an extension of the DUET and TIFROM algorithms [13] and a unified method [14] based on an unsupervised robust C prototypes (URCP) algorithm [29]. In order to perform the comparison, parameters for both algorithms, [13] and [14], are set in different values as illustrated in Table 4.3.

For the extension of the DUET and TIFROM algorithms [13], the second row is the given parameter values which were proposed in [13]. For implementing division operation in the algorithm, Li et al. suggested that $\xi_{2}$ should be set as a fraction of $Q_{2}$ (e.g., $\xi_{2}=0.1 Q_{2}$ ), where $Q_{2}$ was the maximum of the amplitude of the entries of the data matrix. $M_{0}$ was the numbers of bins, which depended on users to make sure that the direction of mixing matrix can be detected (as seen the details of parameter sets in [13]). But from this experimental result shown in Table 4.5 using another real speech signals, it is found that the parameter given in the [13] cannot produce the satisfactory results for all real speech signals. Then, the next three rows are the other parameter values which used in this experiment in order to improve the result for the extension of the DUET and TIFROM algorithms.

For a unified method [14] based on an unsupervised robust C prototypes (URCP) algorithm [29], although the URCP algorithm required some parameters which should be set in advance: $\alpha, \epsilon$ and $C_{\text {max }}$ [29], Frigui et al. concluded that varying $\alpha$ between 3 and 10 had a small affect on points with small weights. The value of $\epsilon$ was used to check the similarity of two clusters and any value between 0.2 and 0.5 for $\epsilon$ yield similar results. In order to perform the comparison, the parameter values suggested in [29] were assigned, i.e. $\alpha=3.5$ and $\epsilon=0.25$. In additions, $C_{\max }$ could be any number that was larger than the expected number of clusters containing in the data set. A very large number of $C_{\max }$ only made the URCP algorithm slower. From this experiment, if the
initial cluster number, $C_{\max }$, was set equal to the actual number of sources $(n)$, the estimated mixing matrices did not give any satisfactory results even the several times using the unified method were performed. Therefore, the three cases with the different choices of $C_{\max }=2 n, 3 n$, and $4 n$ were set to perform the unified method as shown in the last three rows of Table 4.3. Similar to the k-mean method, the convergent result of the unified method depended on the initialization. The unified method was performed in several times for each case of $C_{\max }$. The result with minimum AMDI value was selected to show in Table 4.4 and Table 4.5.

Table 4.3: List of algorithms with parameters for comparison of overcomplete ICA algorithms in unknown source number case.

|  | Algorithm Name | Parameter Value |
| :--- | :--- | :--- |
| algo. 1 | Proposed algorithm | see Table 4.1 |
| algo. 2.1 | An extension of the DUET and TIFROM algorithms | $M_{0}=400, \xi_{2}=0.1 Q_{2}$ |
| algo. 2.2 | An extension of the DUET and TIFROM algorithms | $M_{0}=400, \xi_{2}=0.05 Q_{2}$ |
| algo. 2.3 | An extension of the DUET and TIFROM algorithms | $M_{0}=200, \xi_{2}=0.1 Q_{2}$ |
| algo. 2.4 | An extension of the DUET and TIFROM algorithms | $M_{0}=200, \xi_{2}=0.05 Q_{2}$ |
| algo. 3.1 | A unified method | $C_{\text {max }}=2 n$ |
| algo. 3.2 | A unified method | A/P |
| algo. 3.3 | A unified method | $C_{\text {max }}=3 n$ |
| 9 | 6 | 6 |

Table 4.4 shows the comparison results for the synthetic data sets which include data sets 1, 2, 3 and 4, having number of sources (n) equals to $5,5,5$ and 10 , respectively. Four data sets are generated with $10 \%, 20 \%, 50 \%$, and $10 \%$ of sparse source vectors as described in Section 4.2.1. For each data set (or each column), the table provides the estimated number of sources $\hat{n}$ and the AMDI value between $\mathbf{A}$ and $\hat{\mathbf{A}}$. The results from
the proposed algorithm is demonstrated in the first row and the remaining rows shows the results obtained from the literatures [13] and [14]. First, consider the estimated number of sources $\hat{n}$, it can be seen that the estimated number of sources $\hat{n}$ from the proposed method equals to the actual number of sources $n$ for all data sets. Second, for the result of the extension of the DUET and TIFROM algorithms (algo. 2.1 to algo. 2.4), the estimated number of sources $\hat{n}$ equals to the actual number of sources $n$ for all data sets when the value of parameter $\xi_{2}$ is reduced to $0.05 Q_{2}$, as shown in rows 3 and 5 . However, with over decreasing the value of parameter $\xi_{2}$, it is found that the estimated number of sources will be increased. For an example, when $\xi_{2}$ is set to $0.001 Q_{2}$ and $M_{0}$ $=200$, the estimated number of sources, $\hat{n}$, for the four synthetic data sets are 22, 21, 12 , and 32 , respectively. Hence, all estimated numbers of sources are higher than the actual number of sources $n$ for all data sets. Third, for the result of the unified method (algo. 3.1 to algo. 3.3), the estimated number of sources $\hat{n}$ is higher than the actual number of sources $n$ for all data sets.

Consider the AMDI value representing the difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$. First, the proposed algorithm can successfully detect the mixing matrices for all data sets, although the percent of sparse source vectors in data sets 1 and 4 is very small. The AMDI values from the proposed algorithm are very small for all data sets. The results show that all estimated mixing matrices are very close to the actuar mixing matrices. Second, for the results of the extension of the DUET and TIFROM algorithms (algo. 2.1 to algo. 2.4), all AMDI values are also very small for all data sets when $\xi_{2}$ is reduced to $0.05 Q_{2}$. Third, the results of the unified method (algo. 3.1 to algo. 3.3) are shown in the last three rows. The algorithm gives the good estimated mixing matrix $\hat{\mathbf{A}}$ with small AMDI values only on data set 3 which has highest percent of sparse sources vectors, $50 \%$ of source column vectors having only one none-zero entry.

Consider the $C_{\text {max }}$ value for the unified method [14]. Higher $C_{\max }$ values give the smaller AMDI values as seen in row 6 and row 8. However, the AMDI values of case $C_{\text {max }}=3 n$ are smaller than ones of the case $C_{\max }=4 n$ because the good initialization is very close to the columns of the actual mixing matrix in the $C_{\max }=3 n$. In additions, with over specifying of initial value of $C_{\max }$, the estimated number of sources is higher respect to higher initial value $C_{\max }$. Therefore, the unified method fails to provide the good estimated number of sources when $C_{\text {max }}$ value is increased.

Table 4.4: The difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$, AMDI value, and the estimated source number, $\hat{n}$, for synthetic data set 1 to data set 4 .

|  | Data Set 1$(n=5)$ |  | Data Set 2$(n=5)$ |  | Data Set 3$(\mathrm{n}=5)$ |  | Data Set 4$(\mathrm{n}=10)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ |
| algo. 1 | 6.38E-06 | 5 | $3.11 \mathrm{E}-06$ | 5 | $9.63 \mathrm{E}-06$ | 5 | $1.20 \mathrm{E}-04$ | 10 |
| algo. 2.1 | $2.20 \mathrm{E}-10$ | 5 | $3.09 \mathrm{E}-11$ | 5 | $1.64 \mathrm{E}-11$ | 5 | $4.50 \mathrm{E}-01$ | 6 |
| algo. 2.2 | $6.47 \mathrm{E}-09$ | 5 | $1.09 \mathrm{E}-09$ | 5 | 7.88E-11 | 5 | $4.18 \mathrm{E}-08$ | 10 |
| algo. 2.3 | $2.55 \mathrm{E}-08$ | 5 | $5.57 \mathrm{E}-09$ | 5 | 1.92E-09 | 5 | $4.50 \mathrm{E}-01$ | 6 |
| algo. 2.4 | $2.57 \mathrm{E}-07$ | 5 | $1.76 \mathrm{E}-08$ | $9$ | $44,85 \mathrm{E}-10$ | 5 | $1.45 \mathrm{E}-06$ | 10 |
| algo. 3.1 | $3.04 \mathrm{E}-02$ | 10 | $1.07 \mathrm{E}-02$ | 9 | 1.89E-03 | 7 | $3.34 \mathrm{E}-02$ | 18 |
| algo. 3.2 | 8.14E-04 | 14 | d 60.00 | 11 | 0.00 | 7 | $9.22 \mathrm{E}-03$ | 29 |
| algo. 3.3 | $1.89 \mathrm{E}-02$ | 20 | $3.81 \mathrm{E}-03$ | 15 | $5.65 \mathrm{E}-06$ | 11 | $9.55 \mathrm{E}-03$ | 38 |

Concluding remarks for the comparison results on Table 4.4, the unified method gives a smaller AMDI value when the percent of the sparsity increase as seen from the results on all data sets in the last three rows. If the fraction of sparse source column
vectors of data is very small, the unified method fails to provide the precise estimated mixing matrix $\hat{\mathbf{A}}$ and the estimated number of sources as seen from the result on data set 1 and data set 4 with only $10 \%$ of sparse source vectors. However, when the unified method is tested on another new data set with $80 \%$ of sparse source vectors, it is found that the unified method gives very small AMDI values with $2.92 \mathrm{E}-04,1.92 \mathrm{E}-04$, and 1.52E-04 for the cases of $C_{\max }$ with $2 n, 3 n$, and $4 n$, respectively. Moreover, the unified method also gives the correct source number for all cases on the new data set with $80 \%$ of sparse source vectors. Therefore, it can be concluded that the performance of the unified method depends on the sparseness of sources.

On the other hand, the results from the extension of the DUET and TIFROM algorithms are more efficient than ones of the unified method for all synthetic data sets. In other words, the algorithm relaxes the condition of sparseness in the unified method.

In order to confirm the performance of the proposed method to the real speech data sets, this experiment is evaluated again with data sets $5,6,7$ and 8 as described in Section 4.2.2. Table 4.5 illustrates the comparison of the results from the proposed algorithm and the literatures [13] and [14]. Consider the estimated number of sources $\hat{n}$, the proposed method produces the correct numbers of sources for all data sets (as shown in the first row). On the other hand, the results from other methods fail to estimate the number of sources for all real speech datasets. Moreover, the proposed method gives all good estimated mixing matrices $\hat{\mathbf{A}}$ with small AMDI values.

The extension of the DUET and TIFROM algorithms gives the good results for the estimated mixing matrix only on data set 5 and data 7 . For data set 8 , all cases of the extension of the DUET and TIFROM algorithms grant the unfortunate results both the AMDI value and $\hat{n}$. However, for data set 8 when the value of $\xi_{2}$ is vary from $0.001 Q_{2}$ to $0.1 Q_{2}$ and $M_{0}=200$, the smallest AMDI value with 0.002 can be found in the case of $\xi_{2}=0.001 Q_{2}$. However, the value is still high and the obtained source number $(\hat{n}=$

Table 4.5: The difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$, AMDI value, and the estimated source number, $\hat{n}$, for real speech data set 5 to data set 8 .

|  | Data Set 5$(\mathrm{n}=3)$ |  | Data Set 6$(n=6)$ |  | Data Set 7$(\mathrm{n}=3)$ |  | Data Set 8$(\mathrm{n}=6)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $n$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}}$ | $\hat{n}$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ |
| algo. 1 | $7.40 \mathrm{E}-06$ |  | 1.78-03 | 6 | $1.92 \mathrm{E}-05$ | 3 | $1.93 \mathrm{E}-04$ | 6 |
| algo. 2.1 | $1.29 \mathrm{E}-07$ | 25 | 2.00 | 0 | $6.78 \mathrm{E}-02$ | 34 | 2.00 | 0 |
| algo. 2.2 | $2.43 \mathrm{E}-05$ |  | $2.06 \mathrm{E}-01$ | 7 | 1.06E-04 | 81 | 2.00 | 0 |
| algo. 2.3 | $3.77 \mathrm{E}-06$ |  | $8.00 \mathrm{E}-02$ | 9 | $4.72 \mathrm{E}-05$ | 57 | 2.00 | 0 |
| algo. 2.4 | $7.59 \mathrm{E}-06$ | 67 | 9,59E-04 | 41 | $2.57 \mathrm{E}-04$ | 56 | 2.00 | 0 |
| algo. 3.1 | 7.12E-04 | 6 | 5.32E-02 | 10 | $1.19 \mathrm{E}-03$ | 6 | $4.21 \mathrm{E}-02$ | 12 |
| algo. 3.2 | $1.45 \mathrm{E}-04$ | 6 | $2.65 \mathrm{E}-03$ | 18 | 4.18E-04 | 8 | $6.36 \mathrm{E}-03$ | 18 |
| algo. 3.3 | $1.19 \mathrm{E}-04$ | 10 | $2.01 \mathrm{E}-02$ | 24 | 4.03E-04 | 11 | $1.87 \mathrm{E}-02$ | 24 |

$36)$ is higher the actual source number $(n=6)$. For data set 6 , although the AMDI value is smallest, compared to other tests, but the estimated number of sources is very high. Third, the unified method (algo. 3.1 to algo. 3.3) gives the good estimated mixing matrix $\hat{\mathbf{A}}$ with the small values of AMDI only for two dimensional data set 5 and data set 7 , especially when the initial cluster number, $C_{\max }$, is increased. Similar to the result on synthetic data in the previous table, the estimated source number is increased for the high value of $C_{\max }$.

Like the extension of the DUET and TIFROM algorithms, the unified method cannot estimate the number of sources for all speech data sets. Moreover, the unified method fails to estimate the precise mixing matrix for data set 6 and data set 8 .

Note that, for computing the AMDI value, if the estimated number of sources or the column numbers of the estimated mixing matrix $\hat{\mathbf{A}}$ is higher than the column number of the actual mixing matrix $\mathbf{A}$, then the sub-matrix $\hat{\mathbf{A}}$ which is close to the mixing matrix $\mathbf{A}$ is selected to compute the AMDI value between $\mathbf{A}$ and $\hat{\mathbf{A}}$. Therefore, even the estimated number of sources is very high, if there exists the actual mixing matrix $\mathbf{A}$ as the subset of $\hat{\mathbf{A}}$, then the AMDI value between $\mathbf{A}$ and $\hat{\mathbf{A}}$ is small.

For the results in row 5 (algo. 2.4) of the extension of the DUET and TIFROM algorithms on data sets 5, 6 and 7, the column numbers of $\hat{\mathbf{A}}, \hat{n}$, are 67, 41, and 56, while the column numbers of the actual mixing matrices $\mathbf{A}$, $n$, are 3,6 , and 3 , respectively. Since all results give higher column number of mixing matrices $\hat{\mathbf{A}}$, only 3 , 6 and 3 columns of $\hat{\mathbf{A}}$ which are close to the corresponding actual mixing matrices $\mathbf{A}$ are selected from $\hat{\mathbf{A}}$ to compute the AMDI values for data sets 5,6 and 7 , respectively. Note that, for data set 8, the extension of the DUET and TIFROM algorithms cannot find any column of the estimated mixing matrix $\hat{\mathbf{A}}$, i.e. $\hat{n}=0$. As a result, the AMDI value of data set 8 is 2.00 which is the maximum error value of AMDI.

In the similar way, for the results in last row (algo. 3.3) of the unified method on data sets $5,6,7$ and 8 , the column numbers of $\hat{\mathbf{A}}, \hat{n}$, are $10,24,11$, and 24 , while the column numbers of the actual mixing matrix $\mathbf{A}, n$, are $3,6,3$, and 6 , respectively. Therefore, only $3,6,3$, and 6 columns of $\hat{A}$ which are close to the corresponding actual mixing matrices $\mathbf{A}$ are selected from $\hat{\mathbf{A}}$ to compute the AMDI values.


### 4.4 Experiment 2

The purpose of this experiment is to demonstrate some detail results from the proposed algorithm on real speech data sets. The obtained results also were compared to the results of the standard k-mean method and AICA method. In order to perform the
comparison, the proposed algorithm was tested on data set 5 and data set 6 used in [7] with AICA method (see the details of these two data sets in Section 4.2.2). In both experiments of these two data sets, the parameter $\tau$ to find the filtering threshold for inner point removal process was set to 625 that equals to $0.01^{*} N$, where $N=62,500$ being the number of sample points of the analyzed data set.

Figure 4.5 shows the scatter plot of two observed signals (a), the remaining data obtained from inner point removal process (b), and, the result from high density direction identification process of data set 5 on the first row and data set 6 on the bottom. As shown in the figures, all directions with high concentrate of data can be detected. All columns of the mixing matrix can be estimated by refining the points which lay in the same direction.


Figure 4.5: Results on data set 5 (top) and data set 6 (bottom). (a) Observed signals. (b) The remaining data after inner point removal process. (c) The result from high density direction identification process.

After applying the proposed algorithm, the obtained mixing matrices were compared with the results presented in [7] with the AICA method as shown in the first and the second rows of Table 4.6. Moreover, the standard k-mean method was performed to
estimate the mixing matrix $\mathbf{A}$. From $k$ cluster centers, the sub-matrix $\hat{\mathbf{A}}$ which was close to the mixing matrix $\mathbf{A}$ was given. The difference between the estimated mixing matrix $\hat{\mathbf{A}}$ and the actual matrix $\mathbf{A}$ was, then, represented by AMDI value. Since the convergence of the k-mean method depends on the initialization, the k-mean method was performed in several times for each case. The minimum AMDI value of each case was selected to show in Table 4.6. As seen in the table, the AMDI values obtained by the proposed algorithm are smaller than the results of both the AICA method and the k -mean method.

Table 4.6: The difference between the estimated mixing matrix $\hat{\mathbf{A}}$ and the actual mixing matrix $\mathbf{A}$ on data set 5 and data set 6 , AMDI value.

|  |  | $($ Data Set 5) |
| :--- | :---: | :---: |
| $(\mathbf{n}=\mathbf{3})$ |  |  |$\quad$| (Data Set 6) |
| :---: |
| $(\mathbf{n}=\mathbf{6})$ |

To estimate source signals, the minimum $\ell_{1}$-norm solution is applied to observed signals X and the estimated mixing matrix $\hat{\mathbf{A}}$. The signal-to-noise ratio (SNR) reconstruction index in [30] is, then, used to evaluate the estimated sources

$$
\begin{equation*}
S N R_{i}=10 \log \frac{\left\|s_{i}(t)\right\|^{2}}{\left\|\hat{s}_{i}(t)-s_{i}(t)\right\|^{2}}, i=1 \ldots n . \tag{4.3}
\end{equation*}
$$

where $\|*\|^{2}$ is the sum of squares over discrete time $t$ and $n$ is the number of sources mixed in the observed signals.

From data set 5, the SNR reconstruction indices of three estimated signals are 13.03, 15.07, and 25.21 dB . For six estimated sources signals of data set 6 , they are 10.80 , $12.68,12.47,9.66,10.48$ and 12.16 dB .


Figure 4.6: Result on data set 7. (a) Observed signals. (b) The remaining data after inner point removal process. (c) The result from high density direction identification process.

Moreover, another test is to compare with the single step approach for overcomplete source separation using Maximum Likelihood (ML) approach [3]. The proposed algorithm was tested on data set 7. The original speech source signals are depicted in Figure 4.6 (as given detail in Section 4.2.2). After estimating the mixing matrix by the proposed algorithm, the results are illustrated in Figure 4.6. The AMDI value representing the difference between the estimated mixing matrix $\hat{\mathbf{A}}$ and the actual matrix $\mathbf{A}$ is $1.92 \mathrm{E}-05$. Since it is very small, the estimated mixing matrix is very close to the original mixing matrix A. Moreover, the number of columns in the estimated mixing matrix is equal to the number of sources, $S$, mixed in the observed signals, $\mathbf{X}$. Then, the $\ell_{1}$-norm method is used to recover the three source signals. The signal-to-noise ratio (SNR) for the separation is $13.09,20.83$, and 22.52 dB , respectively. These results are similar to the results obtained from the ML approach [3]: 15.71, 19.61, and 20.42 dB .

### 4.5 Experiment 3

This experiment was performed for estimating mixing matrix process in both time domain and time frequency domain on speech data set 8, as demonstrated in Figure 4.4. The results of proposed algorithm were compared to the results gained from the standard k-mean algorithm. After applying the proposed algorithm, the six columns of the estimated mixing matrix was obtained. As shown in Table 4.7, the AMDI value is very small and the estimated number of sources is equal to the actual number of sources. For comparison, after normalizing all column vectors to the unit length, the k-mean clustering algorithm is used to estimate the mixing matrix $\mathbf{A}$. Again the k-mean method is performed several times and the minimum error case is selected. When the number of clusters is set to six, the high value of AMDI result shows that the standard k -mean method cannot find the satisfactory results. Moreover, the difference choices of $k=$ 12, 18 and 24 are set to the number of clusters to perform the k -mean method. The difference between $\mathbf{A}$ and $\hat{\mathbf{A}}$ of each case is presented in the second column of Table 4.7.

Table 4.7: The difference between the estimated mixing matrix and the actual mixing matrix with AMDI value in time domain and Time Frequency domain, AMDI value.

| $0$ | Time Domain | Time Frequency Domain |
| :---: | :---: | :---: |
| The proposed method | - $c_{2.15 \mathrm{E}-04}$ | ठ $1.42 \mathrm{E}-04$ |
| T-mean method, $\mathrm{k}=6$ | ( 0.09548 | P\| 0.0988 e |
| K -mean method, $\mathrm{k}=12$ | 0.0146 | $0.0127$ |
| K-mean method, $\mathrm{k}=18$ | 0.0037 | 0.0074 |
| K-mean method, $\mathrm{k}=24$ | 0.0019 | 0.0017 |

Furthermore, both methods are performed in the time-frequency domain by using
the single-level Daubechies wavelet packets transform. The result is presented in the third column of Table 4.7. In the transformed domain, the error value of the estimated mixing matrix from both methods is also very small. However, the AMDI value is less than 0.001 and also smaller than all the AMDI values obtained by the standard k -mean clustering algorithm.

### 4.6 Experiment 4

This experiment was tested on speech data sets 5, 6, 7, and 8 (as described in section 4.2.2). The aim of this experiment was to test the performance in the noisy environment. Each data set was tested under $20-\mathrm{dB}$ SNR additive Gaussian noise and was added with five different noise sets. The result of each test is shown in Table 4.8. The second and third columns show the AMDI value and the estimated number of sources in time domain. The last two columns show the results in time-frequency domain by using the single-level Daubechies wavelet packets transform.

From the results in Table 4.8, the difference between the estimated mixing matrix $\hat{\mathbf{A}}$ and the actual matrix $\mathbf{A}$ with AMDI value of each test is very small, except the results on data set 6 . However, all AMDI values time-frequency domain are very small. That is the estimated mixing matrix $\hat{\mathbf{A}}$ is close to the actual mixing matrix $\mathbf{A}$. Moreover, the estimated number of sources, $\hat{n}$, for each test is equal to the actual number of sources, n.

## จหาฝงกรณはหาวิตยาลย

### 4.7 Experiment 5

This experiment was tested on data sets 1, 2, 3, and 4 (as described in Section 4.2.1).
Figure 4.7 shows the relationship between the percent of sparse vectors in source matrix $S$, the parameter $\tau$ and the average value, $\bar{I}$, of all the information indices $I^{\prime}\left(\mathbf{A P}_{\mathbf{x}_{\mathbf{i}}}\right)$.

Note that the average value $I_{\text {avg }}^{\prime}$ (see in Section 3.1.1) and the parameter $\tau$ is used in the inner point removal process. The four data sets are tested by using the different choices of $\tau=50,100, \ldots, 500$. The result shows that when using the same size of $\tau$, the value of $\bar{I}$ of data set 3 is the highest because this synthetic data set has the highest fraction of sparse source vectors compared to other data sets. Moreover, the average value $\bar{I}$ corresponds to the size of $\tau$. When the size of $\tau$ increases, the number of data points being in the same direction is also increased.


Figure 4.7: The relationship between the percent of sparse source vectors, the size of parameter $\tau$, and the average value of the information index $\left(I_{\text {avg }}^{\prime}\right)$.

Consider the data set 4 which has the same percentage of the sparse source vectors as data set 1 . Since the number of source signals mixed in the data set 4 is higher, by using the same $\tau$, the value of $\bar{I}$ of data set 4 is very small and less than that of data set 1. This result is given because the data set 4 has the smaller number of sparse vectors. As mentioned in the previous section, if the sources are not sparse enough, the precise mixing matrix is difficult to estimate. However, after the points with small information indices are removed the average value of all information indices, it is found
that $I_{\text {avg }}^{\prime}$ of the remaining points is increased as shown in Figure 4.8. From this result, the average value of information indices, $I_{\text {avg }}^{\prime}$, depends on the fraction of sparse source vectors. Since the average value of informative, $I_{\text {avg }}^{\prime}$, increases after applying the inner point removal process, this means that the fraction of the sparse source vectors should be also increased. Then, the mixing matrix can be easily identified.


Figure 4.8: The average value of information index before and after the inner point removal process.


After applying the algorithm on data set 4 using $\tau=50,100, \ldots, 500$ to find the information indices in the inner point removal process. Then, all points containing less information are removed and the remaining points are used to identify the mixing matrix by using our perturbed mean shift method. The column number of the estimated mixing matrix is shown in Figure 4.9(a) for each choice of $\tau$. The algorithm is able to select the result by looking for a longer range of values of $\tau$ that yield the same number of columns in the estimated mixing matrix. As seen in Figure 4.9(b), the difference between the estimated mixing matrix $\hat{\mathbf{A}}$ and the actual matrix $\mathbf{A}$ also approaches zeros when the selected choice of $\tau$ is greater than or equal 200 .


Figure 4.9: By using the different choices of $\tau$ for synthetic data set 4. (a) The number of estimated sources. (b) The difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$, AMDI value

Moreover, the proposed algorithm was tested on data set 5 to data set 8 by using $\tau=50,100, \ldots, 500$. Table 4.9 and Table 4.10 show the difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$, AMDI value, and the estimated source number, $\hat{n}$, in time domain and time frequency domain, respectively. From the results on data set 7 and data set 8 in Table 4.9, the proposed algorithm gives the good estimated mixing matrix, $\hat{\mathbf{A}}$ with small AMDI value and the same estimated source number $\hat{n}$, when the size of window search length $\tau$ is increase. However, in time frequency domain, the estimated source number, $\hat{n}$, of each test is not far from the actual source number $n_{0}$ Moreover, the difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$ with AMDI value of each test is very small. That is the estimated mixing matrix $\hat{\mathbf{A}}$ is very close to the actual mixing matrix $\mathbf{A}$ with small size of $\tau$ as shown in Table 4.10.

### 4.8 Complexity Analysis

Since, this dissertation mainly focuses on the estimating mixing matrix part. The computational complexity is computed only the sum of three phases of the proposed algorithm of estimating the mixing matrix. The computational complexity is described in the following.

## 1. Complexity of Phase 1: Inner Point Removal.

In Phase 1, the algorithm consists of three steps. In the first step, the algorithm uses window search length algorithm to find the set of adjacent points $\left(\mathbf{A P}_{\mathbf{x}}\right)$ and also compute the information index of each data point. Assume that the input data contains $N$ points and the window search length $(\tau)=\mathrm{M}$. Consequently, the amount of computational load is $M N$, where $M \ll N$. In the second step, the filtering threshold is computed and then removes the data points containing the information indices less than the threshold. The amount of computational load of this step is $N$. In the last step, each remaining data point is redefined with its corresponding adjacent points $\left(\mathbf{A P}_{\mathbf{x}}\right)$. This step consumes the computational of $M N_{1}$, where $N_{1}$ is the number of remaining points and $N_{1}<N$. Then, the computational complexity of Phase 1 is $O\left(M N+N+M N_{1}\right)=O(M N)$.
2. Complexity of Phase 2: High Density Direction Identification.

In Phase 2, the perturbed mean shift is applied to identify all possible directions of high concentrate of data. At first, a set of sample points or mean shift vectors, $\mathbf{S P}$, is defined to reduce the computational load. In additions, after the mean shift algorithm converges, each converged sample point is perturbed with data laying in its corresponding direction. The perturbed mean shift procedure is repeated until the convergence is stable. The amount of computational load of the process is $M_{1} N_{1}+M_{1} N_{1}$, where $M_{1}$ is the number of sample points and $M_{1} \ll N_{1}$.

Therefore, the computational complexity of Phase 2 is $k O\left(M_{1} N_{1}\right)$, where $k$ is the number of iterations to perform the perturbed mean shift algorithm for stable convergence.

## 3. Complexity of Phase 3: Information Entropy Estimation.

After the convergence of the proposed algorithm in phase 2, the converged sample points, $\mathbf{S P}$ are taken as the all possible directions of high data density. In this phase, the algorithm is to refine some points in SP which lie in the same direction. At first, the algorithm clusters the points into $k$ different groups where all points in the same group lie along in the same direction. In this step, the amount of computation is $M_{1}^{2}$. Because of $M_{1} \ll N_{1}$, the amount of computation in this step is less than $M_{1} N_{1}$. In the second step, the eigenvalue and information entropy are computed to refine some directions having small member points. This step also uses the amount of computation less than $M_{1} N_{1}$. As a result, the computational complexity of Phase 3 becomes $O\left(M_{1} N_{1}\right)$.

Thus, the overall complexity of the proposed algorithm is O(Phase $1+$ Phase $2+$ Phase 3$)$

$$
=O\left(M N+M_{1} N_{1}+\bar{M}_{1} N_{1}\right)=O(M N) .
$$
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Table 4.8: Result of each test in noisy environment.


Table 4.9: The difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$, AMDI value, and the estimated source number, $\hat{n}$, using $\tau=50,100, \ldots, 500$ in time domain.


Table 4.10: The difference between the actual mixing matrix $\mathbf{A}$ and the estimated mixing matrix $\hat{\mathbf{A}}$, AMDI value, and the estimated source number, $\hat{n}$, using $\tau=50,100, \ldots, 500$ in time frequency domain.

| Size of $\tau$ | Data set 5 $(\mathrm{n}=3)$ |  | Data set 6 $(\mathrm{n}=6)$ |  | Data set $(\mathrm{n}=3)$ |  | Data set 8$(n=6)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $n$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $n$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ | $\operatorname{AMDI}(\mathbf{A}, \hat{\mathbf{A}})$ | $\hat{n}$ | h |
| 50 | $2.34 \mathrm{E}-06$ | 4 | $2.23 \mathrm{E}-04$ | 6 | $1.06 \mathrm{E}-04$ | 4 | $8.87 \mathrm{E}-05$ | 6 | 6 |
| 100 | $4.85 \mathrm{E}-05$ | 4 | 1.12E-04 | 6 | $1.97 \mathrm{E}-04$ | 4 | $1.14 \mathrm{E}-04$ | 6 | 6 |
| 150 | $2.36 \mathrm{E}-05$ | 4 | $2.37 \mathrm{E}-04$ | 6 | $2.09 \mathrm{E}-04$ | 3 | $1.30 \mathrm{E}-04$ | 6 | 6 |
| 200 | $2.70 \mathrm{E}-05$ | 4 | $3.78 \mathrm{E}-04$ | 6 | $2.19 \mathrm{E}-04$ | 3 | $1.64 \mathrm{E}-04$ | 6 | 6 |
| 250 | $1.70 \mathrm{E}-05$ | 3 | 1.44E-04 | 6 | $3.63 \mathrm{E}-04$ | 3 | $1.30 \mathrm{E}-04$ | 6 | 6 |
| 300 | $1.44 \mathrm{E}-05$ | 3 | $2.72 \mathrm{E}-04$ | 6 | $2.94 \mathrm{E}-04$ | 3 | $1.44 \mathrm{E}-04$ | 6 | 6 |
| 350 | 6.13E-059 |  | $2.17 \mathrm{E}-04$ | 6 | d $4.57 \mathrm{E}-04$ | 3 | 1.96E-04 | 7 | 7 |
| 400 | $1.42 \mathrm{E}-05$ | 3 | $1.35 \mathrm{E}-04$ |  | 4.50E-04 | 3 | $1.07 \mathrm{E}-04$ | 7 | 7 |
| $450$ | $8.70 \mathrm{E}-06$ |  | 2.03E-04 | 6 | d 1.86E-04 | 03 | 1.72E-04 | 7 | \% |
| 500 | $1.01 \mathrm{E}-05$ | 3 | $1.77 \mathrm{E}-04$ | 6 | $1.24 \mathrm{E}-04$ | 3 | $1.83 \mathrm{E}-04$ | 7 | 7 |

## CHAPTER V

## CONCLUSION

In this dissertation, an unsupervised learning algorithm for underdetermined blind source separation is proposed. The proposed algorithm for estimating the mixing matrix has been designed into three phases. In Phase 1, the inner points which locate in the sparse region is identified and removed by using window based learning. Each remaining point is also redefined by its corresponding adjacent points. It is found that the result obtained of this phase shows sparser than the original analyzed input data. So, it is easy to find the directions of the maximum data density by using a clustering method. Perturbed mean shift method based on clustering technique is applied to identify all possible directions of high concentrate data. Then, all possible directions are grouped into different groups in which the members of each group lie in the same direction. Finally, the entropy measure is used to obtain the optimal number of sources. The time complexity of the algorithm is $O(M N)$, where $N$ is the number of data points and $M$ is the size of window search length $\tau$, as deseribed in Chapter 4. After the mixing matrix is estimated, a standard linear programming algorithm is used to recover the source matrix. $\ell \|$

From the experimental results, the proposed algorithm is able to perform on underdetermined blind source separation problem when the number of sources is unknown. The proposed algorithm can also work on the speech signals under 20-dB SNR additive Gaussian noise. The algorithm provides better results than a standard k-mean, AICA method, an extension of DUET and TIFROM method and a unified method. Moreover,
the estimated number of sources obtained from the proposed algorithm is very close to the actual number of sources. The main contributions of our proposed method can be summarized as follows:

- The proposed algorithm is able to estimate the mixing matrix when the number of sources is unknown. The accuracy of the estimated mixing matrix is very high. The proposed algorithm also gives a better result than a standard k-mean method and AICA method.
- The proposed algorithm also find the number of sources.
- The proposed algorithm can work well even if the percent of sparse source vectors is very small and the indices of the sparse source vectors are not connected This means that the algorithm can be used in a wide range of data or signals.
- The algorithm can estimate the mixing matrix from observed signals under $20-\mathrm{dB}$ SNR additive Gaussian noise. As the results of all experiments, an estimating mixing matrix can be identified with high and the estimated number of sources is very close to the actual number of sources.

In order to check the limitation of the proposed algorithm for the closest direction detection of the mixing matrix, the experiment was performed by using the first two speech source signals of data set 8 (Figure 4.4 (a)). They were linearly mixed with five different mixing matrices $\mathbf{A} \in R^{2 \times 2}$. The two columns of the five mixing matrices are set to have the difference in direction equals to $1,2,3,4$, and 5 degrees. Table 5.1 shows the AMDI values for the mixing matrix estimation. Only the results of 3,4 and 5 degrees are illustrated in the last three columns because the proposed algorithm totally fails to identify the two closest columns of the mixing matrix for 1 and 2 degrees. The first two columns show the parameter values of $\alpha$ used in the inner point removal
process, and $\alpha$ used in the mean shift procedure. The results show that the proposed algorithm can identify the two closest columns of the mixing matrix when the parameter window radius $h$ is set to be $\frac{\pi}{180}$ and the difference in direction of the two columns of the mixing matrix is higher than 3 degrees. The results are displayed in the first and third row of Table 5.1. However, the algorithm can correctly estimate the two closest directions of the mixing matrix for 3 degrees when window radius $h$ is set to $0.5 \frac{\pi}{180}$.

Table 5.1: The results of two closest directions of mixing matrix for 34 and 5 degrees.

| Distant Threshold $(\alpha)$ | Window Radius $(h)$ | AMDI(A,Â) |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 3 degree | 4 degree | 5 degree |
| $\frac{\pi}{180}$ | $\frac{\pi}{180}$ | - | $4.69 \mathrm{E}-05$ | $2.76 \mathrm{E}-05$ |
| $\frac{\pi}{180}$ | $0.5 \frac{\pi}{180}$ | $3.12 \mathrm{E}-06$ | $3.86 \mathrm{E}-06$ | $1.83 \mathrm{E}-06$ |
| $0.5 \frac{\pi}{180}$ | $\frac{\pi}{180}$ | - | $2.22 \mathrm{E}-05$ | $2.20 \mathrm{E}-05$ |
| $0.5 \frac{\pi}{180}$ | $0.5 \frac{\pi}{180}$ | $9.38 \mathrm{E}-07$ | $1.10 \mathrm{E}-05$ | $4.24 \mathrm{E}-07$ |

Finally, the future works should be stated as follows:

- Adaptive parameter values should be used in the future experiment to find proper

- The experiment should be repeated with more number of sources in order to increase reliability of experimental result.
- The detail on pre-processing for transforming data to TF domain should be further considered.
- For source recovery step, it is found that the $\ell_{1}$-norm method dose not give a good separation even a precise mixing matrix is estimated as shown in Experiment 2.

Thus, more researches on source estimation should be studied.

- Applications of ICA problem should be further considered.
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