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CHAPTER |

1.1 Introducti =2
e - ‘

Generally, in.th

————
workersghave different skill levels due to

teams often ¢ ells and, experience ers. For this reason, a
 WAR N
high variation WOlKess ‘decurseikhe question is how to

Y N O )
balance the line igh A Ay Ouskiislevels to workstations to

Y .
s

- ] | \ %, -
c ’! pble -'\"‘ gh assignment problem are
complicated by the ! su oy I *-""-.i esolved using a two-stage

heuristic. First, ¢ fifje: alanGiflg. problefn SYaddressed by aggregating

tasks using predeterm r' andards, this est&blished, workers are assigned
F e i
to the tasks. In the Thai garmentandustryes &S common for one group to do the line
: e NS .
balancing and then a_linessUpErv{sor-10,as: cers to the grouped tasks. This

. the mos @us of which is that

Qﬂ the differences in

basic appr@'

grouping tdgl
worker skills

;ireas al a'iﬂé]nments certainly does.
||

problem addresse‘ héfe, namely, investigatidiiedf integrated line balancing by task

This practical®ebservation points to the general problem defines the research

or each worker and the average processing time are given in Table 1.1. The typi
two-stage heuristic used in practice would apply average processing time to group
tasks for line balancing. If the objective is to minimize the maximum processing time

of the workstations, the assignments would be task 1 to workstation 1; tasks 2 and 3 to
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workstation 2; and tasks 4 and 5 to workstation 3. This yields a maximum processing
time of 5 using the average times of the workers. The second phase assigns one

worker to each workstation with the objective of improving the solution. This yields

the assignment of worker A to workstatiop 1, worker B to workstation 2 and worker C
to workstation 3. The maxim %%

y 5 at workstation 2.

Table 1 proﬁsmg

worker (sec.)
Average

time

wWwnNhwND B

Howevef if thEf bg ;&_;é‘-’; .\\‘.;. ptegrat alk"-x,\s- \skills are considered at
the same time as tagk gr@fping.. Fe a-f-_ &olitiomwilllibe 4. The solution of task-
Jution of worker-workstation
ax {3, 4, 4} = 4. It should be

i, way is better than the solution in

workstation assignmentf is L the'§®

assignment is {B, A, ( }. e is
noted that the quality of‘t
the case of-ﬂup' :

tasks t0 wOrkers-later.—As-Such,-thers-appears-to-be-a-Stron gegbtential for significant

anc assigning groups of

.
DV A0

improveme -;- ent problems in an
integrated fasﬂd; rather than sequentfatty.” [n this stuajﬂ‘ we are interested in

developing a metf?dology for assigning tasks orkers of varying skill levels.

UL mms WEL ) B

and -stage approaches in practical application. The comparison of the quality of
the solution between the two a

IR

worker assignment?

r&ches can be %thﬁd What is the effecti®ffthe

kA e



In the fashion industry, new product styles are launched more frequently than
in the past with smaller lot sizes due to increased market competition. Consequently,
a trend in garment production in Thailand has emerged shifting from mass production

to small lot production since it is mare,flexible and responsive compared to mass

production. Garment productig Nishlabor intgnsive and the production rate mainly
depends on worker skill

i1 ss\Vith diffe rigice and training, each worker has
different skill levels.ang- 12 19 abili @ple learn and improve their
performance bW 1o [ [ i
produce the su : g upé f tition of the same task.

This is called leg

assignment si i 'f‘_“ ; 2 S ompared to a whole
production perio ( e fa industry new product styles are
launched more*freq \d Lot naller, t ing period becomes a
more substantial pi ion: time | en@ssignment with a constant

production rate assumtion #agy—he Mapplye8ince it may not provide the

:‘.' ot

optimal solution in practlc “For-this 7.--": #ning should be considered in a task-
T
worker assignment in the. ﬁ:’, ’La

’ JV S ‘v,
In this_study we are interested-in developing-a-methodalogy of assigning tasks
' §L hat is the effect of

| ]
account ﬂj[ the workers learning

to workers of
applying the cp tant s
ability on the qualé/ of the solution?

FEH RN INYING

q,ln this dissertation, an integrated approach to assembly line balancing and

worker assignment is studied. Th&ystem consideredgifthis problem is an asd@gdb

IR, figl e

workstation consists of a worker who operates the assigned tasks. There are i
identical items. An item is processed through a nuimber of tasks from the first task to

the last task until the item is completed as a finished product. A worker will operate
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on an item as soon as she/he has finished their work on the current item and has
released it into buffer spaces before the next workstation. All items are processed
along the same route which passes through all workstations. The problem assumes

that the workers have multiple skills so they are be able to do more than one task.

t
The skill levels of the workers, ' ask processing time depends on the
skills of workers who exaelitesth / looks at both the constant skill

was developed asfpene task and some workers
can have multiple as e split and assigned to more
than one wor KBS, and consecutive tasks
are only allowed | e ORlhe continuous flow of the
production li i ncludes the following ‘\'. )ptions.

1) The s is gfea '; ‘_\ orkers.

2) The taskF g time-is given,” ' \

3) Other Iearni t 1) .".ff' asks t he*same workstation are not

4) There is unlimitegd ; _ ce-BefGkesaach workstation or worker.
5) Atihe stait production, there : refa the line.
L AJ
o
1.3 Disserﬁlion objective LU;
- hi i lap flieie utistic to solve
AU IS

assi ent assuming constant skill levels of workers in order to minimize cycle time

QARSI YA

the problem of an integrated approach to assembly line balancing and worker

assignment taking into account learning ability of workers in order to minimize

makespan or the completion time.



1.4 Dissertation scope

This study focuses on a fixed task-worker assignment for which there is a
solution for the assignment problem
since it is an assembly line foa¥ilis )?u t. For learning behavior, the Log-

Linear model was applicdsiQ.repr - ipg*abi ity of each worker. Based on

the Log-Linear modeksil “and.f, represen essing time of the first and

the n™ item, andw of Igning@w 92) (Wright, 1936).
- B

The problga®&ss fhe | : o epends on the learning

In the problem, the tasks are ordered in a series

ability of the wor : gitas irthe Ol mihe study sets the task in
discrete proc i i as Genera odel. If a worker is

assigned to mor essing time that he/she

e assume that the task

1.5 Dissertation,

An integrated !:ﬁ-}_u-ﬂn [h ply line balancing and worker

e VA :
assignment-wgs de this dis: s that the quality of

the SOIUtiO V- e accingnmant in a3 nractical annlication or 3 tage heurlsnc may

On.~ result of the study
=l

not be approp
confirms the H stence of this prob and can serve ttlijlmcrease the level of

awareness in the ?iustry of the effect of the var |ng skills of workers on production

LS ANENIWAING..

performance of the production Ilnf/vhen assuming c?gmt skill levels in sit t| ns

A WISNTEIUAATINGT q



Mathematical models of an integrated approach to the assembly line
balancing and worker assignment assuming constant skill levels and mathematical
models of the problem accounting for learning ability were proposed in conducting

this research.

solution from a commeicial-Sotver. { thatin-many cases, the heuristic can

determine the OW e-SQ ffomuthe first heuristic to limit

The hewfistic §ot sglvingfthe task-wo pblem accounting for

learning ability WS ppfpoged and=its gualit ihand computational time
compared to tHE solygfon ffonfl a,co q?:' ! e. It was found that in
some cases, the hfiristif' acffieves ie"ap \itior JeNpelieve that the results of
this dissertation cangbe ;ﬁ. DI ' : a ers to further develop
similar heuristics @ p_p them § 0 O H f ' glems. \

,1{{- je

1.6 Dissertation.aieth 'mu'
ThisZ i.:.,:;t:f;f;f;::::':f::f:f;::;:fi" z14[0 sjiglelofel{e]s)) A figure 1.1 shows the

dissertation*met

Fﬂ ¢

ﬂ‘LlEJ’JV]ElVI?WEI']ﬂ‘i
ammn'smum'mmaﬂ




Study the problem

A 4
Formulate a mathematical model of the
Juitiel n| ize cycle time and

\ ‘_[ e makespan

y

Develop and.ig Wove l I\- “DBevetegand improve heuristic for
problem to migi _ 8Wdreblem to minimize makespan

v

Conduct comp t|o £ omputational experiments

-g;:r, /

1,'

'--f-r- ‘ w

P

et |l =
|
The oMne of this dissertation is as follows. ﬂ relevant literature is

reviewed in Chapﬁr In Chapter 111, taskgyurker assignment assuming constant

FUBIRTRIANT

IV, the task-worker assignment a't)untlng for Iearnﬁablllty is formulate

AIANITIUARTIN HIAY

research are presented in Chapter V.



CHAPTER II

LITERATURE REVIEW

This chapter is organized _Firstly, a review of assembly line

balancing problems, W' NCONSISIS - cription and solving method.
Secondly, assignmeni=praklen i s ' 9Poblem description, variations

. e — = .
on assignment problems., : problem ated to worker assignment.

Thirdly, a survey r ‘) halomeing, problems and assignment

, Y %
2.1 Are bly fin lpoWproBiems

An assémblyglineffcopsistsyof: & Seties o\ OfRstations. One objective in
designing a flow, ttempt toRellocate Mmounts of work to each
workstation (Wile, 1 ,.r ls :_ e balgncing. The problem of line
balancing is to distribute tf > total work ¢ 0 the workstations in the line, such

that idleness of resourcea

is the aval@ !

d (Gavett, 1968). The cycle time

‘L\at his station. The

2.1.1 Asiembly line balancmg lems

gj |m' ainw ﬂP)i one of
a35| g the tasks to stations according to some criteria. In the probl the tasks

have a precedence requirement, $0 the tasks cannoﬁ processed in an a

A WIRNTIIRWTINT] A

workstation. The total line is considered to be serial. SALBP is designed for the
mass-production of a single product. Mainly, there are two types of simple assembly

line balancing problems (SALBP). The objective of SALBP-I is to minimize the



number of stations along the line and the cycle time is given. The objective of
SALBP-II is to minimize the cycle time or maximize the production rate and the
number of stations is given (Baybars, 1986). There are many generalized assembly
line balancing problems which occur in a system with several products or different

models and different line layouts, ple, more than one worker operates the

tasks or the parallel wogkst: Ons rifeghore, the system has assignment
restrictions. For examgli ed to the same workstation or
incompatible tasks hAVEto"e-ast AtTOTRstations.

iSathe-SALBP-11 type. Since the
number of worke_rs.' | ' i ,__\‘ time. However, this
problem in th I Jin *8R,siNCE workstations are non-

identical. f{ X1 atiginhas different levels of

seSYRfOMs =1,....k

S .
J = dor j=1..0
ARC = asetof arcs an arc from task j to u to symbolize

that j i

Parameter @ £

=" the processing time of task j .

AU INERINENNS

RIAININUUNING Y

Subject to
Cycle time constraint:
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ZJ:tj x X;, < Cycle Vs (2.2)

je

> x;, =1 vj (2.3)

seS

ZSXXJS_ZSXX : V(j,u) e ARC (2.4)

seS seS

Constraints 2.2 are to ensureg : ( %«/y not exceed by the workstation time
of any workstation. C )//ﬁach task is assigned to just one
station. Constralnﬁmment the#ece s to ensure that no task is

assigned to an

few procedure applied SALBP-I to
solve SALBP-II b aba fige is achieved. The initial
lower bound or veh an assignment of tasks
to workstations foll®wi ing SALBP-I method is

applied. The trial"cyclgiti < ” reasediuntil a feasible solution found.
This procedure is call€d the meth ars, 986; Scholl and Klein, 1999;
Scholl and Becker, 2006)
cycle time
called the

gtarts with the lower bound, and the
lﬁJCC is found. This is
ver-Bound-Method.—The-lower-bound-can-be deiermined by several

methods. d by omitting the

|
precedence co aints. ask time |I sum be the sum of task

times for all tasks,and k be the number of workers, LB = max {tmaxtsum/K}. For

ay, t r.bo ricted the
ﬁ tof vﬁ ﬂ W W ﬂsﬁnﬁ %e concept
of aqarllest and latest station. The lower bound is the minimal cycle time in which
the earliest station is less than or ﬂual to the latest sjgtign for all tasks. Past@r#

q IR IR ARTINLIAY

Scholl (1996) have calculated the lower bound using different methods and selected

the Dest lower bound among the resuits.
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Not only does the search start with the lower bound, but it also starts with the
upper bound, and the cycle time is successively decreased by a step until a feasible
solution is found or it equals the lower bound. It is called the Upper Bound Method.
Furthermore, the search can be in the interval [LB, UB]. This is called a binary
search. The interval is successively iged into two sub-intervals by selecting the
mean value, (LB+UB)/2. | | ign _is found, the UB is set to the
maximum station timesifisili8ee0ras ' ,g&(' Otherwise, LB is set to ¢ plus
step. These are the Jenera -. @e previous research. The

exact algorithms for nch and bound principle.

Furthermore, sever reduce computation and

nd t -'\z\ B

For ex station | a 2 o nsidered. A station is

termed maximal if Pe's \\ ithe s

ating the precedence and
\

the cycle time _ clagg while “fittable” tasks
remain. A fittabl igned- ts hC3 '\‘\n.‘ pleted in the remaining
idle time of th : ‘ \ e, Uppose there is a station
where one of its t  gsfeasibly seplacec o\ longer task, v, and all the

successors of u must a -,1‘? v jtutedd@ u, the remaining workload is
reduced without losing an v{“‘g hle s .‘"-‘ pletions. Suppose we have three
tasks 1, 2, 3 with task tin ..:" 'ﬂ:;) ,( ifland task 1 and task 2 are completed
before then”ﬂcc : tﬂ\ dominates task 1
since task timg oflask-2->-task-time-of task-L-and-all-of task-1’S:stccessors. Let cycle
time be c = . .

time will be {lﬂJ4 2}. Howeve P 1S placed firt the@lution is (2)(1,3). The
workstation time wll be {4, 4}. The dommateajsk is ignored. The solution is better

ﬁeumwwwmn e

VIO| n is a rule that determines the upper bound of the largest workstation to which

each task can be aSS|gned After Workstatlon iS a ed, the una55| ned M
assigned kstati IS partial oI t iS fathomed.

Regarding the assembly line balancing problem, when the operation time for

). The workstation

every task is different depending on who executes the task, Miralles, et al. (2008)

applied branch and bound using the bound violation rule. Finally, the rule of



12

excessive idle time is the rule that uses the total idle time to fathom the partial
sequence. Let the total idle time be k xc - tsm . Thus whenever the cumulative idle
time exceeds k xc — twm, the partial solution is fathomed. The fathom rule has been
applied in many algorithms. Furthermore, there are many researchers who have
proposed heuristics for SALBP-1ke a-heuristic ( Fatih Ugurdag et al.,1997; Liu,
et al., 2008; Tasan and T V et al., (2008) proposed two-stage
heuristics for SALB

improved by swapp

was determined then it was
ng Wsksta

In this stu ' ested in c\: yingathezmaximal station loads rule to
limit the number o j a, worker, Within,_th

2 ', ““""
determine the I i 8 alt e, ) the Tasks. After the groups

e trial cycle time, then

. e the feasible assignments
from matching t ) alidate o requirement are
searched. Wi i mb i} ‘ “ foups of tasks will be
reduced and the feafibleffol P € eat H"'xl *
R 2 \

Bte \ e Tewer bound, we believe
that the lower bou e.pre }- nce CoRstrailits is better than the lower

match between n

tasks and m a

gen
mathematical

el for the classic assignment problem may-MIglven as:
Subject to

QW’] ai‘lﬂ’ifﬂuﬁﬂ‘ﬁ*ﬂﬂ'fﬂﬂ

Sy =1 i=1...m 2.6)

=

os.t-af the assignments. The
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X; =0 or 1

;where x;; = 1 if agent i is assigned to task j, O if not, and c;j = the cost of assigning

iy~

007Y an sed a survey paper of the

agent i to task j.

2.2.1. Variation

variation of assignment. . n ssignment problem that has

industry sets# rating fogfthg dis ey, A BAanb Cthod oMy the worker who is
qualified is alloy#d tofperform ajgiven : icagand Martello, 1997). In

|
Kol
a;m

~

. . 4 | _|I
assigning workers toghac n&
assignment can involve @hly a s n 2t of \ nes to be assigned (Prins ,

1994). y iz i'

For ;L-:’V:j.' ) é:_: problem in this dissertation, we

aver ATis assumed that all

E}l.z V3
e original m|n|m|zmval cost has been modified based on

AugInEn NN

Whlcm called the balanced aSS|gn ent problem. In addition, Duin and Volgenant

aﬁwmmwww (eey]

objective is to minimize the waste from cutting a standard size edge-piece down to the

assume tha I}e '

workers Sh a1l be-assianedsinthe-probler—

il

individual sizes.
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The bottleneck assignment problem differs from the classic
assignment problem in that the objective changes from minimizing the sum of the
costs of assigning tasks to agents to minimizing the maximum of costs of the
assignments. An example of the bottleneck assignment problem from Lev and Weiss
(1982) is as follows: A foreman oyr-person work crew from Philadelphia to
Atlantic City in order to fix'§l % ’{ four workers have the ability to use

all machines. Due to g |

gth of time will vary for each

: elphlatogether Therefore
they will leave AtlanticGé the Iast‘blshes. Thus the foreman
3sK i ized.

ation is the same as the
Ns¥applied to the Simple
Assembly Line B g - SAI'E objective of minimizing
i S 0ll, 1999). Generally,
5“*.‘ (1998) has proposed the

maxi-min for i imize ~the n :K\ ofthe assembly rate for

\

Aentproblem u ith multiple tasks per agent

| a‘@ the Generalized
Assignmen ! J;ned more than one
task. The ge em:o assigning each task
specifically to@e agent, so the total cost of processing all s is minimized and no

agent exceeds its ‘sg;e capacity. Appllcaw of the GAP appear in many fields

B AN INLI NI

dem&ng communication netvvorks

) AININAIRAINHARY

x; =Lliftask j isassignedtoagenti ,and x; =0 otherwise:
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Minimize izn:cijxij

i-1 j=1

(2.8)

Subject to

products (supek, unlgade p" ) " .. Shtu ' ‘ (1998) have presented an
extension of MRGAP

0 the aries over time and capacity

assignments are dynapHic. fﬂ{ ¥

pt problem in this dissertation,
it E ifferent from GAP

ation considers that

multiple at}

since the re&

Liz

) L
the assignments

II
2 .4 Others variations in a35|gnment proL#e!ms

mbers of
AU TV WS
and qlchlnes or assigning students and teachers to classes and time slots. Franz and

Miller (1993) have discussed th‘multl -period assiggmaent problem for assigl

IR AINHIRS

solution for the assignment problem which contains uncertainties.
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2.2.2 Skill levels of workers and cross-training in assignment

nroblems

Workers have different skill levels according to experience,

capability, knowledge and background. Skill levels are represented by production
' ragg et.al, 1999). For an assignment

iged skill level in different patterns.
" or xample the “A” rate is the

o faster than the specified
_ nskilled) to 1.5 (fully -
skilled) which d ':' 0Tthe "Wwarker performing a sewing

standard time.

operation. Song, 4 ined the b Ator’ S efi iency as the ratio of the
garment quani ' Miime. The applications
of skill levels als (IRing, staffing), promoting
(evaluating :

assignment.

cross-trained work 0@l for increasing production
flexibility when addre hanges in de workelassignment, and absenteeism.
Labor flexibility has a p03| TVe-effect-on-opekational performance indicators, such as

the throughput time a

Cross-trai r{p& 3

share their;L'

flexible workﬂca hoy]ﬁ
R | - '
motivation. Ferexample, some cross-trained workers feel t

professional growﬁ

eﬂ YHIneNINsIng -

er stations (Eitzen and Pan?n 2004), productlon lines (Bokhorst et al. i i094)

q RIRINSUNATINTING

2004). Farrar (1993) analyzed the potential performance and benefits achievable with

3. of jobs (e.g. Treleven, 1989).

@Ip each other and

_t} turnover because
ave, and can improve

they have experienced

a floater in serial production systems.
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However, total flexibility of the workforce is not desirable in
practical situations. The requirement of training all workers for all machines would
be very costly. Moreover, a high level of labor flexibility may also involve
considerable productivity loss due to the shift of workers between machines (Slomp et.

the impact of the different levels of skill

r of skills was investigated in order

perator should possess in the

1S -. jven ma achines having worker-to-
W', “n -“ es. Inman (2005) has
\\ cross-trained worker
A W
vho 'S
ity Categories and the level of

Orker trained some units
2N investigated by many
died characteristics of cross-
productivity. Jordan, et a - (2€ hained cross-training results in a
robust change,in ' characteristics 0(‘)&'\ pplied chaining to

cross—trainl ssembly-line-workers-to-mitigate-the-impact-of *-c nteeism.

.1_
2.2.ZE_IJSU rvey protljms

eE=(1996) has addressecw problem of finding the optimal

Cﬂml TNHNINHINT

hleraﬂmcal method is proposed bﬁlng two models of mixed integer and ipteger

q WARNT I AIINYIRY

allocate worker assignment and load to cell to maximize the production of the cell and
utilize the least number of workers. Suer and Bera (1998) have expanded the

previous models of Suer (1996) by allowing multiple products to be assigned to
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multiple cells (lot-splitting). This model does not address the operator’s skill level for

each task.

Nakade and Ohno (1999) have considered the optimal worker

allocation problem in a U-shaped prod C ion line. The multi-skilled worker operates

k. hing' agice, for each unit of production. They
' mer the required cycle time and

of workers to machines in

um number of workers.

roblem when there are

Bslige ted the impact of cross-

training on t . conditionswhere sthere T5"a fluctuating demand

\ ""-.\ L
[ | 'l...ﬁl}'

N\

%

is used for comparing

L

a model that considers

Bok f-fr’r )5) have, pr .3"
trade-offs between gfainj :éa ﬁ' / \ llance among workers in a
manufacturing celF. nodelWas Proposed to calculate which
workers have to be ;ﬂ_’ h.ma b TheY used a bottleneck worker to
determine workload balan}cet __.;. SHPHORRCT the problem is based on the idea that
of the manufacturing cell.
ey of minimizing the
il &J) in an environment
where a singlaiTorker one :ﬁ—j"k can be processed by

several persons'

offman, et al. (20 02) have osed a model accountln for human
iggnaltrai a programmiing aS| n oke to tasks in

manufacturing cells is proposed‘h order to maxi e the effectlveness

q Wﬂﬂ@ﬁﬁm mmaa IR

members of a multi-functional staff in a work center. The problem focuses on service
industries that train workers on every task. The different tasks require varying levels

of attention and responsibility. The number of consecutive periods operated by
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workers should fall within the specified interval limited by a minimum and a
maximum number of periods working at each type of task.
Campbell and Diaby (2002) have proposed an assignment heuristic

for allocating cross-trained workers to multiple departments. Each worker has

different capabilities for working,i egartment.

‘assignment with seniority and job

seneduling G i:; hospital.
T ard ,7 _ (2(%6) h gnamlc task assignment for

throughput maxrksh ring. ’x iypes-ofavorksharing can be found:
t. o)

Dynamic assembly-Liae* Baldhein B). :{“‘ i __K Modules (MWN).

MWM applicat - AV eAmachihesitha OrKETS. Workers carry work

pieces along theg# i feg ands |n DL B matches machines

_ fker, which are called fixed
tasks. Other tagks ca o \Of ‘ah At -.'1"‘ air of workers. These
are called shared tgks. &; i on jOb with the shared task
undone or comp tet.sh ed*t w ‘ ordin ru
A \

2.3 Surveys rel «F';.::“fm. fie balancing problems and

assignment ,'gf_fajiﬁjéﬂf n astant skill level
Alt@ il
appear to fﬁ .
past research ;L!:hl d II‘E-phased heuristics for
assembly line ) lancing with operator’s skill and machifé® constraints, which is
basically the ap[ﬁhdescrlbed above. Qg first phase assigns operations to
AUHMANTINHING
k g Genetic

Algo hms (GA) in which each Wasker has an efﬁmeAfactor related to skill leyel.

WA BRIV E AR E

determines the number of workers for each task that is required, then identifies the

@ignment problems

Llaferences indicating

skill(s) of each worker, and finally makes the assignments.
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An extremely interesting paper by Miralles, et al. (2008) addresses grouping
and assigning together considering worker skill. Their approach uses mathematical
programming along with a branch and bound solution procedure. There are a number

of key differences between this work and the problems under consideration here
because their research focuses on, désifnin
workers develop capabilitiegwn re sor

Chen et al7 y

and assigning esi
machines are agsifed tg#fia

been added to th emialy

a work environment that helps disabled

s cannot operate some tasks. Then

7 the problem.

the assembl tions including task

restriction, res ot ' kStation Wrestrigtion. For example,
incompatible“tasks % iffere \.‘\"a‘;. and an assignment
should not exce ' . i diffgkence in task processing
times between workgfeti | ot considered: \ 5‘-0\1 multi objectives, Zhang, et

g CyC \ im@&, the variation of workload

€n.is modell on-Whear approach and solved by a

K

and the total cost. The pro

genetic algorithm. Zhang a \ :;.5::,'.3;::1:'- Nulated a non-linear model for mixed —

A

=7
model assembly ling bald *""i“' {.solved MWbising a genetic algorithm with
the objective of minimizing cycle time, increasing the line ef 'Qy and reducing the

total cost. ‘L I _."LJI

o

I |
CoromHiJs, et al. (2008) proposed a process of re@fhancing a motorcycle-
assembly line con‘jﬂg two groups of Worlﬂrj skilled and unskilled workers. The

BTN INE NS

than% skilled workers. However, the study assumed that the task processing time of

QTR AN a8
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2.4 Surveys related to assignment problems concerning

learning ability
Generally, people will learn and improve by repeating operations. They will
require less time to produce suc S.; This is learning behavior and can be
studied and represented : ' }2\/ del (Wright, 1936, Dar-El, 2000).
Learning is time-depe . i &cus on the Log-Linear model.
@sk processing times of the

. " _-
=t, -n9#1°92 (Wright,

Based on the Log-Lineamo

first and the n”‘W '

the time takerf'to prgffucefthe ' foukth,@ighth, & -\"--:, teeMth units are as follows:

Secondfuni YA iMmelwnits

Fourth unif = QI8 %8 Q\R nits.

Eighth dhit 0.8 x ﬂgl 'Y

Sixteenth Mt = E‘*""""‘" 2

06 e units.

In genera

A j
A
A -Ata AF
"ALC- Uil

= Y IVIII;lIVIIIV‘;IE|II;IIIIIIl.;lmiiii?i;iiii;iv.;iiiiiiii llllll - ) [}
oduction level
. =

=
For example, tﬁ taken for erghth aren for fournﬂﬂtnit =5.12/6.4 =0.8
The leagning curve is given by a hyperbola of the form:

AUENENINGING

t, = time to produce the nth unit

Euml

ARASAERHTANAA

log scale

log of learning rate / iog2

logr/log 2 :r =learning rate
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Since learning rate (r) = t,/ ty = ﬂ =(2)°

t( )’
Therefore, _ logr
Iog2
\\\“’//// (log ¢ /10g 2)
Flue rn|n e g y, the number of repetitions,
previous experience and i : 20 nmg is addressed in many

studies related to pr 4 Scheduiimg. tMgsheiov, 2001), assembly line
balancing (C :
Osothsilp, 2005

ction (Nembhard, and

Maffected by many factors:

individual ability, gdivi ilit nanc ‘ organizational norms
and constraint ini | : x fionment (Uzumeri and
Nembhard, 1998). o £ < '. “. 2| yzed due to systems support.
Many organiz .-. | __ acq Onks -" s to record detailed
production and qua ‘ "1-9 "f \ g, € 1 lity control, and piece-rate

reov [ CO puter technology allows
organizations to recofd i r; *"JW ies ‘@t shorter time intervals at a
dramatically lower cost (U 008). Therefore, many researchers
can examine he {: fical form for ailng. amples of learning

mOdEIS a.r = 7 llll'x-!_'yA"A"lL':ll:l !-l I;A'iii=jir—-‘iii ‘ii‘ =FT?t- C-TUA

V) " 44

Nemhai and™ d learning modeling into two
1

broad areas: nizational learning and individual learnin Organization learning

research has foﬁﬁon the overall ingpli€ations of learning across large

ﬂ”ﬂ HINH mﬂmmp:z:;::z

rd and Uzumeri, ZOOOB)‘Indlwdual learning research has examingd

q IR I NNy

of individual learning is to provide management the information that will give the

assignment more efficient allocation with specific characteristics. This study focuses

on the individual learning of each worker.
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Task complexity is a factor that affects the learning function. Uzumeri and
Nemhard (1998) have found that workers have variations in a task. Workers learn
more quickly in a location task (fixed location) than in a more difficult search task
(randomized location) and it was also found that there were greater performance

rder of “difficult to easy” than those
/ bhard (2000) has studied the effects
gfhe results indicate that task
and y
In a sewin : attyi bute abl=complexity, which are method,
) M -,:s‘h "‘.‘,. 0

improvements in tasks performedii

i 10
complexity significantlyyaffeets _arnlw

sists of the sewing stitch, the

.,ﬁ_ » Mo, g
length of the=st e g6 of 1 g a embled. The machine
consists of the adUipme ‘c" ) ed'd \ \_‘ \flautomation relevant for
the task. The mate C ~ grade \ dehs flber type and accounts

for whether theggebri tter jover \ \

Nembhard @) he 0" EX 3 -,& ects of task complexity and
experience on . niF rf Orge \ \‘w th garment industry. The
study found that ti \\ \' and forgetting parameters
depends on the expeij ce ofAuarkers:—y s wholhave experience with the task

method, machine, of matetiaF Witk lear| @ rapidly and forget more rapidly.
the more raﬁ lg 0 the short (s, afd the more gradual
duction-run-tasks=—The-resulis-inditate that the heuristic
method sig de-F-\e pirically observed

conditions anditjder many experimentar conditions. dﬂ‘

Leopalrote*ZOOB) has investigated WO rce flexibility in a labor constrained

R 7 muﬂm“immmszm

talned from an automotive company. The study focused on an unpaced and

asynchronous flow line s stem an‘ addressed selecti ropriate Workers Mhe
q iqodu tl@ u' efofls t| ﬁme by e@c d l:/ﬁ ﬁ
sharin determined. afe th ed 1o

schedule and rotation pattern over a production period is determined in order to

Nembhard (2001) propo__ eU ‘ 3k assignment policy by assigning

learners to thE-e

maximize throughput of flow line.
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Sayin and Karabati (2007) have proposed assigning cross-trained workers to
departments. This model has two objectives which are maximum utility and skill
improvement. The department utility is a function of departmental labor shortage.
Two stages of optimization were studied. The first stage of the model needs to
maximize total departmental utilityfisubject to typical assignment constraints. The
second stage of the model geck ma f al skill improvement by using the
outcome of total utility a.of th pﬁ meter input in a constraint of

a
AV orke‘:. muﬁs d to a department. One

department allows.m 3,t0 Wiprk. '!- llevelof each worker is modeled
by a hyperbolic learnj . \\\ - w-a hat once a worker is assigned
to a departme I uldh improy 010 -. 0 his individual learning

-

curve and the i i a ig ign in the next period.
ation-foct \ L“--,AK u the tasks to workstations
when the task requirement, " 3, the N jsembly line balancing

problem. Genera olgks “mblyMingYpalaicing problem is designed
for large batch ive \' th problem is the same for
all units; whereas i [ygline. 5_3‘ Al ing :\ oleml for small batch problems,
learning cannot be i - and-He LO95) R Wonsequently, the objective of

the conventional pr g the 'maximum workstation time,

cannot be applied when lg e the bottleneck time dynamically

changes baseg o ction of learnin 'rlE?nt For this reason,

minimizin'L kespan-or-completion-time-is-incorporated-in-this,problem.

iy
E

| ]
An assembly li balancing problem w earning consiejﬁ[ption is studied under

different assumptlens For example, the Iear for all tasks is same (Toksari, et al.

%W—Tﬁﬂ%ﬁ WETIEhS -

Who operates the task (Cohen Y., 2008). Furthermore, the processing time

ich represents learnin behaV|o is_set in dlfferenlﬁ/ discrete (KaM
" Wfﬂ CR ety gkl
itner” el"a ohén hich™is répreSented earning
Moreover some studies assumed that tasks can be divisible (Cohen, Vitner et al. 2006

and Cohen, Y., 2008), whereas others (Karni and Herer, 1995 ; Chakravarty, 1988 ;
Cohen and Dar-EI 1998 ) assumed the tasks cannot be split.
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Regarding the production system, most previous studies focused on the
assembly line which is a non-buffered system in which all units are transferred
between workstations simultaneously based on the bottleneck station. The upper

envelope concept was developed and applied in the non-buffered system (Cohen,

Vitner et al. 2006). The upper ig formed by the largest workstation time
/ e. Thus the makespan is the sum

value. It represents the progmct
eason, minimizing area under

of the production time :
the envelope is mi iz espam Co s; al. (2006) and Cohen, Y.
(2008) developed.a palgassignment based on the upper
995 pIOna n outline of a heuristic
procedure to . Glealis, tl ‘ learfiing slope will give the
small slope in c-heuristiey Jith iting the small slope,
then determine th assi _, Nt _ \H the allowance. Using
the total pro ( [asK,™ an 8 \}q“i"\'\:x alancing technique is
In'ing ‘\"\, \‘z.": solving the problem is
repeated until IS\ se ation, we focus on the
buffered productio QuS tu re is rarely research which

focuses on the proble 4 biiffer isallowed in \. system.

2.5 Surveys

X7

e Zn the garment
Y

industr
)
Many :ejiar arment industry. Examples
of research study are simulation modeling (Khan, 1999),4assembly line balancing

(Masaru, et al. 1@1&&3 and Mahmoud, w Chan, 1997; Hui and Ng; 1999),

AU INUNIREGINT -

HUI and Ng (1999) have stadled the effect of tlme variation for assembl bme

ARABNFGT WWINEIaY

there can be a wide variation in the average skill of workers. A lot of factors cause
variations in the operational time of the task such as the fabrics and sub materials,
performance of the machinery, working environment and quality level of the product.
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Betts and Mahmoud (1992) have studied assembly line balancing in the cloth industry
for varying skill of workers. They have stated that the problem of varying skill of
workers has multiple optimum solutions that allow the line balancer increased
flexibility in the choice of a particular solution. Since the assembly line involves

different operations being perfor ac /ﬁ rent production rates, balance control is

signed the right task. Chan, et al.
used for solving the assembly

line balancing problEH e t the realistic production
e —

conditions in which skitt jeMgls==However, they assumed the

skill levels at a cons o frate ' M vef n allowed that a worker
| \ % y

performs onl al'g N 0e 0Ny One worker.

e,

In practi ffopmance—or the ment depends on the skill and
experience of sup S are_impoiant o, 1t Bedsuiccessful.  Spargg, et al.

monitor, analyze and

repair production g#hedy eas, al {O0R) Nawe captured the knowledge
of experienced glipengors :..'. )osed 1\" ‘ or determining the right
number of operatorghto b@moved ‘ig -f g seétion.

ﬂuﬂ'mamwmm
ammnmummmaﬂ



CHAPTER 111

TASK-WORKE MENT ASSUMING
OQ LEVEL
This chapm-aﬂproblﬂn of-ean-mtogiﬁpproach to assembly line
balancing problm robl constant skill levels of
workers. The dep*o follows. A problem
description and m ica 3.1- 3.2. A heuristic to
solve the pr in /S€ \ \ANDE flance measurement of
heuristic and the ig fis-are pre e e i :‘-‘-.,‘a 3.4. The conclusions

%

'}'1\‘"\\

ere & L job%routings are identical and

involve all workstati af-are’in serie line® A workstation consists of a

worker who operates the assighed-tasks.— ycder includes i identical items must be
processed through the ﬂ: e cons ass that includes o tasks and k
workers n; ore , , multiple @and different skill
levels must‘g kills are allowed to

!Zf in the routing. The

perform more Eﬁan one
differing skill Tevels of workers are reflected in different processing times for each

HUSIRUNINEIAT -

r to those tasks. To simplify the problem, artificial workstations are

establlshed to represent grouped tks. Tasks withinghe, same workstation nilis#

RIRNNG REAHANHIRY

of workstations must equals to the number of workers but the number of tasks can be
greater than these because soitie Woikers caii perforim imore than one task. As a result,

the decision becomes worker-workstation assignment.
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Figure 3.1 refers to the earlier example of 5 tasks to 3 workstations and
illustrated alternative assignment between workstations and workers. For example, on
the first row, tasks 1, 2, and 3 are assigned to workstation 1; the task 4 is assigned

workstation 2; task 5 is assigned to workstation 3. At the bottom of the Figure 3.1,

alternatives of worker-workstatiO\ i’y\/tare illustrated.

T T, e
e

the assignment

‘e A
AugInEnINaInNT -
for qsonably'sized, practical problems. It is computed by the number of possible
ways to group consecutive tasks tollvorkstations multipligd by the number of p@ggsible

QERSNSAAIN I NEAAY

develop a task-worker assignment where all tasks must be assigned to workers and
each worker is assigned (o at least one task. 1T worker is assigned o more than one
task, the length of time they spend on that group of tasks equal to the sum of the
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processing time of those tasks. The consecutive tasks are only allowed in case of the
multiple assignments. It is further assumed that there is unlimited buffer space

between each workstation and the travelling time between workstations is zero.

Table 3.1 The number of fea sgigipments or complexity of the problem
No. No. (D*(2)
Worker | Task Complexity of the problem

3 5 36
5 10 15,120
5 15 120,120
5 20 465,120
6 18 4,455,360
6 24 24,227,280
7 21 D, 195,350,400
7 28 96’ 1,491,890,400
8 24 ) 9,884,730,240
8 32 1628 55 ' 106,024,464,000
9 24 0 -y : 177,925,144,320
9 32 o3 725 | 2,862,660,528,000
12 36 410,225,900 479,0016( 199,851,873,661,440,000
12 48 17,407, = | 8,342,834,869,956,790,000
15 45 1148955,808,52 674,3 %150,324,764,264,781,000,000,000
15 60 3,298,52 98 18884 74,368,800 0,136,741,606,400,000,000,000

3.2 Model for tlomgl

k
o g
The mathematical hii low to determine which tasks
{j=1,...,0} and workersy feh I ssigned to the workstations {'s

N

binary deCI&o A
cycle time (CYF\'

determine wh

r‘;@ﬁe and three types of

j,&tjje function value or
e to Jﬁ‘l‘assignments that are to
s/

).

r the task is assigned in a workstation (y \whether the worker is

for a WO(S“I’] (r,). And also &€ three dimensional variables, a,;

AUBFARINEANG

conﬂ’mts are formulated to ensure feasibility of assignment. The first set of
constraints is required to represen‘the calculation o §Ie time or bottlenecMe

R TUHNY
e second set of constraints involves worker — workstation aSSIgnment ey are

required to ensure that all workers must be assigned to operate tasks in a workstation.

ttey

The last set of constraints involves task — workstation assignment. They are required
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to ensure that all tasks are grouped and assigned to workstations. The MIP model for

this problem will be defined using the following notations (Table 3.2):

Index

W
Parameter
k

0

P o siffg.timg it: MBlete task j.

Variable

a workstation s

Wjs

Vi if task §-1s-asstgni Markstation on s

0 re(ie‘ds S

w

Ws

Cycle = ‘ ﬂcle time o/

qmmnmum'mmaﬂ

The model, then is a follow:

Minimize  Cycle (3.1)

Subject to
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Cycle time constraint:
> > P,a,. <Cycle Vs (3.2)

weW jel

(3.3)

jed ses
> (3.4)
jed
D e (3.5)
seS
D e (3.6)
weW

Grouping tas
yok =1 F 1 % (37)
Yias S VYis ' J é (3.8)
Yie SV, ‘ (3.9)
Yin = (3.10)
Yis (3.11)

A PUSICHIO L
Thet Lg Constraints (3.2)

= o
determine the ygle time w/ processing|times of the workstation

in which tasks are ?ssigned. Constraints (3.3) through (3.6) relate worker assignments

LRI LA AL kR lg b

she ﬂst be assigned to that workstation while constraints (3.5) and (3.6) deal with
the required one to one assignmer‘ between workers4fish workstations. Condlafhts

I ARSAAIAATEARD

assignments: (3.7) assigns the last task o to the last workstationk , (3.8) forces the

required precedence relationships among the tasks in the y variables. That is, if
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Yjus =1 theny,=1. (eg., If y;=1, then y,=1and, in turn, if y,;=1,
theny,, =1.) Similarly, (3.9) forces the correct structure for the precedence
relationships on the workstations: if y, =1 then y;,, =1 (e.g., if y, =1, then

Yy, =1and since y,, =1then y,,; =1 straints (3.10) and (3.11) ensure that a task

cannot be split among workens™ "A‘ be aSS|gned to only one worker.
: ted consider the 5 task, 3

workstations examp on the first row of Figure

3.1 would be repre: V, =[1 11 10] and
yi=[1 1111 i ¢ vec . Vipe Yo, =1 in 5] means that
tasks 1, 2 and 3 : 551 ; \ ‘ jon 1. For the other 2
' : =Y. for each j.
So, for exampl 0 Oulet Sktha i. Sk ssigned to workstation

2.This is how the gf et *f’ b/is¢ te S, the same workstation. It
-|_r ol i LY

3.3 Heuristic degtr -f;;;;:"a':_ pricall example

The proposed he 3_?: ‘..e.. jon to this problem involves two
steps: first, d and, then, rﬁ into an assignment

ij

focus of this rese‘chThe proposed metho@gy starts by determining the upper

AUTINENINIINT....

e maximal station load ruIe Once tasks are grouped, the problem becomes an

QWWWWW*TWM A

r er, there are a very
ipa 0 the quality of the
loping a methodology to generate groups*.ﬂ'ﬂltask efficiently is one

large number

solution, so d
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Step 1: Generate the initial UB and LB

To determine the LB of the cycle time, the processing time of the fastest
worker who performs each task is used to represent the processing time of that task.
The tasks are assigned to the workstation as in SALBP-I1 which can be solved by an

exact algorithm to minimize cyclg,t ups of tasks are obtained once the LB is

found. All precedence consk i are GOIS determine the LB. It should be
noted that since the L Bui§g , smg /ﬂ; time of the fastest workers, it
may not feasible when.all.Workers are‘signed“'_? N

To iIIusW’ task 3 worker:¢ ample. The minimum

processing time of ime of the fastest worker
for each of the e exact algorithm, the tasks
are grouped fg esponding workstation
time of {3, 3, 2}. However the assigned

as-a feasible solutic k\' histis achieved by a one to
one assignment be UPS 0 u (sgfrom EBya dlworkers. This assignment
is not an original assi o ];;.f;;.:? biectidle is to minimize the maximum
workstation time or éycle ime; theref ematical model of the problem is
formulated. This solutio F:J e init
be the init@ :

task groupi :
AL

e solution and the cycle time will

g {5 = 5 with solution
Ay

-
o

i

Once the LB and EB are determined, a trial value is set. A trial value is chosen to be

th 0 W r rati a i b e in any
nuﬁ:ugj lo ;;w geﬂe : Zweg S?I (ﬂ$9h of as
the Ipr combination of the two, Bt = xLB + (1- )xUB, 0<a <1. For example,
other research that uses this gene(l approach frequesiflys begins with the miMnt,

adjusted for specific situations using computational experimentation to achieve the

Step 2: Setthd;i]‘ rial valUe™e

desirable balance for the decision maker.
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Step 3: Determine the groups of tasks

A fundamental property associated with optimal solutions of this class of problems is
that the consecutive tasks will be grouped with the maximum group size and without
exceeding the current trial value. This idea is the foundation behind this step in the

enerated based on the maximal station

ps of tasks will be reduced and a

tlon load rule to generate
eeksgguentially until the trial value
slggtime (e.g, the sum of task
” Bferring back to our 5 task, 3
‘:" alue is 4. The possible
82}, {taska} and {taska}.
8ing time of this task is
ns of tasks for worker B
.\_? {task5}. Worker B cannot

are {taskl, tas : ,\
perform task 1 alof ' fgocessINa;ti @l is below the LB so tasks 1

and 2 are grouped (p ing se phichyls above the LB and below the
Therefore worker B is {taskl, task2}. The
3}, {task3, task4} {task4, task5}

trial value.

possible groups of tasks fg

and {taskSi)I

Step 4: Deterrﬂje the as e grouﬂjlof tasks and workers

JORLI b Tb ik Y e v O U

task =1,2,...G) and workers is obtained from the following mathematical model

aﬁ“ﬁeﬁ“ﬁﬁ“ﬁzﬁﬁm’mmaﬂ
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Inputs
| 1if task jisassignedin group g
1971 0 otherwise

| 1if worker woperates the tasks in group g
" | Ootherwise

B \W////

Variables ———-ﬂ‘
Minimize C
Subject to
(12)
geG
2 (13)
geG
X, < Cycle (14)

X, € (0,1),Cycle >

£

For exam

Group |12 |3|4|5|6]|7|8]|9]10|11]12
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_ pattern | 1|23 ]4]5|6]7]8]9]10]11] 12
Xg = 1]ololol1]olololo] 1|00

cycle = 4

In this step, the UB or* bus results to reduce the search
space for the next ite fOTT 15 g d using the trial value, the
UB is set to the m i Siblessolution. If not, the LB is
set to the trial value e.heuristic will check the gap
between UB a . SYVhE ap, UB: IS less than a predefined
amount.

Back to ou tained from the task groups
identified in vorker B, {task3} for
worker A and {t e of the assignment is
max{3,4,4}=4. or LB=3 and UB=4, the
next trial value i,- o '- ‘; ' :;_ p A \ ép8rated and the assignment
problem is solved, easible=solution . Helce, LB is set to 3.5. If the

- -f‘ - -
stopping criteria is for the .-Ef*;f-fu- 0-be 5, the heuristic stops because UB -

LB < 1 and the minimal ’ﬁiy; iCs is 4.

3.4 Perfe .,-........-............-........._.i;mﬁ“
) AJ

fﬁtl 0 M

Th?:omﬁutational experiment&rﬁ designed to exercise the model and

AUEINENIRTINT .

ment industry, the number of workers is between 6 and 15. The problem

rameters were chosen to reflect !re listic situation #fthe garment industry. Hhis
ol ek e s e

since generally in the garment industry a worker is assigned less than three to four

34.1

tasks. The experiments set the number of workers at 8, 12 and 15 and the number of
tasks at 3 times and 4 times the number of workers. Hence, there are six problem
sizes: 8 workers with 24 tasks (8w24t), 8 workers with 32 tasks (8w32t), 12 workers
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with 36 tasks (12w36t), 12 workers with 48 tasks (12w48t), 15 workers with 45 tasks
(15w45t) and 15 workers with 60 tasks (15w60t). For each problem size, an
experiment was run with the standard processing times and skill of the workers set at

two levels. The standard processing times of each task are generated randomly on the
intervals [1, 10] and [1, 30] accgyd y
workers is generated on thedn{8Avals %,
a uniform distributionsRiERsKII k

task processing time rom f - Each standard processing
e — =

uniform distribution. The skill level of
and [-50%, 50%] also according to

iSgthe percentage deviation of the

time intervals ar i i Bki atervalse.for each combination of

Jlem_size.
-

standard proc i and of Worker A is 20%, so the

For example, if the
task1’s processi beeomes i atlbRs are used in each test
GRU'ahg 1.93 GB of RAM. Al

"‘1.\"‘ ' 8.0. There are 4 tests

e, 'Blvorker and 5 replicates for

C++ a PC with

mathematical

L gt

12 workers and 15 war, shown'in-T:

PLEX Sol.

g

8w2j-|J 0 -—IT* Optimal Sol.

12w 12 36 20 U‘ Limit time*

15wast € 4 15 s &F 2 Limit time*

AHEINYAINYIRT

m 12w48t vt o 4 = ~ Limit time*
1560t 15 d oo 20, Limit Time* @ Jp
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3.4.2 Computational experiments

The computational experiments are designed to exercise the model and

heuristic in a way that illustrates some of the features of each as well as gain some

insights that numerical examples ovide. Normally in a modular production
system in the garment indus y w&r f.workers is between 6 and 15. The
problem parameters \WelBSEHBSEN / jstic situation in the garment

@imes to four times the number

industry. In this testiagsa fmber of task

of workers, sinceg‘e_meﬁni—‘ G Vt_—a(')-rker is assigned less than
three to four tas??s.T/é“FH : at 8, 12 and 15 and

' s the 1 ers. Hence, there are
with 32 tasks (8w32t),

12 workers with 3 L2\ 129 x"-,\q :-"a.;t- 12w48t), 15 workers
kersawith h.ﬁ\ ::‘w\ 15WBQt). For each problem

size, an experime : ard o“u‘ K'\Iu times and skill of the
workers set at #ls. 4T nda i‘,f n\ s B each task are generated
randomly on the irlt W j ; 30F corag \o, (0% uniform distribution. The
skill level of wor i atedionthet als [-2 t1' 0%] and [-50%, 50%] also

according to a unif eveMof worker is the percentage

deviation of the task pro ﬂ‘}? """ e f Re_standard processing time. Each
standard proggssing 3

ime intervals are pai (il lemel intervals for each
combinatiot. of ‘workers-and- tasks, s o-there are 4-tests for-e roblem size. For

| level of worker A

example, ifthes] e

= | s
is 20%, so theﬁﬂskl’s p becomivﬁ‘lz. 5 replications are
used in each test Peaning that the processing times and skill levels were randomly

ge ed 5 gimes,f C mper, of, tasks eLs. alggith ave been

imﬁe e UQC++ P@Wiitrarlintel Corel'2 H Cﬁnd .93 GB of

RA I mathematical programs were solved using the PL CPLEX 8.0.

| ¢ o Q/
YWIANTIWANTINYIQ Y

The initial UB and the initial LB are obtained by the heuristic

given in Section 3.3. As mentioned, we expect the range between the initial UB and

initial LB is in short-range. The experiment is designed to investigate the effect of the
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factor of the variation of skills of worker on the quality of the initial UB and the initial

LB. The average on the difference between initial UB and initial LB is presented in

Table 3.4.
Table 3.4 The difference betwelnltie initial upper bound and initial lower
Processing
Time V36t 2048t 15w45t  15w60t
U[1,10] 329 . 1.4325  2.2299
U[1,10] ( ;\\‘a 42486, 10.1590 13.5106
able 834, it is found that when the
skills of workegS va igh. levets val -6 "\K thellifference between the

!
initial UB and inifigl LI \ E, skHSyof worker is vary in low

. A ) )
level, the interdal [-28 -.\ al Bound will be increased
\

thetReuristic

ociated with the heuristic: the gap
ion the weights to be
placed on the --------- It is anticipated
that the vallfe S thffade-off between the
quality of theligution and the computational time. When;
quality of the soll?'on will be better but the c&rryutation time will be longer because
of gind ipgreased pupader @f sitcaii '_"gtee_'een.As
ARSIV
that% acceptable to the decision maker. As 'suc'h, an experimental study was
conducted with the gap between Lg and LB at four ié¥ls, (0.001, 0.003, 0. n

, J8efind
R IBARHNIINEIRD

example, 90:10 ratio places the trial value 10% of the interval below the UB. This is

between UB%and L

gap size is small the

strictly trial and error because the sole purpose here is to determine suitable
parameters to use in the heuristic for the experimental comparisons. The experiments
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were performed on problem 8w?24t and the measures that were recorded were
computational time and quality of the solution. Quality is measured by the
normalized difference between the heuristic solution and the CPLEX obtained optimal

solution using:

Figure 3.3 indica SWeighton the -% orter computational times
for all stoppin teri C
because the c"r;ti e’ is/rather)s o Yougap. Regarding solution
quality, Figure 3.4g8fowgfhat ¢ H’aﬁ' i ie_optimal solution to this
problem. As*SUch, wé seléctgd <90 f..‘ 0 ha gap of 0.03 in an effort to
achieve a good sgilitiog 7 -l

stopping criteria

cevdgmns 000

= o = 1,003

stational Time (sec.)

Ll IR

(). ]

-2 £.
| | "
i

weight UB I.B

AUHIN Bmw ARG
ARIANTAUUNIINYIAY
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0.1
0.09
008 -
007
ﬂE-' 0.06 stopping critera
& 005 R
= -l = 0
E 0.04 ‘
0.03 4 el o L]
002 3 . o . ]
001
ﬂ {
Figure 3.4 heuristic and exact
ality feasible solution
depends on the p alk value e "'eXperiments, it is noted that the

nd ratier qllickWAwith most of the weight

lue
optimal solution#as f@ling routi
{2/

f - i i \
on the UB so we hygiothg |z§1’h, JB ’ : :\ tie%s very good. It would take

§ W, o i

to generalize-tl er widefrande of situation; however, in

these experiments thighls tr@asasasds i«

LLIC LICULL IO LIY . J

extensive experimentatj

of the solution of

computationalﬁﬁne of optimal solution which is found byﬂ

is compared to the

Ived the mathematical
model presented i_ilSeEtion 4 using CPLEX. Wun time of the problem is limited to

15 r ,@80)sg€% a ' _ . k entries
in C,e, n»oti srt“ i_ ol _w' n our Forte rolglem with 8

Wor%, the optimal solution can be found for all tests whereas for the problem with

orkers, the optimal soluti S qnly foupnd ‘ in certain_case the
q #atQﬁcﬁe tgr ere fhe gptimal Qns u ‘
q within 15'h PLEX could not find the optimal solution for any

ours. For 15 workers,
cases. As expected, the computational time of the heuristic is significantly lower than
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the time to find the exact solution and even for larger problems the computing time

was less than 10 seconds.

Table 3.5 The computational time of the heuristic and exact solution (sec.)

Test 8w24 6 12w36t | 12w48t | 15w45t | 15w6e0t
Run time : Optimal . 26 41,582 - -
(sec.) ~ -

Run time : . . 1.52 -~ 3.983 4.375 9.105
Heuristic(sec.) — < et

Figure 3.5 compar ic versus different skill
levels of the worker me is dramatically higher
when the vari | levels are generated

high variation of gKi f ne 1o\ ‘,‘: mliber of search increases
when the differénce _' 'r,."". Bis high." Wi ‘\\1 e reason the computational

Bw3bt 12w3Gt Ewdﬂl 15w45t 15wt

Ut InEningans
ARARATRURIINEAR Y

varied
For the quality of solution, % difference is used as described in

earlier. For problems 8w24t and 8w32t, the heuristic found the optimal solution in

almost all cases. Since the optimal solutions was rarely found by CPELX within 15
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hours for problems with 12 and 15 workers, the comparison is made between the best
know solution from CPLEX and the heuristic. As can be seen in Figure 3.6, the
heuristic solution is better than the best solution from CPLEX for all the cases.

Furthermore, the difference between the best found solution and the optimal solution

increases when the problem size i d especially when skills of workers vary
in high level as shown in F ;/ ¢ works well comparied to CPLEX
when the problem si& é

————

el = —
0.00
5 00
18] -
g 0 N
3 3 =
5 s
= ©.00,
g .00 <, ~
< N
_7_ ~
h |
a
J ) 5 6
r ot
—_—— -20,20] 0.0 ) 63 4 -1.19 -2.59
- = skill[-5Q88 0] 3 | 547 | 7.60
Figure 3.6 The percenta : een the optimal or the best

Q

S‘ﬁ
c_;; application

Il ]
A final set of experiments is conducte compare the solution
quality found usilﬁ iffBaproposed heuristic sdfugfon to the solution quality found by

be ut earlier i this . For® compafison, "&=slight* nfodffication to the

previous percentage difference is n?de: (Y,
AWIRINI AR
q The skill levels of the workers are distributed uniformly in four intervals for these
tests: [-10,10], [-20,20], [-30,30], [-50,50]. Figure 3.7 displays the results and they

are very interesting. The 2-stage heuristic is less than 5% worse that the proposed
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heuristic when the deviation of skills of worker is small (e.g., generated by the [-
20,20] interval). The performance degrades to 10-15% when the deviation of skills of

worker increases as reflected in a generation interval of [-30, 30] and the degradation

is dramatic in the highest level of variance, increasing to 25-40%. We submit that this

35
30

25 4

O 8 worker
20 -
m 12 worker
15
W15 worker

10

’

% differrence {2-stagel & proposed heuristic)

skill[-10,]

3.5 Conclusio
j i

This chapt" ii proposed a problem of.an integrate approach to assembly line

ARDINGN SweIns

solv the problem, a heuristic is developed. The lower bound and upper bound are

QRN

trial value limit. Then, an aSS|gnment etween the groups of tasks and the workers 1S

performed.
The effectiveness of the heuristic is evaluated in term of computational time

and quality of solution compared to the optimal solution. Moreover, the proposed
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heuristic is compared to the 2-stage heuristic in term of the quality of solutions. It
confirms the disadvantage if the 2-stage heuristic is applied when the skills of worker

vary highly.

ﬂﬂﬂ’)ﬂ&lﬂﬁﬂﬂﬁﬂﬁ
QW’]Mﬂ'ﬁﬂJﬂJ‘W’]’JﬂEﬂﬂU



CHAPTER IV

NMENT TAKING INTO
IGABILITY

TASK-WORKER A

balancing and wo j
remainder of (1T
mathematical
presented in Secti@f 4. efail-ofthe 1,.._‘I “abumerical example shows
in Section 4.4. < meastrement and the computational

results will be

This problem conger .n-w-. e which is a set of sequential

WorkstatlonshBu P ﬁ:workstatlon consists

of a workel; Whe-carries-out-assigned-tasks:-—An-order-ineludes: i, which are identical

items that mUStDe p ou | workstations. This
|l

problem assumgg that the workers have multiple skills and‘.ﬁ;k able to do more than

one task. The skl e&of workers differ; t re, workers’ processing time vary.

AULINENITHEIRT.~

ceedlng item being shorter than the preceding item. In the problem, the

rocessing time of each worker fo‘each item is based@Mthe skill level and IM
Q ‘ﬁ IR T URIARH SR

problem
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Table 4.1 The processing times of 5 tasks, 3 workers (A, B, C) and 3 items (sec.)

Worker A items 1 item \“i ‘ Worker B items 1 items 2 items 3
Task 1 4 ’ 18 5 4 3
Task 2 3 \ | = 3 3 2
Task 3 7 - / 6 6 4
Task 5 4 - ek 4 2
Worker C \

Task 1

Task 2

Task 3

Task 4

Task 5

!

We want togestah sh*vv})
1

workers. Each workeg i to at pne taskdy Since it is assumed that the

il tasks must be assigned to

orkers, some workers can perform

LiFTar] IS

multiple tasks. Only cons€CUfiNE; ] kS ed in the multiple assignments to
v L-f":_,l':; o8 ,‘:

smooth ou the han sOne task, the worker

processing ..yl:"_rﬁirfiT-Tﬁ’-‘i’i"-V.Ti-’-T'.i'.v---“l..-.-_--v---vt-vu-tuu-.r-—-- Me f a” tasks that S/he
performs. Fof=exa yWoTker A, then the task
processing timﬁisjtre 7,6, 4 Tor It ) 2, and respectivelyﬂ'jasks cannot be split.

This problem is alis based on the following as&yptions:

AUBINBTING T

2) There is unlimited buffer space between each workstation. The objective is
to minimize the makespan, which’; the completion o8 of the last item of thedlast

q etk Ba

The objective is to minimize the makespan which is the completion time of the

last item of the last task. Figure 4.1 illustrates makespan from an assignment solution
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i.e. the solution of assignment i.e. worker A — operation 1 and 2, worker B — operation

3 and worker C — operation 4 and 5.

workstation 1— A

workstation 2 — B

workstation 3 -C

ines which tasks

(\io the workstations {s

=1,...k }. : .1} with the minimum
completion time. 5 3 ,'.-' 2e/ges of COMtiN@Bus decision variables and
three types of binar —u-= B CONtlhUOUS Vvariables relate to the
objective function value ‘i- - =), the processing time (0,,), and

completion time ( he binary decision variables
relate to the assignments that are to determine whether the is assigned to a

workstatior® fon); #ioh (r,.), and also the
ot | ]

three dimensic; dl variables, a,; WhICh combine the assidﬂlnent solution of both

variables y  and rﬁ Lifferent types of constrgigt are formulated to ensure feasibility

AU INBATHEN -

tasks was used to evaluate the cgfhpletion time of item. The second ely of

4 WIRATT MUMINYIEE

of constraints involves task — workstation assignment. They are required to ensure
that only consecutive tasks are grouped and assigned to workstations. The MIP model

for this problem was developed using the notations in Table 4.2:
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Table 4.2 Notations

Index
M = set of items ,meM dor m=1,.,i
S = set ofworkstatlons ,seS for s =1,..,k
J = setoft , jed for j =1,...0
w = // ,weW for w =1,...,k
Parameter 7_77
[ ero tem
I; B 1+ “S==={WE number of worber of workers
Tomi : tiF of 11N j operated by worker w
Variable . = AW R
e ‘ ifffask '\ isasSigNechtowvarkeriy, in workstation s
Yis - Fiflask .#.-. i, Oreahe workstation s

Og erwl '
r‘WS
s S the workstation s
T s workstation s
Minimize } 4.1)
Subject to
Completio

Gy, = il:b a, , | . 4.2)
ﬂwawamwmn'a‘

® G 2<m<M, 1<s<S (45)
9 Wﬂ@@ﬂsﬁw HA1IN | ﬂ 4
D, S0xT, VW, Vs (4.7)

jed



o1

dor.=1 Yw (4.8)

seS

D=1 Vs (4.9)

weW

Grouping task — workstation assignment constraint:

Yoo =1 ’ (4.10)
yj+1s = ij \ y/‘] 1,Vs (411)

yjs = yjs+1 I . — S 1 (412)
——‘ e —

(4.13)

(4.14)

on the itemm . Similarly, ag=item-m BFated on a workstation only after the
: : on the workstation as shown in

constralnts@) . (4.6) f e agSigned to at least one
task. if-a IS a

workstatlon {4°8)-(4.9) represent one
- one assignm

Constramti'( é ) through (4.14) conv grouping tasks and assigning them

ﬂmmﬂﬂ NINEINT

tlon k . Constraints (4. 11) force the required precedence relationships among

q AT R TSI iak 1AL ]

correct structure for the precedence relationships on the workstations: if y, =1 then

Yisa=1(e.g., If y, =1,then y,, =1and since y,, =1then y,, =1.
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Constraints (4.13) and (4.14) also ensure that a task cannot be split among
workers; thus, each task will be assigned to only one worker.

To illustrate how these variables are interpreted, consider the 5 task, 3
workstations example discussed previously If tasks 1, 2, and 3 are assigned to

workstation 1, task 4 is assigned t tjon 2 and task 5 is aSS|gned to workstation

3, this assignment wouldgaD il he model asy, =[1 1 1 0 0],
7 interpret  these  vectors,

Yii = Yo1 = Yo = grouped and assigned to

workstation 1. and 3), the assignments are

determined b —4=[0 0 0 1 0] means

that task 4 is A 2. INThISh X thélconstraint set restricts

leurist : eleoNCRpt of an upper envelope of a

L - %
non-buffered syst i 1, ‘ -, e upp \ bodhd (UB) and lower bound
(LB) of the solution tg@#imit-Searet-Spac S0IUt@Ns are searched only between

UB and LB. The heuristic'statt s into workstations then, assigning
workers to perform groupgds

on the trlal@l

has the minim ﬂ
| il
Regardtg the relation between idle time and makespan, the idle time has the
recurrence relatloﬂ)nen the idle time of thiipfevious workstation and the idle time

FROTNENTREINT.

the last station plus the s“nmatlon of the tash processing time of

q WIARIIR AT VETAY

workstation plus the summation of task’s processing time of the first station as shown

gcutive tasks are generated based

@LB. The objective

—, :', ’ .
j and workers which

m e

in Figure 4.2.
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| Makespan (rss) = g5+ Qo3+ gzt D13+ ID33 |

IDl3 ID33
Station3 \
Station2 913 923 | ds3
@ '|on 12 922 d32
Stationl | 911 921 qz1

N=q 12t Qo1t 31t FT33

|ﬁ the Makespan
=t i station plus the total task

the last station depends

processing time of.theda
on the idle time of prgw _ ion of the idle times of the
previous workstationg*shetvp’ jnf Sec |o 4 Ve de ed a methodology to

\

minimize the idlgMme g eyeny Workstation\ia & récurremegiielation. The details of

¥s

the heuristic are prggenteg infSe

4.3.1 Thegfecur rgnce relatial Detw n 0 times

This géctig "F-

the previous workStati

,’- e el \«1 between the idle times of
flowstime! of an item m from the

completion time of the firstn ~ station npléetion of workstations as shown

in an equation 4.15, i.e. FT - be the idle time of an item m at

workstation-§, thege ex espagp= Using the idle time

on the Iast rKStation, e aKES AN (et = the first term is the

WA e
sum of the tasE'jroce S the'i im of the idle times on

the last workstation Using the flow time, the makespan (7 qul +FT, , the

ﬁmmm NINLIAT -
AN NN Y

SO I:Tms = Z IDzs + Z(qzs - qzl) (416)
z=1 z=1
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Since the start of the processing of item m at workstation s follows both the
completion of item mat the previous workstation s—1 and the completion of the
previous item m-1 on workstation s, the recurrence relation hold for every flow

time, so .

!
FT e = s + max[ y/ (4.17)
By replacing ?n an lguatm!@equation 4.16,

Z IDzs +Z(qzs i
z=1 z=1

(4.19)

on 4.19 ¢ the-recurrence-refationshetween the idle time
of the previeds. V EVABMS item on the same
=

workstation. HH example giver apartralsetttion on workstﬂjpn 1, which is workerl

operating task 1, ?.an station 1, so when a wor is assigned on the workstation2, the

AULINTATNYINS

worﬂlatlon until the last workstatl.p which is a part of makespan. From this fact of

QRIS I B

solution of full assignment to minimizing makespan.
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4.3.2 The Dijkstra’s algorithm

Generally, Dijistra’s algorithm is algorithm to determine the shortest

path. For example Dijkstra’s algorithm is used to determine the shortest path between

other node thr ing strategy where the

distance from s ind the shortest path to
other distant nodegg®ki 8) Fi 43 ' '7‘"«.;1: of Dijkstra’s algorithm.
The Dijkstra’ i is'medifiedto determine g 8ible dSsignment between the

consecutive gro : Kers.\ 1S\ei NikguMithakespan.
R

Dijkstra’s algori
FOR each-

1

2

3

4 END Loop _

5 SET Weightstart node OF #A
6 SET Se= emptyset
7 SET Q.zsetofs
8
9

WHlL{ Qi et

nset Q,
10 £ =
11 i d@
12 FOR each node (b) which is connected from no using a single arc
1 IF(dﬂnceb > distance, + wejgfgt, ) then

END Loop

Figure 4.3 Dijkstra’s algorithm
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4.4 The detail of the heuristic and numerical example

The heuristic simplifies the problem by grouping tasks first. After tasks are
grouped, the feasible assignment between the groups of tasks and workers will be
determined by the modified Dijkstra’s algorithm. We developed a procedure to
generate groups of tasks. Firs LB of the solution are determined. Then
the trial value between x Z/&nd for task grouping. They are
detailed in the followi 8 ure 4. ,——-)gychart of the heuristic.

—— 1
A 1a
a

Step 1: Generat

To determin
as an assembly line

atidR. time.

,

The objective

For example, to min ihe -maximum ioMlime, the solution of the task-
workstation assignment is AS)—thy er-workstation assignment is {C, B,
A} and the objective \e e ﬂ.?»,— ae_makespan of this solution and

also the ,«’!-:

A NS
Step 2: Set theﬁl va M

Once LB an‘ WB3are determined, a trialialue is set. A trial value is chosen to

AR WA

trial value of the example is 16 +g(29-16) x 0.1 = 1a The UB or the maWan

A RARNT IS AT INETIRE

the minimum groups of tasks may not give the optimal solution in makespan value.
For this reason, we set the trial value by increasing the LB with the small amount

(10%) of the UB-LB difference in order to search for a better solution in a close area.



S7

Step 1) Generate initial values
forLB,. UB
Set the nitial solution

e

es

AU INENINEINS
RIAINTUARIINGAY
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Table 4.3 the summation of task processing time (sec.

Task 1 Task 2 Task 3 Task 4 Task 5
Worker A 11 6 15 4 11
Worker B 11
Worker C 10

Station3, A, task 45
Station2, B, task 3

Step 3: Determineghe gfougs ofta {_‘,

The idea is#hat W€ w | genor 1‘.4‘ the groups. t38ks based on the maximal
station load rule W is ’”-- ( Wl neYericlese if fittable tasks remain.
The consecutive tasks \fill be g '.f:.w.(.+ \ EXCEel ing“the current trial value and
with the maximum gr@Up “':4‘3',-- -'!"7- jtask§ based on the maximal station
load rule are generated. I%e ! th-e ask. the next consecutive task will be in

the groups. -Qnly thesmaximum group'si ask processing time) within
the trial valUe i consid ered.  The g roups of tasks are based on the trial
value. For'e .|. s of tasks based on
the rule of W(“ er A are"{tas ask3} {t s4 5}, and {task 5}.

Worker A does not operate task 1 alone and 4 alone because he sum processing time

a dt i tagsks 4 d 5is 15

ﬁ ﬁ/ i m C;]i) ds possible

gromo tasks for worker B are {task1}, {task2}, {task tasks4, 5} and {task5}
Worker B does not operate tasks Aflone because the sui processing time of

IR AT N8

{task5}. Worker C cannot operate task 3 since the processing time of task 3 is 18

seconds which is greater than 17.3.
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In Figure 4.7(A), the number in the nodes shows a group of consecutive tasks within
the trial value. In this step, a worker who is chosen to carry out each group of tasks is
not considered. However, workers who can do those tasks within the trial value are

shown at upper right of the nodes. For node 12, workers A and C can be chosen. In

' ofc} ilherefore, node 12 will be

shown in_, 8l (C)w After that, the step of the

Yy

:\: ath which leads to the
W ‘\"\

",

L
.,
W

E

e S se . 7_ o ~45 \ . . \
Cce & R %

4.7(A)

Figure 4.6 ‘+ s of the tasks, 4.7(B) Feasible nodes of
: sk-workstat )ﬁ;Tes for Modified

L
- (et
Step 4: Deterrﬁide the assignm e groups of (ﬂ%s and workers

is gs “"s idea jofy Bij A Dijistra’s
AL MBS WRIATY 3.

al
worﬂlation that includes an assignment between the consecutive tasks and a worker
and a path means the assignmer{ starti‘n from théEhst workstation to tAe#last
Q ﬂork @ ﬂﬂ@ﬁ#u |: ﬂit{)}mﬂqﬂgj
q ery ‘other node iS determin order to develop thée shortest to the" endi
node. In the heuristic, the shortest path to each node becomes the minimum idle time
of that node which is designed to search for a solution minimizing makespan. If the
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minimum idle time of the last station is found, the minimum makespan would tend to
be reached.

The search will start at a randomly selected initial node. The initial nodes are
the ones which own the first task e.g. node 12A and 12C. The algorithm will repeat at

other initial nodes that are not selectdd§ Al jnitial nodes are possible to be chosen.

time. It will be node
node. If nod

(line 14 to line

If the new igfe fi v ddlens iSTIEsS tf e'tilhe, idle, of node b and the

e ) _the
updated (line 19 - 20). THoAH: ».” on is kept (line 21). For example,
the initial node is 12A, s@ ﬁx};d 2A . Node 3B will be node b. This

assignmen %ea il sp e id
Flg ﬂ"--'n AN oV Aamb m::mi-:mﬁ‘v_.n' pan Set preViOUSb

@le time of the node, idley is

ime will be 7.

, the preV|o ; ,., pS wi{T*Tepeat for all node b.
am-idle time, is detﬂtﬁnlned again. The step

will repeat until n?node having minimum |d| i found or idle time of every node in

mmm NSWEAT

and e 45C is node b. Prewously, the best makespan was infinity. It is updated to

28 with the assignment solution ( 3B, 45C) as sAeWN in Figure 4.8. sifee’t
E Wﬁiﬂ@mm HAYangiag
akespan, itis b f sOlutions than

Then the new We u, which
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Step 5: Check the improvement of the solution and Stopping Criteria

This step is to select whether UB and LB should be updated in order to further
limit search space. If a better makespan of a feasible solution is found, the UB is set
Otherwise LB is set to the

to the makespan value in the corre ing solution.

Modified Dijkstra’ss#0orith

0 Set best_mMakespag#= UB

1 Randomly selggtof igitialhqtle
2 FOR each*f0de \

3 SEF idlé tinfe 9f Each-not \\'-.. i

4 SE T 8Ub nakespanefeae*node’ “.ﬁ' -'= infinite
5 SETF stails @ Sﬁ\pr L NQ :iu, eV )

6 END Loop rf

7 SET idle, offthe sglectafl startii :".:l’lfo ‘

8 SET Se =emptyfet ;\ e

SET Q =setg

9 Of uns ectedﬂl
10 SET Have _min =

11 WHILE (Have | {0
12 Determine node (u) t thesry N idle time in Q,

13 IF node u is found: f;_’;
14 i ]
15
16 using a single arc
17 i néMy THEN
18 i makejtﬁ: s_makespan
19 ((new idle, < idle,) AND (s_makespan, < be akespan)) THEN
20 is replaced by new_idl
' eyi ,

Al us NENEN NS

OF ikespan, § best_| | 1 ug Jestifinakespan
241' END IF

END IF

qm AN INNAIINYIAY

ELSE Have_min =false End IF
30 END WHILE

Figure 4.7 The pseudo code of Modified Dijkstra’s algorithms
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Trial The Modified Dijkstra’s algorithm
The 1% Trial Trial value = 16 +(29-16) x 0.1 = 17.3
UB=29 LB=16 Best makespan =UB = 29

7 ._  45C}
#ha 2\ D N
@ i m.ﬂlum 450
o Y frmnd NN |
Aoff ool [RAR N

1) 45A, 45C}
Node b1 Node b?

JOMIL e 45A | 45C
I v e | 13
1 s~ makesp .._1p."' — 28
————Nodeh = 45A Infeasible assig flion(12A,3B,45A)
, _ BB,45C)
] il
Start at node 12C
‘a . B,45A 458, 45C }
. WJIC Al O ]
7 12¢) \ 458 [ 45C
-0 o 0 o0
s_mak o0 o L o o0 o0 g

_makegpan,

r u \/ & =
Se ={12C},Q ={3A, 3B, 45A, 45B, 45C}
best_makespan = 28
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Node b* Node b®
© (@) Node 12C | 3A | 3B | 45A | 45B | 45C
/ \ idle, 0 8 8 o0 0 0
/() s makespan, | - 23 | 24 - - -
@’/ & previous, - 12C | 12C | - - -
Node u= 8/ '
S fXQ = { 3B, 45A, 45B, 45C}
. - Node b* Node b?
(N AL B | 45A | 45B [ 45C
=)0 * = 0 15 0
—— espafy | st - 31 -
& - 3A -
ent (12C 3A,45C)
E , 5B, 45C}
Node b* Node b?
N N 1 3BW\45A | 45B | 45C
) ey ™ 14 [ 15 [
~ \ '_mak - 29 31 -
45¢C p V- - 1 2C BB 3A B
k h ' =28
The 12A 38, 45C}
7
The 2 #17.3)x0.1=18.37
UB=28 LB=17.3 ion is not found.
7
The 3' @' ;L\
UB=28 B ngl.
— e
Stop li| I e consecLﬂIJ{e trial value equals 2,
the search will stop.
2
gurdl4 ft ie@PDijkstrd’s dlgagithm
l—‘ dle =7 —| .ﬁ Q/

AR18AT

Sub—makespan= 23 ———

Figure 4.9 An example of idle and sub-makespan
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4.5 Performance measurement of the heuristic

4.5.1 Testing the problems

A heuristic algorithm was implemented using the C++ programming
[ d computatlonal time of the proposed
mathematlcal model which was

I algorlthm were run on a PC

ctian.System |n the garment industry, the

\ '- o P*the problem with 7-9
RerShis oo large to achieve

e P roblem parameters were
dUsH

1he \ workers, since generally

In this testing, the

y\ 1 ee to four tasks. The

numbers of items {l exanTinec .v£ f’“ andi300%as the difference of lot sizes.
Furthermore, the dif‘]c nce i “'""“ pd is\also reflected. Regarding the
learning process, a major qﬂff{' n the g tiMe occurs during the beginning
of the process. Therefore J;t-:_‘j;m 3, major reduction I.S the large hart
of the proesss, \ | item | de b major and minor

reduction L - lllIlllIIllllll-IlmmﬁiM { maJOr reduction

h h ¥

HEble 47 IS teElThe parameters of the
|| i | M .

problem instane€s were developed. Based on Log-Linear moeel, if t; and t, represent
the task processmftn of the first and the Mm and using @ in terms of learning

u i ) ﬁ% 5 rw ﬂora] ﬂm facturing
ted osenwasser (1982) and is 0 is test, the learning slope

was unlformly generated from thaffinterval between , 0.85] and [0.70, O

q Wﬂ:ﬂ?ﬁﬁﬁﬁlﬂ%ﬂﬁﬁ HIRY

uniformly in the intervals [1, 10] and [1, 30]. The differences in performance of

experienced and inexperienced workers on the sewing line are represented by the

percent deviations from the mean task processing times. The percent deviations are
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uniformly distributed in the intervals [-20%, 20%] and [-50%, 50%]. For example, if
the mean task processing time of the first item is 10 and the percentage of deviation
20%, t; becomes 12.

D IE
Problem Number of umbe _ ber of Instances CPLEX Sol.
Code Worker ' |

7w21t100i 80 Optimal Sol.
8w24t100i 80 Optimal Sol.
9w27t100i 40 Limit time*
7w21t300i 80 Optimal Sol.
8w24t300i Optimal Sol.
9w27t300i 40 Limit Timex*
7w28t100i Optimal Sol.
8w32t100i 80 Optimal Sol.

% WD, N
Note * Limit time = 289,20@seg oﬁda \‘ , sec. or (4days)
‘ §

P
'r-.
ere dre 6 G& *7

est Mas 10 replicates, but for

8w24t300i, 9w27ti00i ar -IOY-‘L fe’ used Bk raplicates, so the number of
instances are 40 'forr 241300 —- "3&; and 9WR7t300i and 80 for the other

et sl

problems. For the p-oble -~-4ﬁm t300i, 8w24t100i and 8w24t300i,
CPLEX was designed to r ____,j‘ji ap _3 jon was found. Since the problem

|(:E?the run time of the

problem wag, Ilm—m.mm-'-v--r-ﬁv—.ﬁ.-,m.ﬁl'

ihe limited run time
was 259,200 7'1_- S, .‘E}T 00i, the limited run

time was 345,5*6 sec. (4 days) duetothe farger size of the p@lem.

AUy AnEnsNeEnns...

tnal“lue (Gap), the limit numbea,of the loop (lelt) % of special group and the

QRTANA FEAANIINHIAY

UB and LB and was calculated from the percentage of the difference between the two.

size of 9 %er

The gap value affects the computational time and quality of the solution and the
computational time is reduced for the large gap. However, the optimal solution may
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be missed if the gap is too large. To determine the suitable parameter, the gap to set
trial value was designed in two levels, Gap {0.2, 0.3}.

The limit number of loop (Limit) is the stopping criteria. For example,
the heuristic will stop if the best solution is not improved greater than or equal to 3

loops of the trial makespan. Fig

) ows an example of an improvement of

makespan when the limit_nygm omputatlonal time is reduced when
' maI solution may be missed if
the loop stops too eaf er the limit number of the

IOOp (lelt) was designedsi

ups which has a

oup to add in the

ce to"rI d the optimal solution
eg. Task {1, 2, 3} is the

heuristic. If ttpﬁ; num

will increase

genergted group o‘tﬁmhlch has 10 sec. L8196 of s ecial group be equal to 10%, if
eu t|c| l Ie"p et special group

was designed in two levels, {10%, '5%}

q 'Wr;l mmmmm Ylim.ﬂ b4

In the modified Dijkstra’s algorithm, more than one solution is kept, so the

|Ie the computational time also increases

computational time will increase if the number of solutions increases. In the heuristic,

the number of solutions is designed in two levels, two times and three times the
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number of workers, {2w, and 3w}. If the number of the workers is 7, then the number
of the solutions will be 14 and 21.

The problem size 7w21t100i was tested. The test started at the level of
ickest computational times which are,

e
Gap{0.3},Limit{3},% of specig nd the number of solutions that are

ot uallty of the solution and the
computational time yve tic tests are in Table 4.5. The

percentage differ EUI’I*C sohﬂmﬁhe optimal solution was
calculated as th

parameters which gives th

stored in a node{2w

140'anotherfevel ondatiaiiime and then the quality of

the solution and tHe co iof : ne v invest Y ted™ The results of the test are

shown in Table 4.5, B =:';Lf:‘.£.-a 4.1 e no'test significantly improves the

quality of the solution of Test T-as-shownsifiTable 4.5, the parameters of Test 1 were
ﬂ' ¥

selected to_be sui it{3},% of special

group{10%}and  the number of solutions that ar

Table 4. 5 he qu |me ) the test when the

parameters are varied

10% 0.109 2.762

Gapf imit %of I. Avg diff | Max. diff CPU
ﬂ ﬁ ﬂ (sec.)
3 :
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percent® diff

W) g

Figuryl.lz The CPU of the test when the parameters are varied(sec.)

AUBINENINEANT

The purpose of thes&experiments was to evaluate the performance of

QRABAIUATIINE T8 Y

computational time. The comparison of the quality of the solution between the

problems applying the constant skill level and the skill level including learning ability
are investigated in section 4.5.3.3.
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4.5.3.1 The computational time of the heuristic

This dissertation compares the computational time of the
proposed heuristic to the computational time from CPLEX solution. The task
processing time of the first ite 8 Yojfeyiagion of the processing time among the
workers and the learning slOx are ‘H{/(ﬂls as mentioned in Section 4.5.1.
Table 4.6 presents th L"‘E:e.. al time Bfem when the number of tasks is
equal to 3 times the=humber-of wo'gers with=10Q=itemis: Table 4.7 presents the

computational t e_prehletn when thegatimbe is equal to 3 times the

number of workegs#iit &nts thescemputational time of the

problem when the b agks'is € 0 4 ti fber of workers with 100
items for probf€éms

Table 4.6 CR#timg
Processing Ski _
Time &ve| et 7. A 3 Oi 9W27t100i
: : . Heu. Opt. Heu.

ers, 100 items(sec.)
§Mional time (sec.)

U[1,10] U[L,20] |, 77:9:85]=—801 o M79828 1074 3884711  43.66

15,317.14  14.04 221.328.11 71.85

U[1,10] Q[ ' 75117.24  63.93

U[1,10] t 4 (| .81 133,728.19  42.29

et
|
U[1,30] 20]  U[0.77,0.85] 427.74 1,920.53| 27.08 8,508.04  91.15

212
Ol o U2 'A[ 0,0.90] 147 5{ 723. 9.23__ 12230091 76.73
AU INENINEINT.. .
ql 1.86

U[1,30] U[1,50] U[0.70,0.90]‘ 238327 456  6J68184 16.55 211,616.5”5
, : j

]

[
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Table 4.7 CPU time of the problem : No. tasks = 3x No. workers , 300 items(sec.)

Computational time (sec.)

Processing Skill Learning
Time Level Slope 7w21t300i 8w24t300i 9w27t300i
Opt. Heu. Heu. Opt. Heu.
U[1,10] U[+20] *\ 801 / 16,687.96  39.79 - 86.95
U[1,10] U[+20] 2, 704 7 63.91 45.37 - 189.15

U[1,10] U[5 0. 35.01 - 148.73
U[1,10] 37.21 - 105.21
U[1,30] 25.34 - 239.47
U[1,30] 39.26 - 138.38
U[1,30] 45.85 - 228.19
U[L,30] 372 56.49 - 198.97

e computati e Offlthe optimal solution, it was

found that when the numb ;.,_..;'..‘;_.V..._L umber of workers are increased, the

computational time Q ﬁ"{ ease as shown in Figure 4.13.

s Jare increased, the

rease as shown in

ﬂﬂﬂ?ﬂ&lﬂﬁﬂﬂ’]ﬂi
QW’]Mﬂ?ﬂJﬂJW]’JVIFJ’]ﬂEJ
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Table 4.8 CPU time of the problem : No. tasks = 4x No. workers, 100 items(sec.)

Computational time (sec.)

Processing Skill Learning

Time Level Slope Tw28t100i 8w32t100i
Opt. Heu. Opt. Heu.

U[L,10] 14.50
U[1,10] 40.93
U[1,10] 39.30
U[1,10] 40.93
U[1,30] 29.34
U[1,30] 35.12
U[1,30] 34.66
U[1,30] 42.91

1INBINT

— ash#lmms.r'hfa worker _ 1I:II:I|

QW’]Mﬂ‘iﬂmW]’mFJ']ﬂEJ

Figure 4.13 CPU Time of optimal sol. when No. Tasks increase (sec.)
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CPU. Time of Optimal Solution

“¥tems increase (sec.)

_ he worker varies at a
high level, it was bung h' r | tite 'Ok theliptimal solution s greater

" T L ) .
than the comp tatle Al tiinewhe ": Wyariés at a low level as seen in

Figure 4.15.

L=

CPU. Time P

, Fw 100 ?wlSllClEll : EWHLIDOI Bw3 20100

learning [0.77,0.85] ?5. 2812.36 3'.‘-‘!14 97 38,500.93

learning [0.77,0.90] 1,4 | ss7. ' 73,1281

R mmmanmm

(sec.)
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For the computational time of the proposed heuristic, it was
found that the total computational time of the heuristic is less than the computational

time from CPLEX solution. When the number of tasks and the number of workers are

increased, the computational time of the heuristic solution will slightly increase as

120 ‘ "f

AULINENINGINT
QRIANIUNMIINYINE

Figure 4.17 CPU. Time of heuristic sol. when No. Items increase(sec.)
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To investigate the computational time of the heuristic, the heuristic
step was divided into three parts which are generating UB and LB, determining the
feasible path and applying the modified Dijkstra’s algorithm. It was found that
determining the feasible path consumes 81% of the total time, generating UB and LB

consumes 18% of the total time, the modified Dijkstra’s algorithm takes

only 1% of the total time as\geet

q_ en. UB,LB
. % W Gen. Feas, Node

D jkstra

ion }'x_ CPU. Time (%)

in the form of the

el L .
percentage diifggene 0f €PLEX solution. The
percentage diffgrence of the heuristic solution from thH'Jpptimal solution was

calculated as the fﬂﬂ Hng equation:

ﬂUEJ'JﬂElﬂ?WEI’m‘i

fference from the optimal solutlon diff = x100

qmmag&u UNIANLIAH

the optimal solution obtained by using an exact algorithm.
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The offset from the optimal including mean (Avg. diff), the standard
deviation (Std. diff) and the maximum of the difference from the optimal solution
(Max diff) were calculated. When the optimal solution was not achieved within the
time limit for problem 9w27t100i and 9w27t300i, the best objective value within the
lution. Table 4.9 shows the percentage

S is equal to 3 times the number of
rcgptage difference of the problem

7 of workers for 300 items.
es@fexact solution test is limited,
“Exact Opt”, the problem
were found to be the
)e the optimal solution
for each test is presented
| Sl test has the optimal
Bicentage difference of the
problem when ‘ ir \ '«,\ -' lber of workers with 100
items for proble igulies L9 - 4.24, the percentage
difference of the heuri --ff-* | exactis@lution of each problem size is

presented.

percentage difference from the

optimal solutit Iifffefence was less than

4.6% for alk

AU INENINGIns
ARIANTAUUNIINYIAY
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Table 4.9 The percentage difference of the problem :No. tasks = 3x No. workers,

100item(%0)

The difference between the exact solution and the heuristic solution (%)

Processing Skill Learning
Time Level Slope
U[1,10]  U[+20]  U[Owif0:85]
U[1,10]

U[1,10]

U[1,10] U[#50] U 0:_0.
U[1,30]  U[20]

U1,30]  U[#20]  U[0.70,0.90] e
U[1,30]

U[1,30]

Tw2itl

..'7 | 4 :
__ f |

8w24t100i 9w27t100i
Avg.  Std. Max. | Exact Avg. diff Max.
di diff diff Opt. diff
2.01 5/5 1.08 3.16
Not
Opt. - -
1/5 0.58 0.58
Not
Opt. -1.39 0.01
5/5 0.49 1.50
Not
Opt. - -
3/5 1.00 2.62
Not
Opt. 4.48 7.50
5/5 0.38 0.89
Not
Opt. - -
4/5 0.71 2.09
Not
Opt. - 0.68 - 0.68
8 4/5 0.13 0.36
e
,\\% . -1.39 -1.39
i
9 3/5 1.49 1.99
_I Not
4" | Opt 1.15 1.70

AU INENINGINg

IR TUAM NG

QJ

d
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Table 4.10 The percentage deviation of the problem : No. tasks = 3x No.

workers, 300 items(%0)

The difference between the exact solution and the heuristic solution (%)
Processing Skill Learning

. 7w21t300i 8w24t300i 9w27t300i
Time Level Slope

Avg. diff Jo! Max. Avg. Std.  Max. | Exact Avg. Max.
] i' ( i diff diff diff Opt. diff diff

U[L,10] | U201 | uf.77! 057 1.67 | 4/5 001  0.04

Not
Opt. -1.27 -1.27

ULL10] | U[ 20] -+=etf8¥700. 705, D19, DRi 0 B 353 | o5 - :

Not
Opt. -2.12 -0.38

U[1,10] 2/5 091 179
Not
Opt. -0.68 251
U[1,10] 0/5 - -
Not

opt. -171  -0.79

U[1,30] U[x20] 1.15 3/5 0.14 0.42

Not
Opt. -0.53 -0.48

U[1,30] U[+20] 0.00 1/5 1.23 1.23

Not
opt. -0.82  1.03

U[1,30] LES

= Not
F. Opt. -1.87 -1.39

.@? 2/5 0.00 0.00

U[1,30] +50)| U[O" 0.00=4 0.00 | 0/5 -161 -0.40
; ll Not
, opt 115 1.70

ﬂﬂﬂ?ﬂ&lﬂﬁﬂﬂ’]ﬂ?
QW’]Mﬂ'ﬁﬂJﬂJ‘m?ﬂmﬂﬂ
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Table 4.11 The percentage difference of the problem : No. tasks = 4x No.

workers, 100 items(%b6)

The diffegenge hetween the exact solution and the heuristic solution (%)

Processing Skill Learning
: 8w24t100i
Time Level Slope
Avg. diff Std. Max. Avg.
diff diff diff

U[1,10] U[+20] 0.09 0.29 0.04

U[1,10] Ul 20] 0.03 0.07 0.02
U[1,10] U[£50] 0.12 0.37 0.05
U[1,10] U[+50] 0.70 2.28 0.34

U[1,30] U[20] 0.34 1.07 0.13

U[1,30] U[20] 70,08 4 oghi i {000 0.66 1.68 0.43
U[1,30] U[50] 0.39 0.98 0.20

U[1,30] U[£50] 0.25 0.79 0.08

AT T
e ;!fr,v Fs

:idl_ |"__
M. ‘@—?wzsum.
10 4 !
i = | :
L3 7 ' i : = I'{ I L] I 1
A W1V AN E
“ 71 5 89 1317212529333741454953 57616569 7377 »

QRIANAIAUUNITNYIANE

% diff apt-hel
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e Ty 210100

% diff opt-heu
[
un

' || =
. ,.-EI -iﬂun "l-\ :

87211001 (%)

‘1 n9

AUt Inend
QRAIAINUBIRNGINY

15 91317211519 33?414549535?5]65
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-1-") —— BW 2413001

o diff opt-heu
)

i1 &y cnde, 8124t300i (%)
A %

It is fo at-the per g _diffefience will increase when the

number of g 100 items has the percentage

i i -,5!;’1n- ?‘.1"".1’"., - )
difference hlgherj, A x;_c-'b:‘r-‘ gure 4.20. The reason is that the

heuristic g re bas ssingtimes, so the sum of

pro essing-times-from-300-iteims-can-betier-represent-the learning effect than

the -' (I)ﬁ- xample, the sums of

processﬁh times of task 1 tor 100 1tems from wor@rs A and B are equal,
while the karnlng slopes of worker nd worker B are different for 100

REINBNIAINT

solutlon

QW’]&\‘Iﬂ‘iﬂJﬂJW]’JVIFJ']ﬂEJ
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0.8

0.7

0.6 4
0.5 1
0.4 4 =100
0.3 - W 300

0.2 4

0.1 -+

o WhehNo. Tasks and No.Items

4.5.3.3 ¥he r1 np; jty Ofithe solution of the heuristic
to th sticfor pa@stant skill level

of usiAg the constant skill
level in sittatiens;accounting-forworkerfearning abtitty. s paaidnlity of the solution
was investiga ul- e summation of task
processing tirﬂH Based omn the“date: problem wasT dived according to the

heuristic method ?Chapter 3. We wanted to know the quality of the solution when it

A VYW

ce of the constant skill level solution from the heuristic solution was

calculated as the following equatlo‘

ammmmwnnmaﬂ

% difference from the heuristic solution  diffcon_neu =
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where Cong is the makespan obtained by a heuristic for constant skill level, and
Heus, is the makespan from the heuristic solution obtained by the heuristic in Section
4.3.

at when the learning slope among

Table 4.12 shows ngage difference between the constant skill
level and the heuristic solutig

workers has high varigtie e WI|| be higher as in Figure

4.26. It was also ol the learning slope among
workers which vari akRing slope among workers
has high variation.. is a higher percentage
difference th This means that the
assumption of difference in learning

slope among work:

able#.1 C Nt diffekren the constant skill level

solution from th&*he

Boeo o tvv8BM the constant skill level solution and the
heiristic solution (%)

Process

Skill Leag w21 21t 8w24t  8w32t  8w24t  9w27t w27t
Time Level S "’"‘ 00 100i 100i 300i 100i 300i

U[1,10]k 20]  U[.77, | 343 53 hAage 343 536 164
U[1,10] tu W33 520 637 495

U[1,10] UEE'] : 4.01'@ 220 463 326 297
L

U[1,10] UMS0] U[0.70,0.90] 6.83 577 537 425" 757 683 577 537

U[L,30] U[+20‘ w7085 465 412 1.40

UHIRENINEING - -

U[1,30]  U[+50]  U[0.70,0.90] . 80

QW’]Mﬂ’iﬂJﬁJW\’MBWﬂH

~
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7.00
6.00

Sworker

Learning
[0.70.0.90]

iy -

et | —

i | Tworker Harrs R worker ! arker Owaorker
Learning Learning Learning Learning ming Learning

D??DESJ [0.77,0.85) 113??035] |0.70,0.90) [0.70,0.90] [0.70,0.90]

U INENINGNT
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4.6 Discussion of computation results

This chapter has proposed a problem of Assembly Line Worker Assignment
and Balancing Problem with learning consideration. The problem which consists of

the assembly line balancing problem and assignment problem with the objective of

' ,’ edriglic yas developed to solve the problem
;@/&E For the sequence of trial

minimizing makespan was m

makespan, the searchissl oni B to UB. groups the tasks were based
iltered and only the groups

that were possi i ¢ task-Woikstaii nment were kept. The
worker-workstais i N W Enine sed on the recurrence
relation of the idl : ‘ 101 ""*-!.‘_ The modified Dijkstra’s

grms of computational
Was Tolnd that the computational

time of the pro igfic i '*t, \ "-.\7 omputational time from

the exact solution./ r, the.comput al ting& ofithe heuristic increases when

the number of itéms >numbe ers Wi€ease. The heuristic found a

solution within 0.809 0 i, nal sol Brage

To answer the_question’a
situations { i
skill level .h
However, the

AUEINBNINYINT
ARIANTAUINIINEIAY

Jsing the constant skill level in
at using the constant

gffect on makespan.




CHAPTER YV

CONCLUSI | WRE RESEARCH
% ; é’:
5.1 Conclusiom—— & —————
oncuS"._—;;f" .

5.1.1 IntgedUcti

: _ istic for the practical
application of w. ighrdert forawo oS =. varying skill levels is
Ah 1 | sembly line balancing
ope he problem consists of a

Kstations and workers to

00iel
imult ti ard ':"’éf
simultaneous s@futionifto. @fdeubleassig
| _ ri:iﬁ;
workstations. ig¥ disg€rtation ‘¢ancern
Aage . .
levels of workers and sifill lev&lStaking-in nt the learning ability of workers.
Vb4

512  Problemy/deseriptio

| which are constant skill

task-worker assignment

problem assuming constant kil leve ij
t . The total line is

Yad
considered to HH erial with wo sting of one \hjﬂ]ker. Since the number

of tasks is greater‘man the number of Workervworker may be assigned more than

FREINEN TN

of tasks. After the worker has finished the tasks for processing an item, the

item is sent to the next Workstatio"alon the line until&ihas Eassed through fhefast

QHARAFHIHTINERY



87

5.1.3 Mathematical model of the task-worker assignment

problem assuming constant skill levels

A mathematical model |

the original assembly line ba .\ | nd assignment problem. A variable
1 1

awjs Which represents thatasky S A ker w in workstation s which is

Were deS|gned to cover the

utlined in Chapter I1l. The model combines

maximum worksk

the heuristic uses t 7 e of each task to determine
LB. To set the UB*clo | ’ - as de 4\.. based on the solution from
the LB. The search petwveen pli@by the trial cycle time and the

solution between the trial cy e-time-and-L examined. No matter what solution is
feasible or infeasible eparated by a trial value is
discarded. L 6@ d. The groups of
dworkers. Only the
groups which J con 'I"ered. Tasks are added
sequentially url the trial value is exceeded; that is, only thﬁ

time within the tr‘ﬂe are considered. Thekafaximal station loads rule is a classic

ARUINUNINUING.

highlight of the model is that we agtled two parameters, bJg and ryg to |nd|cate

qWITRNTL MIINGISY

assignments based on the information from both parameters.

tasks are gbe .

oups that have a cycle
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5.1.5 Performance measurement of the heuristic assuming

constant skill levels

The heuristic facto

n effect on the quality of the solution,
such as the position of the tMgk ' and LB and stopping criteria of
the search, were investigated s he : € tested in a small problem size,

g@ives the best computation
N

,
s

the R"«,‘ SK 1“1 evels on the quality of the
solution betwe e heuris d 0po ediheuristic was studied.

: W ) i )
Using the two-st 4 _ By as “a‘ fige balancing problem is

!
b

addressed by a i , ﬁ-: 20l time

\

\- Retcentage difference between

stafldards and then with this

established, the wor oned o the fasks.
3d th

n confirms the disadvantage if the

the cycle time fr c cle*time from the two stages

method is calculated # Thede '

practical application is apphEB=WHER= slgills of workers vary greatly. The

/s
ok

performance.degrade orkers increases as

)-15% wi skills oﬁ
reflected ns.a generation-intervat-of-{-30,-s04{-ana-the-aegrac is dramatic in the
highest leviha 2% .'\‘JI

il |

i

5.1.6 =Problem description: the task-’(!usrker assignment

n ity

problem takﬁiﬂaccount learni %ﬁ‘
u gﬂmfﬁjm [ mﬂﬂeﬂvﬁ learning

consﬂration since it is the naturea; fashion industry to launch new designs and new

evghy se Oltis #82sQN, in ik S u iU %
q model was developed. The objective of the problem is to minimize makespan. The

objective of the conventional problem, which is minimizing the maximum

workstation time, does not apply when learning is relevant since the bottleneck time
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dynamically changes hased on the reduction of learning ability for an assignment.
Therefore, minimizing makespan or completion time was used as the objective in

addressing this problem.

Chapter V. ifferent ~firg e mathematical model in
Chapter 11l in : a Ve, valle, makespan, which is based on

the completion i i 2Nt ef CofiSteaints in the problem is

o
e—

A heuristic v--::-"“-'--i e the problem of assigning tasks to
uristic starts with limiting search

i r@he heuristic of the

c.)j the solution. The

workers factoring in learging eonsideratic

space by lt@ 0
e,-E'bnstant skill level. The

problem us&
m It can be LB siw it is obvious that the

summation of
maximum workstﬁche is always less thve makespan value. The solution is

q,For the sequence of trial value between UB and LB, the search extends from
LB to UB. The binary search ‘uld not be appligmin the problem singgdthe

QRIINIBARLINH AL

possible to give the feasible task-workstation assignment were kept. The assignment

objective valug @r cycle time is the LB.

of the possibie groups of tasks and workers was then determined
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In the Dijistra’s algorithm, the shortest path from the starting node to every
other node was determined in order to develop the shortest path to the ending node.
In the heuristic, the shortest path to each node becomes the minimum idle time of that

agsolution minimizing makespan. If the
inimum makespan would tend to
the problem to fit the problem.

euristic taking into

node which is designed to
minimum idle time of th
be reached. The Dijks

The effecli _ fic Was Wibnterms of computational
time and qua ) was found, th G omputational time of the
proposed heurisif€ i icantlyelou , ShypUtalignal time of the exact
solution. Further keep' the quality of the solution

with a percenta idlioglof lessithia 1080 on average

the Wor ha¥e different learning slopes,
the assumption of a cgistant-SKitkeveri igtioRdlis not appropriate since it has
an effect on the quality oft : ( , the constant skill level is suitable in

situations where the worke

productlon@

garning slopes and with the large

5.2 Discussi n and recommendations

qu; ?TEm ﬂrtm ?vels
t was found that the quality of B was reduced when the

Workers have high variation in sklﬂevels as seen in Sgetion 3.4.2.1. For this gago

9 Wﬁﬁﬁﬂﬁﬁ SRTINAIRY

heuristic is not sensitive to high variation in skill levels.
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There are three variables of assignment in the mathematical models of
the both problems, which are au;s, Yjs and ryws. The three dimension variable ays is

the same assignment solution which is combined from yjs and r,s. The mathematical

recommend improving t ’W
Alth&wputa jonal
S — = =

model was developed base nd knowledge. Consequently, we

dence constraints.

heurlstlc is fast, when the

number of tasks and.w. increase. If was found that
the main computation signment of the grouped
tasks to the i i is ‘called™to Salve arm™assignment model. As a

result, it was de

Fealimit \ | \ p al jon since the problem is
designed for a’ eyt 63 8, teyframework of this heuristic

can be applied.

ware fully cross-trained, it is

e
further assumed that be-assigned task@ a line. However in practice,

a worker may have skills r';:fﬂ..—:xte.a onl' taskS. To solve this problem, the

ing an infinite cost to any worker-
tifof grouped tasks is
reduced, as-is. the-problem-size e-assighiment-groups-0ftasks to workers in
Section 3.3. s !go kers have skills for

only certain taild. 1L|'J;

Slnqeﬂ heurlstlc enerates roups of tasks based on the trial
cycl act, t ere aybe'th [0t ;atgive the

same cycle time which are not mcl@ed in this heurlstl

1) a *&ﬂ %ﬂds%%%m’/l HIHH

balancing problem and worker assignment problem, to the proposed problem; it was

. nrout model:]
assumption can be relax ﬂ, #_J?J_‘ od

task combination

found that the proposed problem has more complexity since it addresses the two
problems together. We recommend that the supervisor should consider the variation
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of skills of the workers before making an assignment. The proposed problem is

recommended to account for the high variation of skills of workers.

5.2.2 Task-w NL‘(JK into account learning

ability
ﬁ——* i —

n 0 er, the processing time
of the combined. a8 med dy ‘theySunTghiMesgrecessing time of the tasks
that he/she perfor ig?asfumptionimay h table,if the combined tasks are
similar since \ similarity.

: fichis sensitive when the
number of items angl thefunibet of Workeks A\ e'hgain computational time is
obtained from # 3 rating’ ath u\\ ask®orkstation assignment.
This part should be gf refinetlr = L

There are severa

research d@

integrated «J

conditions in

s to the present work. A future

» be developed as an
signment in different

m cambe
i :i ﬁ
generalized asalpfnbly line balancing. For example, it ma I

products or dlffer‘t,Nels or include a diffigigght line layout. For example, it could

YanENINEIn T

assigied to the same Workstatlon.or some tasks are lncompatlble and have to_be

q mmm.:s WANIINYISY

in the form of a multi-objective problem.

modified following

a system for several
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Also regarding further solution development, a randomized-based heuristic
can be added to improve the quality of the solution. A local search procedure or
meta-heuristic may be more efficient for problems of a larger size.

ﬂ?JEJ’JVIEJVIﬁWEHﬂ?
RIAINTUURITINIA Y
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