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CHAPTER I

INTRODUCTION

The phenomenon of Bose-Einstein condensation (BEC) was predicted by

Bose [1] and Einstein in 1924 [2]. They predicted that at a finite temperature,

almost all the particles of a bosonic system would occupy the ground state as soon

as the quantum wave functions of the particles start to overlap. In a Bose-Einstein

condensate millions of atoms occupy a single quantum state. In 1995, BEC was

reported by scientists at JILA (Boulder) [3], followed by similar reports from Rice

University (Texas) [4] and MIT (Cambridge) [5]. The breakthrough was made

possible by combining laser cooling with evaporative cooling in a magnetic trap

achieved a temperature on the order of 10−6 K. The first evidence for conden-

sation emerged from time of flight measurements. A sharp peak in the velocity

distribution was observed below a critical temperature.

In this thesis we study two main topics: Bose-Einstein condensation in a

double well potential and Bose-Einstein condensation in a disordered system.

1.1 Bose-Einstein Condensation in a Double Well

Potential

In 2005, Albiez et al. [6] reported the first realization of a single bosonic Joseph-

son junction, implemented by two weakly linked Bose-Einstein condensates in a

double-well potential. In the experiment, 87Rb BEC is loaded into an optical effec-

tive double well potential, which can be modeled by a harmonic trap superimposed
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by a cosine barrier. They used a two-mode model based on symmetric and anti-

symmetric wave functions of the Gross-Pitaevskii equation. In 2006, Ananikian

et al. improved the two-mode model for BEC in a double well potential [7]. This

double well potential is taken as a harmonic potential with Gaussian barrier. In

general, these problems cannot be solved analytically. However, we can solve

this problem by using Feynman’s path integral theory. All calculations can be

performed analytically with the help of the generating functional associated with

the trial action containing one variational parameter. The ground state energy

and wave function are readily derived from the propagator in the path integral

formulation. The advantage of this method is that all calculations can be done

analytically.

In this topic, we use Feynman’s path integral theory to study the BEC

in a double well potential of 2 types: a harmonic potential superimposed by a

Gaussian and cosine barrier. The two body interaction is assumed to be a delta-

shaped potential having the scattering length a. The mean field approximation is

performed by replacing the pair potential into a one body potential by neglecting

the fluctuation. The ground state and the first excited state wave functions are

used to calculate the overlap integral γij and compare with the Thomas-Fermi

approximation and the two-mode model of the Gross-Pitaevskii equation.

1.2 Bose-Einstein Condensation in a Disordered

System

In the last few years great attention has been devoted to the investigation of dis-

ordered Bose systems. The experimental realizations of these systems are liquid

4He adsorbed in various types of porous media such as vycor and aerogel. These

systems exhibit many interesting properties, which have not yet been fully under-

stood theoretically, such as the suppression of superfluidity [8], a rich variety of

elementary excitations [9, 10] a critical behavior near the phase transition different
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from the bulk [11-15] and condensate-non condensate interaction generated by the

nonhomogeneity of the matter.

We consider a model of a system consisting of N Bose particles with two

body interactions confined within a volume V . The two body interaction can be

assumed to have the scattering length a and the correlation length l. The porosity

of the system or the nonhomogeneity can be represented by the density of porosity

(n/V ) and with amplitude of the fluctuation b and an autocorrelation length L.

The main idea of this approach is to perform the mean field approximation in

the Feynman approach. This approximation is equivalent to replacing the two

body potential into a one body potential interacting with the effective random

potential. Performing the random potential due to the mean field approximation

of pair potential and the random potential of the nonhomogeneous system we

obtained the one body effective propagator. We will show that this effective one

body propagator allows us to determine all physical properties such as the ground

state energy, the wave functions, the effective masses, and the condensate as well

as the superfluid density.

1.3 Outline of Thesis

This thesis is divided as follows. Chapter 2 provides a detailed description of

the review of the concepts of path integral theory. Chapter 3 describes Bose-

Einstein condensation in a double well potential. We will explain the BEC in

both Gaussian and cosine barrier. We also obtain the analytic expressions and

use them to calculate the ground state energy and the wave function. Chapter 4

describes the ground state properties of Bose-Einstein condensation in a disordered

system. Finally, conclusion and discussion are drawn in Chapter 5.



CHAPTER II

FEYNMAN’S PATH INTEGRAL

THEORY

In this chapter we review the concepts of the path integral theory which

are related to this thesis. The first section gives the detailed description of the

harmonic oscillator and the second section provides the detailed calculations of

the non-local harmonic oscillator. These two propagators are used to study the

systems in the variational calculation in Chapter 3 and Chapter 4.

In classical mechanics, the principle of the least action is a way of express-

ing the condition that determines the particular path or classical path x(τ) out of

all the possible paths [16]. The action S is defined as

S =

∫ tb

ta

L(
·
x, x, τ)dτ, (2.1)

where L is the Lagrangian of the system, ta is an initial time and tb is a final

time. For a particle of mass m moving in a potential V (x, τ), which is a function

of position and time, the Lagrangian is

L =
m

2
ẋ2 − V (x, τ). (2.2)

In quantum mechanics, we can not exactly know in which paths the particle go

from a to b. Consequently, the total amplitude to go from a to b must be con-

tributed by all paths. Feynman found that they contribute equal amounts to the

total amplitude, but contribute at different phases. The phase of the contribution
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is equal to S/~ [16]. The probability P (b, a) to go from xa at the time τa to xb at

the time τb can be calculated as follows:

P (b, a) = |K(b, a)|2 (2.3)

where K(b, a) is the amplitude to go from a to b. This amplitude is the sum of

contribution φ [x(τ)] from each path.

K(b, a) =
∑

over all paths from a to b

φ[x(τ)]. (2.4)

The contribution of a path has a phase proportional to the action S.

φ[x(τ)] = (const) exp

[
i

~
S{x(τ)}

]
(2.5)

The action is that for the corresponding classical system. The constant will be

chosen to normalize K.

We separate the time into small interval ε. This gives a set of times τ1, τ2, τ3, . . .

between the values τa and τb, where τi+1 = τi + ε. At each time, τi, we select some

special point xi and construct a path by connecting consecutive points with a

straight line. These processes are shown in Figure 2.1. It is possible to define a

sum over all paths constructed in this manner by taking a multiple integral over

all values of xi for i from 1 to N − 1, where

Nε = τb − τa

ε = τi+1 − τi

τ0 = τa , τN = τb

x0 = xa , xN = xb. (2.6)

The resulting equation is

K(b, a) ≈
∫ ∫

. . .

∫
(const) exp

[
i

~
S{x(τ)}

]
dx1dx2 . . . dxN−1 (2.7)

We do not integrate x0 or xN because these are the fixed end points xa and xb. In

order to achieve the correct measure, Eq.(2.7) must be taken in the limit of ε → 0
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Figure 2.1: Diagram showing the sum over paths which is defined as a limit of

large number of specified times separated by very small intervals ε [16].

and some normalizing factor A−N which depends on ε must be provided in order

that the limit of Eq.(2.7) becomes

K(b, a) = lim
ε→0

1

A

∫ ∫
. . .

∫
(const) exp

[
i

~
S{x(τ)}

]
dx1

A

dx2

A
. . .

dxN−1

A
. (2.8)

This equation can also be written in a less restrictive notation as

K(b, a) =

∫
exp

[
i

~
S{x(τ)}

]
D(x(τ)). (2.9)

This is called a path integral and the amplitude K(b, a) is known as the Feynman

propagator.

2.1 Harmonic Oscillator

We consider the one dimensional harmonic oscillator described by the Lagrangian

L =
1

2
mẋ2 − 1

2
mω2x2. (2.10)

Thus the propagator can be written as

P (x2, x1; t) =

x2∫

x1

exp


 i

~

t∫

0

(
1

2
mẋ2 − 1

2
mω2x2

)
dτ


 Dx(τ). (2.11)
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The integral over all paths goes from (x1, 0) to (x2, t). The classical path x of the

least action satisfies
d

dτ

(
∂L

∂ẋ

)
− ∂L

∂x
= 0. (2.12)

For a harmonic oscillator, we can write Eq.(2.12) as

··
x + ω2x = 0. (2.13)

The solution of Eq.(2.13) is

x(τ) = A sin ωτ + B cos ωτ, (2.14)

where A and B are constants. By applying the boundary conditions x(0) = x1

and x(t) = x2 to Eq.(2.14), we can obtain the constants A and B,

A =
x2 − x1 cos ωt

sin ωt

B = x1. (2.15)

Now

Scl =

t∫

0

m

2

(
ẋ

2
(τ)− ω2x2(τ)

)
dτ

=
m

2


[

ẋ(τ)x(τ)
]t

0
−

t∫

0

x(τ)ẍ(τ)dτ − ω2

t∫

0

x2(τ)dτ




=
m

2


ẋ(t)x(t)− ẋ(0)x(0)−

t∫

0

x
(
ẍ(τ) + ω2x2(τ)

)
dτ


 . (2.16)

We find that the second term of Eq.(2.16) is equal to zero so we obtain

Scl =
m

2

[
ẋ(t)x(t)− ẋ(0)x(0)

]
. (2.17)

Differentiating Eq.(2.14) with respect to τ , we obtain

ẋ(τ) = Aω cos ωτ −Bω sin ωτ. (2.18)

Substituting Eq.(2.14), Eq.(2.15) and Eq.(2.18) into Eq.(2.17), we can write the

classical action of the harmonic oscillator as

Scl =
mω

2 sin ωt

[
cos ωt(x2

1 + x2
2)− 2x1x2

]
. (2.19)
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Figure 2.2: Diagram showing the difference between the classical path x(τ) and

some possible alternative path x(τ) as the function y(τ) [16].

Let x(τ) be the classical path between the specified end points. This is the path

which is an extremum for the action S. In the notation we have been using

Scl[x2, x1] = S[x(τ)]. (2.20)

We can represent x in terms of x and a new variable x = x + y

x(τ) = x(τ) + y(τ). (2.21)

This is to say, instead of defining a points on the path by its distance x(τ) from an

arbitrary coordinate axis, we measure instead the deviation y(τ) from the classical

path, as shown in Figure 2.2. Thus we can write the action as

S [x(τ)] =

t∫

0

{
m

2

[
ẋ(τ) + ẏ(τ)

]2 − mω2

2
[x(τ) + y(τ)]2

}
dτ

=

t∫

0




m
2

[
ẋ

2
(τ) + 2

.
x(τ)ẏ(τ) + ẏ2(τ)

]

−mω2

2
[x2(τ) + 2x2(τ)y2(τ) + y2(τ)]


 dτ (2.22)

or

S [x(τ)] = Scl [x(τ)] +

t∫

0

[
m

2

.
y

2
(τ)− mω2

2
y2(τ)

]
dτ. (2.23)
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Substituting Eq.(2.23) into Eq.(2.11).

P (x (t) , x (0) ; t) = exp
i

~
Scl [x(τ)]

0∫

0

exp
i

~

t∫

0

[
m

2
ẏ2(τ)− mω2

2
y2(τ)

]
dτD(y(τ)).

(2.24)

We find that the integral over y(τ) does not depend on the classical path and

y(τ) = 0 at ta and tb (See Figure 2.2) so we use symbol
0∫
0

for integrating a closed

contour. We may write the propagator as

P (x (t) , x (0) ; t) = F (t, 0) exp
i

~
Scl [x(τ)] , (2.25)

where

F (t, 0) =

0∫

0

exp
i

~

t∫

0

[
m

2

.
y

2
(τ)− mω2

2
y2(τ)

]
dτD(y(τ)). (2.26)

We can calculate F (t, 0) by expanding y(τ) as a Fourier series

y(τ) =
∑

n

an sin
nπτ

t
(2.27)

and then consider the paths as a function of the coefficient an instead of functions

of y(τ). The details for calculating F (t, 0) is given by Feynman and Hibbs [16].

The result is

F (t) =
( mω

2πi~ sin ωt

)1/2

. (2.28)

Therefore the propagator of harmonic oscillator is

P (x (t) , x (0) ; t) =
( mω

2πi~ sin ωt

)1/2

exp

[
imω

2~ sin ωt

[
cos ωt(x2

1 + x2
2)− 2x1x2

]]
.

(2.29)

This propagator can be expanded in exponential function of time multiplied by

products of energy eigen function. That is,

( mω

2πi~ sin ωt

)1/2

exp

[
imω

2~ sin ωt

[
cos ωt(x2

1 + x2
2)− 2x1x2

]]

=
∞∑

n=o

e−(i/~)Entφn(x2)φ
∗
n(x1). (2.30)

Using the relations

i sin ωt =
1

2
eiωt(1− e−2iωt)

cos ωt =
1

2
eiωt(1 + e−2iωt). (2.31)
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We can write the left-hand side of Eq.(2.30) as

P (x (t) , x (0) ; t)

=
(mω

π~

)1/2

e−iωt/2(1− e−2iωt)−1/2

× exp

{
−mω

π~

[
(x2

1 + x2
2)

(
1 + e−2iωt

1− e−2iωt

)
− 4x1x2e

−iωt

1− e−2iωt

]}
. (2.32)

We can obtain a series having the form of the right-hand side of Eq.(2.30) in the

power of e−iωt. Because of the initial factor e−iωt/2, it is clear that all terms in

the exponential will be of the form e−iωt/2e−iωt for n = 0, 1, 2, ... This means the

energy levels are given by En = ~ω(n + 1/2). To find the wave functions, we have

to carry out the expression completely. We illustrate the method by going only as

far as n = 2. Expanding the left-hand side of Eq.(2.30) to this order we have

P (x (t) , x (0) ; t)

=
(mω

π~

)1/2

e−
mω
2~ (x2

1+x2
2)e−iωt/2(1 +

1

2
e−2iωt + ...)

×
[
1 +

2mω

~
x1x2e

−iωt +
2m2ω2

~2
x2

1x
2
2e
−2iωt − mω

~
(x2

1 + x2
2)e

−2iωt + ...

]
.

(2.33)

From this we pick out the coefficient of the lowest term. It is

(mω

π~

)1/2

e−
mω
2~ (x2

1+x2
2)e−iωt/2 = e−(i/~)E0tφ0(x2)φ

∗
0(x1). (2.34)

This means that E0 = 1
2
~ω and

φ0(x) =
(mω

π~

)1/4

e−(mωx2/2~). (2.35)

The next-order term in the expansion is

e−iωt/2e−iωt/ mω

π~
e−

mω
2~ (x2

1+x2
2) 2mω

~
x1x2 = e−(i/~)E1tφ1(x2)φ

∗
1(x1), (2.36)

which implies that E1 = 3
2
~ω, and

φ1(x) =
2mω

~
xφ0(x). (2.37)
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The next term corresponds to E2 = 5
2
~ω. The part of the term depending on x1

and x2 is

(mω

π~

)1/2

e−
mω
2~ (x2

1+x2
2)

[
2m2ω2

~2
x2

1x
2
2 −

mω

~
(x2

1 + x2
2) +

1

2

]

=
1

2

(
2mω

~
x2

1 − 1

)(
2mω

~
x2

2 − 1

)
φ0(x2)φ

∗
0(x1). (2.38)

We find that

φ2(x) =
1√
2

(
2mω

~
x2 − 1

)
φ0(x). (2.39)

From these results, we obtain the energy levels of the harmonic oscillator.

En = ~ω(n +
1

2
), (2.40)

where n is an integer 0, 1, 2.... and all of the wave functions can be written in

Hermite polynomials [16].

φn = (2nn!)
(mω

π~

)
Hn

(
x

√
mω

~

)
e−(mωx2/2~). (2.41)

Therefore we can obtain energy levels and wave functions from the harmonic

oscillator propagator. This propagator will be used to study the Bose-Einstein

condensation in a double well potential in Chapter 3.

2.2 Non-local Harmonic Oscillator

In this section we give a detailed calculation of the non-local harmonic oscillator

in three dimensions. The propagator can be written as

P (−→r (t) ,−→r (0) ; t; ω) =

∫ −→r (t)

−→r (0)

D (−→r (τ)) exp




i
~
∫ t

0
dτ 1

2
m

·−→r 2 (τ)

− i
~

mω2

4t

∫ t

0

∫ t

0
dτdσ (−→r (τ)−−→r (σ))

2


 .

(2.42)

Rewrite the translational non-local quadratic harmonic oscillator term by expand-

ing in terms of the local harmonic oscillator plus the nonlocal quadratic harmonic



12

oscillator.

P (−→r (t) ,−→r (0) ; t; ω)

=

∫ −→r (t)

−→r (0)

D (−→r (τ)) exp




i
~
∫ t

0
dτ 1

2
m

·−→r 2 (τ)

− i
~

1
2
mω2

∫ t

0
dτ−→r (τ)2 + i

~
mω2

2t

[∫ t

0
dτ−→r (τ)

]2




(2.43)

The Stratonovich transformation is a generalization of the Gaussian integral which

is given as ∫ ∞

−∞
dx exp

(
bx− ax2

)
=

√
π

a
exp

(
b2

4a

)
, (2.44)

where in this case

a =
i

~
t

2mω2

b = − i

~

[∫ t

0

dτ−→r (τ)

]
. (2.45)

Physically, this transformation is equivalent to transform the translation quadratic

terms into the linear term. Then we can write

exp

[
i

~
mω2

2t

[∫ t

0

dτ−→r (τ)

]2
]

=

(
i

~
t

2πmω2

) 3
2
∫

d
−→
X exp

[
− i

~

[∫ t

0

dτ
−→
X · −→r (τ)

]
+

i

~
t

2mω2

−→
X 2

]
.(2.46)

We can rewrite the propagator as

P (−→r (t) ,−→r (0) ; t; ω)

= 〈Peff (−→r (t) ,−→r (0) ; t; ω)〉−→
X

=

∫ −→r (t)

−→r (0)

D (−→r (τ)) exp




i
~
∫ t

0
dτ 1

2
m

·−→r 2 (τ)

− i
~

1
2
mω2

∫ t

0
dτ−→r (τ)2 + i

~
∫ t

0
dτ
−→
X · −→r (τ)


(2.47)

and the average is defined by

〈A〉−→
X

=

∫
d
−→
XA exp

(
i
~

t
2mω2

)−→
X 2

∫
d
−→
X exp

(
i
~

t
2mω2

)−→
X 2

. (2.48)

The effective propagator can be easily evaluated exactly and the result is given in

Feynman and Hibbs [16].

P
eff

(−→r (t) ,−→r (0) ; t; ω) = F
eff

(t; ω) exp

[
i

~
Scl,eff (−→r (t) ,−→r (0) ; t; ω)

]
, (2.49)
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where

F
eff

(t; ω) =
( mω

2πi~ sin ωt

) 3
2

(2.50)

and

Scl,eff (−→r (t) ,−→r (0) ; t, ω)

=
mω

2 sin (ωt)

(−→r 2 (t) +−→r 2 (0)
)
cos ωt− 2−→r (t) · −→r (0)

− 2

mω

−→
X · −→r (t)

∫ t

0

dτ sin ωτ − 2

mω

−→
X · −→r (0)

∫ t

0

dτ sin (ω (t− τ))

− 2

m2ω2

−→
X 2

∫ t

0

∫ τ

0

dτdσ sin (ω (t− τ)) sin ωσ. (2.51)

Inserting the Peff (−→r (t) ,−→r (0) ; t; ω) into the above expression and carrying out

the
−→
X -integration, we can write

P (−→r (t) ,−→r (0) ; t; ω)

=
( mω

2πi~ sin ωt

) 3
2

(
i

~
t

2πmω2

) 3
2

∫
d
−→
X exp




i
~





mω
2 sin(ωt)

{(−→r 2 (t) +−→r 2 (0)) cos ωt− 2−→r (t) · −→r (0)}
− mω

2 sin(ωt)
2

mω

−→
X · −→r (t)

∫ t

0
dτ sin ωτ

− mω
2 sin(ωt)

2
mω

−→
X · −→r (0)

∫ t

0
dτ sin (ω (t− τ))

− mω
2 sin ωt

2
m2ω2

−→
X 2

∫ t

0

∫ τ

0
dτdσ sin (ω (t− τ)) sin ωσ





+ i
~

t
2mω2

−→
X 2




.

(2.52)

Consider the following integrations

∫ t

0

dτ
sin (ω (t− τ))

sin ωt
=

(
1

ω sin ωt
− cos ωt

ω sin ωt

)

∫ t

0

dτ
sin ωτ

sin ωt
=

(
1

ω sin (ωt)
− cos ωt

ω sin ωt

)

∫ t

0

∫ τ

0

dτdσ
sin (ω (t− τ)) sin ωσ

sin ωt
=

t

2ω
+

1

ω

(
1

ω sin ωt
(1− cos ωt)

)
.

(2.53)
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Substituting Eq.(2.53) into Eq.(2.52), we have the propagator

P (−→r (t) ,−→r (0) ; t; ω)

=

(
mω

2πi~ sin (ωt)

) 3
2
(

i

~
t

2πmω2

) 3
2

× exp

[
i

~
mω

2 sin ωt

{(−→r 2 (t) +−→r 2 (0)
)
cos ωt− 2−→r (t) · −→r (0)

}]

×
∫

d
−→
X exp


 − i

~
−→
X · ( 1

ω sin ωt
(1− cos ωt)

)
(−→r (t) +−→r (0))

− i
~

1
mω

−→
X 2

[
1
ω

(
1

ω sin ωt
(1− cos ωt)

)]


 .

(2.54)

Performing the
−→
X -integration we obtain

P (−→r (t) ,−→r (0) ; t; ω)

=
( mω

2πi~ sin ωt

) 3
2

( i
~

t
2mω2

π

) 3
2
(

i

~
1

πmω2

(
1

ω sin ωt
(1− cos ωt)

))− 3
2

× exp

[
i

~
mω

2 sin ωt

{(−→r 2 (t) +−→r 2 (0)
)
cos ωt− 2−→r (t) · −→r (0)

}]

× exp

[ [
i
~
(

1
ω sin ωt

(1− cos ωt)
)]2

i
~

4
mω2

(
1

ω sin ωt
(1− cos ωt)

) (−→r (t) +−→r (0))
2

]
. (2.55)

Rewrite

P (−→r (t) ,−→r (0) ; t; ω)

=

(
mω

2πi~ sin (ωt)

) 3
2
(

i

~
t

2πmω2

) 3
2
(

i

~
1

πmω2

(
1

ω sin ωt
(1− cos ωt)

))− 3
2

× exp

[
i

~
mω

2

1

2
(−→r (t)−−→r (0))

2
cot

(
ωt

2

)]
. (2.56)

We now consider the prefactor

F (ω; t) = F
eff

(t; ω)

(
i

~
t

2πmω2

) 3
2

[
π

1
mω2

(
i
~

1
ω sinΩt

(1− cos ωt)
)
] 3

2

. (2.57)

Using the relation 1− cos (ω (t)) = 2
(
sin ωt

2

)2
, we obtain

F (ω; t) =
( m

2πi~t

) 3
2

[
ωt

2
(
sin ωt

2

)
]3

. (2.58)
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Finally, we obtain the propagator

P (−→r (t) ,−→r (0) ; t; ω) =
( m

2πi~t

) 3
2

(
ωt

2 sin ωt
2

)3

exp

[
i

~
m

2

ω

2
cot

(
ωt

2

)
(−→r (t)−−→r (0))

2

t

]
.

(2.59)

We obtain the exact solution of non-local harmonic oscillator propagator. This

propagator will be used to study the system which is translational invariant in the

topic of Bose-Einstein condensation in a disordered system in Chapter 4.



CHAPTER III

BOSE-EINSTEIN CONDENSATION

IN A DOUBLE WELL POTENTIAL

The first experimental implementation of a Josephson junction for Bose-

Einstein condensates was reported by Albiez et al. [6]. (Josephson junction is

weakly-coupled superconductors that are separated by a thin insulating barrier.)

For small initial population imbalances of the two wells, they observe Josephson

tunneling oscillations which are characterized by an oscillating population and

relative phase. If the initial population imbalance is chosen above a critical value,

resonant tunneling between the two wells is prohibited because the difference be-

tween the on-site particle interaction energies in the two wells exceeds the tunnel-

ing energy splitting. As a consequence, the atomic distribution becomes self-locked

which is called “macroscopic quantum self-trapping” as shown in Figure 3.1.

The experiment setup and procedure to create the 87Rb BEC is as follows.

The thermal cloud is loaded into an optical dipole trap consisting of two crossed,

focussed laser beams. The higher energy atoms are evaporated by lowering the

intensities. Subsequently, they adiabatically ramp up a periodic one-dimensional

light shift potential in x direction. Therefore, the external effective double well

potential can be approximated by

V (x, y, z) =
m

2
(Ω2

xx
2 + Ω2

yy
2 + Ω2

zz
2) + V0 (cos (πx/q0))

2 , (3.1)

where the mass of 87Rb is 1.44×10−25kg, Ωx = 2π78 Hz, Ωy = 2π66 Hz and

Ωz = 2π90 Hz are the harmonic trapping frequencies, q0 = 5.2µm is the spacing
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Figure 3.1: The schematics show the tunneling dynamics of two weakly linked

BEC in a symmetric double well potential. (a) Josephson oscillations are observed

when the initial population imbalance is below the critical value. (b) The initial

population imbalance greater than the critical value.

and a barrier height V0/h = 412 Hz, where h is Planck’s constant. They observe

the dynamical evolution of the population imbalance, relative phase in a double

well potential, the tunneling oscillation frequency, etc. The experimental results

can be understood by going beyond the two mode model which based on symmetric

and antisymmetric wave functions of the Gross-Pitaevskii equation.

In 2006, Ananikian and Bergeman [7] explored the range of validity of two

mode model for Bose-Einstein condensation in a double well potential was called as

“the improved two mode model”. The derivation, like others, used symmetric and

antisymmetic basis functions for Gross-Pitaevskii equation. The external effective

double well potential was modeled as

V (x, y, z) =
m

2
(Ω2

xx
2 + Ω2

yy
2 + Ω2

zz
2) + Vb exp

[
−

(x

σ

)2
]

, (3.2)

where Vb is a height and σ width of the Gaussian barrier. Actually the Gross-

Pitaevskii equation with a double well potential cannot be solved analytically.
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However we can solve analytically by using the Feynman path integral theory. The

advantage of this method is that all calculations can be evaluated analytically.

In this chapter, we study using the Feynman path integral theory Bose-

Einstein condensation in two types of double well potentials: harmonic potential

with Gaussian barrier and harmonic potential with cosine barrier. We obtain

analytical results of the ground state energy and wave functions which are used

to calculate the overlap integral γij and compare with the numerical results of

Ananikian et al. [7] and the result of Albiez et al. [6] for the first and the second

types of the double well potential, respectively. We will show that our results

are in good agreement with the two-mode model of the Gross-Pitaevskii equation.

An outline of this chapter is as follows. The first part is the model Lagrangian

in one dimension. We present the calculations, including comparisons with the

Thomas-Fermi approximation and the two-mode model of the Gross-Pitaevskii

equation. In the second part, we present a formalism of a Bose system in three

dimensions and the final part is devoted to the BEC in a harmonic potential with

cosine barriers and comparison with the two-mode model of the Gross-Pitaevskii

equation.

3.1 Bose-Einstein Condensation with Gaussian

Barrier in One Dimension

We consider a system consisting of N Bose particles with two body interactions

confined within a double well potential with Gaussian barrier. The Lagrangian of

the system in one dimension can be written as

L =
m

2

N∑
i=1

ẋ2
i −

m

2

N∑
i=1

Ω2x2
i −

N∑
i=1

Vb exp

[
−

(xi

σ

)2
]
− g

N∑
i<j

δ(xi − xj). (3.3)

Here Ω is the harmonic oscillator frequency, g is a coupling constant, Vb, σ are

height and width of the Gaussian barrier, respectively. We introduce the harmonic
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trial action and can solve for the propagator exactly.

S0 =

t∫

0

(
m

2

N∑
i=1

ẋ2
i −

m

2

N∑
i=1

ω2x2
i

)
dτ, (3.4)

where ω is treated as a variational parameter. The propagator associated with

this action is

P0 (xN (t) , xN (0) , τ) =

∫ x(t)

x(0)

DN (x (τ)) exp

(
i

~
S0 (xN (t) , xN (0))

)
, (3.5)

where the path integral
∫ x(t)

x(0)
DN (x (τ)) symbol is defined as

∫ x(t)

x(0)

DN (x (τ)) =

∫ x1(t)

x1(0)

D (x1 (τ))

∫ x2(t)

x2(0)

D (x2 (τ)) .....

∫ xN (t)

xN (0)

D (xN (τ)) .

(3.6)

The propagator can be rewritten in terms of the trial propagator S0 as

P (xN (t) , xN (0) , τ) = P0 (xN (t) , xN (0) , τ)

×
∫ xN (t)

xN (0)
D (xN (τ)) exp

[
i
~ (S − S0 + S0)

]
∫ xN (t)

xN (0)
D (xN (τ)) exp

[
i
~S0

]

= P0 (xN (t) , xN (0) , τ)

〈
exp

[
i

~
(S − S0)

]〉

S0

.

(3.7)

Expanding the above average in terms of the cumulants, we can write the above

equation as

P (xN (t) , xN (0) , τ) = P0 (xN (t) , xN (0) , τ) exp

[
i

~
〈(S − S0)〉S0

]

× exp

[
1

2

(
i

~

)2 {〈
(S − S0)

2〉
S0
− 〈(S − S0)〉2S0

}]
.

(3.8)

Keeping only the first cumulant, we have

P (xN (t) , xN (0) , τ) ' P0 (xN (t) , xN (0) , τ) exp

[
i

~
〈(S − S0)〉S0

]
, (3.9)
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and obtain

P (xN (t) , xN (0) , τ)

' P0 exp




t∫

0

dτ
i

~




m
2

N∑
i=1

(ω2 − Ω2) 〈x2
i 〉S0

−
N∑

i=1

Vb

〈
exp

[
− (

xi

σ

)2
]〉

S0

−g
N∑

i<j

〈δ(xi − xj)〉S0





 .

(3.10)

To evaluate the exponent in Eq.(3.10), we proceed as follows.

3.1.1 Generating Functional

We first evaluate 〈x2〉S0
. To do so, we consider the generating functional [16]. The

generating functional or the characteristic functional is defined as
〈

x(τ) exp

[
i

~

∫
f(τ)x(τ)dτ

]〉
=

δS´
Cl

δf(τ)

{
exp

[
i

~
(S´

Cl − SCl)

]}
. (3.11)

Thus, by evaluating both sides when f(τ) = 0, we obtain

〈x(τ)〉 =

[
δS´

Cl

δf(τ)

]

f(τ)=0

. (3.12)

We can continue this process to get the second derivative as

〈
x(τ)2

〉
=

[
− i

~
δ2S´

Cl

δf(τ)2
+

(
δS´

Cl

δf(τ)

)2
]

f(τ)=0

. (3.13)

We use the action S´
Cl from the harmonic oscillator which is driven by an external

force f(τ). The action is

S´
Cl =

mω

2 sin ωt




cos ωT (x2
2 + x2

1)− 2x1x2 + 2x2

mω

t∫
0

f(τ) sin ωτdτ

+2x1

mω

t∫
0

f(τ) sin ω(t− τ)dτ

− 1
m2ω2

t∫
0

t∫
0

f(τ)f(s) sin ω(t− τ) sin ωsdsdτ




. (3.14)

This result is given in [16]. Replacing Eq.(3.14) by Eq.(3.12) and Eq.(3.13), we

obtain

〈x(τ)〉S0
=

x2 sin ωτ + x1 sin ω(t− τ)

sin ωt
(3.15)
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and

〈
x(τ)2

〉
S0

=
i~
mω

sin ω(t− τ) sin ωτ

sin ωt
+

(
x2 sin ωτ + x1 sin ω(t− τ)

sin ωt

)2

. (3.16)

3.1.2 N-body Propagator

In order to consider conveniently, we rescale all the physical scales by using the

relation τ = eτ
Ω
, x = lx̃, k =

ek
l
, ω = Ωω̃, l =

√
~

mΩ
, Vb = ~ΩṼb and g = ~Ωg̃l.

Therefore we can write the model Lagrangian in the dimensionless version.

L =
m

2

N∑
i=1

ẋ2
i −

m

2

N∑
i=1

Ω2x2
i −

N∑
i=1

Vb exp

[
−

(xi

σ

)2
]
− g

N∑
i<j

δ(xi − xj)

= ~Ω

[
1

2

N∑
i=1

·
x̃

2

i −
1

2

N∑
i=1

x̃2
i − Ṽb

N∑
i=1

exp

[
−

(
x̃i

σ̃

)2
]
− g̃

N∑
i<j

δ(x̃i − x̃j)

]
.

(3.17)

We use the trial Lagrangian

L0 = ~Ω

[
1

2

N∑
i=1

·
x̃

2

i −
1

2

N∑
i=1

ω̃2x̃2
i

]
. (3.18)

Thus the propagator is

P
(
x̃N

(
t̃
)
, x̃N (0) , τ̃

)

' P0

(
x̃N

(
t̃
)
, x̃N (0) , τ̃

)

× exp


i

et∫

0

dτ̃




1
2

N∑
i=1

(ω̃2 − 1) 〈x̃2
i 〉S0

− Ṽb

N∑
i=1

〈
exp

[
− ( exieσ )2

]〉
S0

−g̃
N∑

i<j

〈δ(x̃i − x̃j)〉S0





 .

(3.19)
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The first term of the propagator in Eq.(3.19) can be calculated exactly and the

result is

exp


i

et∫

0

dτ̃
1

2

N∑
i=1

(
ω̃2 − 1

) 〈
x̃2

i

〉
S0




= exp

[
−

(
1

4ω̃
− ω̃

4

)
t̃ cot ω̃t̃− i

(
1

4ω̃
− ω̃

4

)
(x̃2

1 + x̃2
2) cot ω̃t̃

]

× exp


 i

2

(
ω̃2 − 1

)



i
2eω2 + ex1ex2eω csc ω̃t̃ +

et
2
(x̃2

1 + x̃2
2) csc2 ω̃t̃

−t̃x̃1x̃2 cot ω̃t̃ csc ω̃t̃





 .

(3.20)

Let us consider the Gaussian terms in Eq.(3.19) and perform the Fourier transform

〈
exp

[
−

(
x̃i

σ̃

)2
]〉

S0

=

(
4π

σ̃2

)−1/2 ∫ ∞

−∞
dk 〈exp [ikx̃i]〉S0

exp

[
− σ̃2k2

4

]
. (3.21)

Consider the factor

〈exp [ikx̃i]〉
S0

= exp
[
κ1

i (τ̃) + κ2
i (τ̃)

]
. (3.22)

Here, κ1
i denotes the first cumulant and κ2

i is the second cumulant. Because of the

quadratic action, only the first and second cumulants survive [17]. Therefore,

κ1
i (τ) = ik 〈x̃i (τ̃)〉S0

(3.23)

and κ2
i

κ2
i (τ) = −1

2
k2

(〈
x̃i (τ̃)2〉

S0
− 〈x̃i (τ̃)〉2

S0

)
= −k2 g (τ̃ , τ̃)

2
, (3.24)

where g
(
t̃, t̃

)
is the Green function defined as

g (τ̃ , τ̃) =
i

ω̃

sin ω̃(t̃− τ̃) sin ω̃τ̃

sin ω̃t̃
. (3.25)

Substituting Eq.(3.22), Eq.(3.23) and Eq.(3.24) into Eq.(3.21), we obtain

〈
exp

[
−

(
x̃i

σ̃

)2
]〉

S0

=

(
4π

σ̃2

)−1/2 ∫ ∞

−∞
dk exp

[
ik · 〈x̃i〉S0

]
exp

[
−k2

(
g (τ̃ , τ̃)

2
+

σ̃2

4

)]
.

(3.26)
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Using the formula
∫∞
−∞ dxe−ax2+bx =

√
π
a
e

b2

4a , we obtain

〈
exp

[
−

(
x̃i

σ̃

)2
]〉

S0

=
1(

1 + 2eσ2 g (τ̃ , τ̃)
)1/2

exp

[
− 〈x̃i (τ)〉2S0

σ̃2
(
1 + 2eσ2 g (τ̃ , τ̃)

)
]

=
1(

1 + 2ieσ2eω sin eω(et−eτ) sin eωeτ
sin eωet )1/2

exp


−

( ex2 sin eωeτ+ex1 sin eω(et−eτ)

sin eω eT )2

σ̃2
(
1 + 2ieσ2eω sin eω(et−eτ) sin eωeτ

sin eωet )


 . (3.27)

This average is too complicated. We cannot integrate directly so we rewrite in the

form 1

(b+c)1/2 exp
[
− aeσ2(b+c)

]
, where a =

( ex2 sin eωet+ex1 sin eω(eT−et)
sin eω eT )2

, b = 1− ieσ2eω cot
[
ω̃t̃

]

and c = ieσ2eω cos
(
2ω̃τ̃ − ω̃t̃

)
csc ω̃t̃. For large t̃, cot ω̃t̃ → i, csc ω̃t̃ → 0 and c

b

, aeσ2(b+c)
¿ 1. We expand 1

(b+c)1/2 and exp
[
− aeσ2(b+c)

]
in the powers of c

b
and

− aeσ2(b+c)
, respectively and then integrate each term. After integrating, the infinite

terms can be written in a close form as (See Appendix A for more details)

et∫

0

〈
exp

[
−

(
x̃i (τ)

σ̃

)2
]〉

dτ̃

=
t̃(

1 + 1eσ2eω)1/2
− i


 2 ln [2]

ω̃
√

1 + 1eσ2eω −
2 ln

[
1 +

√
1− 1

1+eσ2eω]

ω̃
√

1 + 1eσ2eω



−i

∞∑
n=1

(−1)n (x̃2n
1 + x̃2n

2 )

(2n− 1) n!

∞∑
i=1

1

ω̃iσ̃2i+2n−2
(
1 + 1eσ2eω)n+i− 1

2

i
i∏

j=0

(
j + 2n−1

2

)

(i + n− 1)
(
i + 2n−1

2

)
i!

=
t̃(

1 + 1eσ2eω)1/2
− i


 2 ln [2]

ω̃
√

1 + 1eσ2eω −
2 ln

[
1 +

√
1− 1

1+eσ2eω]

ω̃
√

1 + 1eσ2eω



−i

∞∑
n=1

(−1)n (x̃2n
1 + x̃2n

2 )

2nω̃σ̃2n
(
1 + 1eσ2eω)(n+ 1

2)
2F1

(
n, n +

1

2
, n + 1,

1

1 + σ̃2ω̃

)
. (3.28)

Here, 2F1 is the regularized hypergeometric function. This result is exact for the

limit t̃ → ∞. The next task is to find 〈δ(x̃i − x̃j)〉S0
. Performing the Fourier

transform

〈δ(xi − xj)〉S0
=

1

2π

∫ ∞

−∞
dk 〈exp [ik (x̃i − x̃j)]〉S0

. (3.29)
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Consider the exponent in Eq.(3.29)

〈exp [ikx̃i]〉
S0

= exp
[
κ1

i (τ̃) + κ2
i (τ̃)

]
. (3.30)

Therefore

κ1
i (τ) = ik

(〈x̃i (τ̃)〉S0
− 〈x̃j (τ̃)〉S0

)
(3.31)

and κ2
i

κ2
i (τ) = −k2 1

2

(〈(〈x̃i〉S0
− 〈x̃j〉S0

)2
〉

S0

− 〈x̃i − x̃j〉2
S0

)

= −k2 1

2


 〈x̃2

i 〉S0
− 〈x̃i〉2S0

+
〈
x̃2

j

〉
S0
− 〈x̃j〉2S0

+2 〈x̃i〉S0
〈x̃j〉S0

− 2 〈x̃ix̃j〉S0




= −k2
(
g (τ̃ , τ̃) + 〈x̃i〉S0

〈x̃j〉S0
− 〈x̃ix̃j〉S0

)
. (3.32)

Using the Mean Field approximation 〈x̃ix̃j〉S0
= 〈x̃i〉S0

〈x̃j〉S0
. Substituting Eq.(3.31)

and Eq.(3.32) into Eq.(3.29) and using the formula
∫

dxe−ax2+bx =
√

π
a
e

b2

4a , we ob-

tain

〈δ(xi − xj)〉S0
=

√
1

4πg (τ̃ , τ̃)
exp

[
−

(〈x̃i〉S0
− 〈x̃j〉S0

)2

4g (τ̃ , τ̃)

]

=
1(

4πieω sin eω(et−eτ) sin eωeτ
sin eωet )1/2

exp


−

(
(ex2i

−ex2j) sin eωeτ+(ex1i
−ex1j) sin eω(et−eτ)

sin eωet
)2

(
4ieω sin eω(et−eτ) sin eωeτ

sin eωet )


 .

(3.33)

We can write 〈δ(xi − xj)〉S0
= 1√

π(b+c)1/2 exp
[
− a

(b+c)

]
, where b = −2ieω cot ω̃t̃ and

c = ieω cos
(
2ω̃τ̃ − ω̃t̃

)
csc ω̃t̃. We expand 1

(b+c)1/2 and exp
[
− a

(b+c)

]
in the power of

c
b

and − a
(b+c)

, respectively. Integrating each term, we can write all infinite terms

in the closed form (See Appendix B for more details). The result is
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g̃

et∫

0

〈δ(xi − xj)〉S0
dτ̃

= g̃

√
ω̃

2π
t̃− ig̃

√
2

πω̃
ln 2

−ig̃

∞∑
n=1

(−1)n (
(x̃i1 − x̃j1)

2n + (x̃i2 − x̃j2)
2n)

(2n− 1) n!

∞∑
i=1

1

ω̃(i+n− 1
2)

i
i∏

j=0

(
j + 2n−1

2

)

(i + n− 1)
(
i + 2n−1

2

)
i!

= g̃

√
ω̃

2π
t̃− g̃

√
2

πω̃
ln 2− ig̃

(x̃i1 − x̃j1)
2n

2
√

2π

√
ω̃ pFq

(
{1, 1}, {3

2
, 2}, (x̃i1 − x̃j1)

2 ω̃

2

)

−ig̃
(x̃i2 − x̃j2)

2n

2
√

2π

√
ω̃ pFq

(
{1, 1}, {3

2
, 2}, (x̃i2 − x̃j2)

2 ω̃

2

)
. (3.34)

Here, pFq is the generalized hypergeometric function. Correcting all contributions

we obtain the propagator of the system.

P ∼ exp


−iN


 ω̃

4
+

1

4ω̃
+

Ṽb√
1 + 1eσ2eω +

g̃ (N − 1)

2

√
ω̃

2π


 t̃




× exp




−
N∑

i=1

( eω
4

+ 1
4eω) (

x̃2
1i

+ x̃2
2i

)

+g̃
N∑

i<j

[�ex2
1i
−ex2

1j

�2n

2
√

2π

√
ω̃ pFq

(
{1, 1}, {3

2
, 2}, (exi1

−exj1)
2eω

2

)]

+g̃
N∑

i<j

[�ex2
2i
−ex2

2j

�2n

2
√

2π

√
ω̃ pFq

(
{1, 1}, {3

2
, 2}, (exi2

−exj2)
2eω

2

)]

−Ṽb

N∑
i=1

[
∞∑

n=1

(−i)n(ex2n
1i

+ex2n
2i

)

2neωeσ2n(1+ 1eσ2eω )
n+1

2
2F1

(
n, n + 1

2
, n + 1, 1

1+eσ2eω)
]




(3.35)

This means that the ground state energy of the entire system has the energy

Ẽ0 (ω̃)

N
=

ω̃

4
+

1

4ω̃
+

Ṽb√
1 + 1eσ2eω +

g̃ (N − 1)

2

√
ω̃

2π
. (3.36)
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This ground state energy is exactly the same as that of Baym and Pethick [18] for

1D when Ṽb = 0. The ground state wave function is

φ0 (x̃1,x̃2, ..., x̃N) =

∼ exp




−
N∑

i=1

( eω
4

+ 1
4eω)

x̃2
i

+g̃
N∑

i<j

[
1
2

√ eω
2π

(x̃i − x̃j)
2n

pFq

(
{1, 1}, {3

2
, 2}, (exi−exj)

2eω
2

)]

−Ṽb

N∑
i=1

[
∞∑

n=1

(−i)nex2n
i

2neωeσ2n(1+ 1eσ2eω )
n+1

2
pF1

(
n, n + 1

2
, n + 1, 2

1+eσ2eω)
]




.

(3.37)

Assuming x̃j = 0, we can write the wave function in this form.

φ0 (x̃1,x̃2, ..., x̃N) = φ0 (x̃1) φ0 (x̃2) ...φ0 (x̃N) (3.38)

Therefore

φ0 (x̃) ∼ exp




− ( eω
4

+ 1
4eω)

x̃2

+eg(N−1)
4

√ eω
2π

x̃2n
pFq

(
{1, 1}, {3

2
, 2}, ex2eω

2

)

−Ṽb

∞∑
n=1

(−1)nex2n

2neωeσ2n(1+ 1eσ2eω )
n+1

2
2F1

(
n, n + 1

2
, n + 1, 1

1+eσ2eω)




.

(3.39)

We can normalize this wave function by using the condition
∞∫
−∞

|φ0 (x̃)|2 dx̃ = 1.

The first excited state wave function can be approximated in this form. (See

Appendix E for more details.)

φ1 (x̃) ∼ x̃φ0 (x̃) (3.40)

The overlap integral γ++, γ+− and γ−− are defined as

γ++ = g̃N

∫
φ4

0 (x̃) dx̃

γ+− = g̃N

∫
φ2

0 (x̃) φ2
1 (x̃) dx̃

γ−− = g̃N

∫
φ4

1 (x̃) dx̃. (3.41)

Physically, the γij is the transitional probability which can be used to calculate

the tunneling rate as shown in [7].
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3.1.3 The Calculated Results

We minimize the ground state energy by solving dE0(eω)
deω = 0. The parameters

σ̃ = 1.5, Ṽb = 4, g̃N = 1 [7]. We find a curve which has a minimum point. From

Figure 3.2, we get

Ẽ0 = 3.555

ω̃ = 0.282. (3.42)

We find that the ground energy is in good agreement with the Thomas-Fermi

approximation and the two-mode model of the Gross-Pitaevskii equation as shown

in Figure 3.3. Replacing ω̃ into Eq.(3.37) and Eq.(3.40) and normalizing the wave

function, we obtain the normalized ground state and excited state wave functions

which correspond to the potential as shown in Figure 3.4. Substituting φ0 and φ1

into Eq.(3.41), we obtain γij.

γ++ = 0.230

γ+− = 0.224

γ−− = 0.303 (3.43)

For small g̃N , we find that γ++ are in good agreement with the two-mode model

of the Gross-Pitaevskii equation. In this case, the Thomas-Fermi approximation

is different from the two-mode model of the Gross-Pitaevskii equation and path

integral as shown in Figure 3.5 and Figure 3.6. Therefore the Thomas-Fermi

approximation is not valid in this regime. We can continue calculating the γij

with various Ṽb as shown in Figure 3.7 and Figure 3.8. We find that for large

enough Ṽb, all γij are equal.
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Figure 3.2: The ground state energy per particle plotted against ω̃.
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Figure 3.3: The ground state energy plotted against Ṽb. The dash line is calculated

by the Thomas-Fermi, the dot-dash line is calculated by Gross-Pitaevskii and the

solid line is calculated by the path integral. (g̃N = 0.5, σ̃ = 1.5)
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Figure 3.4: (a) The external potential 1
2
x̃2 + Ṽb exp

[
− ( exeσ)2

]
plotted against

x̃, (b) the ground state and (c) excited state wave function plotted against x̃(
g̃N = 1, Ṽb = 4, σ̃ = 1.5

)
.
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Figure 3.5: The γ++ plotted against Ṽb. The dash line is calculated by the Thomas-

Fermi approximation, the dot-dash line is calculated by the two-mode model of

Gross-Pitaevskii equation and the solid line is calculated by path integral theory.

(g̃N = 0.5, σ̃ = 1.5)
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Figure 3.6: The γ++ plotted against Ṽb. The dash line is calculated by Thomas-

Fermi approximation, the dot-dash line is calculated by two-mode model of

Gross-Pitaevskii equation and the solid line is calculated by path integral the-

ory. (g̃N = 1, σ̃ = 1.5)
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Figure 3.7: The γij plotted against Ṽb. The dash line is γ+−, the dot-dash line is

γ−− and the solid line is γ++. (g̃N = 1, σ̃ = 1.5)
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Figure 3.8: The γij plotted against Ṽb. The dash line is γ+−, the dot-dash line is

γ−− and the solid line is γ++. (g̃N = 0.5, σ̃ = 1.5)
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3.2 Bose-Einstein Condensation with Gaussian

Barrier in Three Dimensions

We consider the N interacting Bosons with mean field repulsive energy which is a

s-wave scattering lengths a > 0. The N Bosons are confined in the 3D harmonic

trap having a Gaussian barrier in x direction. The Lagrangian for entire system

is

L =
m

2

N∑
i=1

(ẋ2
i + ẏ2

i + ż2
i )−

m

2

N∑
i=1

(Ω2
xx

2
i + Ω2

yy
2
i + Ω2

zz
2
i )−

N∑
i=1

Vb exp

[
−

(xi

σ

)2
]

−g

N∑
i<j

δ(−→r i −−→r j). (3.44)

Using the relation t =
et
Ω
, x = lx̃, σ = lσ̃, ω = Ωω̃, Ωi = ΩΩ̃i, l =

√
~

mΩ
, Vb =

~ΩṼb, g̃ = 4πa
l

and Ω = (ΩxΩyΩz)
1/3, we obtain the model Lagrangian in the

dimensionless version.

L = ~Ω




1
2

N∑
i=1

(
·
x̃

2

i +
·
ỹ

2

i +
·
z̃

2

i )− 1
2

N∑
i=1

(Ω̃2
xx̃

2
i + Ω̃2

yỹ
2
i + Ω̃2

z z̃
2
i )

−Ṽb

N∑
i=1

exp
[
− ( exieσ )2

]
− g̃

N∑
i<j

δ(
−→̃
r i −

−→̃
r j)


 . (3.45)

We use the trial Lagrangian

L0 = ~Ω

[
1

2

N∑
i=1

(
·
x̃

2

i +
·
ỹ

2

i +
·
z̃

2

i )−
1

2

N∑
i=1

ω̃2(x̃2
i + ỹ2

i + z̃2
i )

]
. (3.46)

Here, ω̃ is the variational parameter. The propagator of the system is

P
(−→̃

r N

(
t̃
)
,
−→̃
r N (0) , τ̃

)

' P0

(−→̃
r N

(
t̃
)
,
−→̃
r N (0) , τ̃

)

× exp




i

et∫

0

dτ̃




1
2

N∑
i=1

(
ω̃2 − Ω̃2

x

)
〈x̃2

i 〉S0
+ 1

2

N∑
i=1

(
ω̃2 − Ω̃2

y

)
〈ỹ2

i 〉S0

+1
2

N∑
i=1

(ω̃2 − Ω̃2
z) 〈z̃2

i 〉S0
− Ṽb

N∑
i=1

〈
exp

[
− ( exieσ )2

]〉
S0

−g̃
N∑

i<j

〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0







.

(3.47)
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The next step is to find
〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0

in three dimensions. Performing
〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0

in the Fourier transform, expanding the exponent in the first and second cumu-

lant and using the Mean Field approximation
〈−→̃

r i

−→̃
r j

〉
S0

=
〈−→̃

r i

〉
S0

〈−→̃
r j

〉
S0

, we

obtain

〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0

= 〈δ(x̃i − x̃j)〉S0
〈δ(ỹi − ỹj)〉S0

〈δ(z̃i − z̃j)〉S0

=

(
1

4πg (τ̃ , τ̃)

)3/2

exp



−




(
(ex2i

−ex2j) sin eωeτ+(ex1i
−ex1j) sin eω(et−eτ)

sin eωet
)2

+

(
(ey2i

−ey2j) sin eωeτ+(ey1i
−ey1j) sin eω(et−eτ)

sin eωet
)2

+

(
(ez2i

−ez2j) sin eωeτ+(ez1i
−ez1j) sin eω(et−eτ)

sin eωet
)2




/4g (τ̃ , τ̃)




.

(3.48)

Calculating the same as delta function in x̃ direction (See Appendix C for more

details), we obtain

g̃

et∫

0

〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0

dτ̃

= g̃

(
ω̃

2π

)3/2

t̃

−ig̃

(
r̃1i
− r̃1j

)2

12
√

2

(
ω̃

π

)3/2

pFq

(
{1, 1}, {5

2
, 2},

(
r̃1i
− r̃1j

)2
ω̃

2

)

−ig̃

(
r̃2i
− r̃2j

)2

12
√

π

(
ω̃

π

)3/2

pFq

(
{1, 1}, {5

2
, 2},

(
r̃2i
− r̃2j

)2
ω̃

2

)
,

(3.49)

where

(
r̃1i
− r̃1j

)2
=

(
x̃1i

− x̃1j

)2
+

(
ỹ1i
− ỹ1j

)2
+

(
z̃1i
− z̃1j

)2

(
r̃2i
− r̃2j

)2
=

(
x̃2i

− x̃2j

)2
+

(
ỹ2i
− ỹ2j

)2
+

(
z̃2i
− z̃2j

)2
. (3.50)
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The propagator of the system in three dimensions is

P ∼ exp


−iN


3ω̃

4
+

Ω̃2
x

4ω̃
+

Ω̃2
y

4ω̃
+

Ω̃2
z

4ω̃
+

Ṽb√
1 + 1eσ2eω +

g̃ (N − 1)

2

(
ω̃

2π

)3/2

 t̃




× exp




−
N∑

i=1

( eω
4

+
eΩ2

x

4eω ) (
x̃2

1i
+ x̃2

2i

)−
N∑

i=1

( eω
4

+
eΩ2

y

4eω ) (
ỹ2

1i
+ ỹ2

2i

)

−
N∑

i=1

( eω
4

+
eΩ2

z

4eω ) (
z̃2
1i

+ z̃2
2i

)

−Ṽb

N∑
i=1

[
∞∑

n=1

(−i)n(ex2n
1i

+ex2n
2i

)

2neωeσ2n(1+ 1eσ2eω )
n+1

2
2F̃1

(
n, n + 1

2
, n + 1, 2

1+eσ2eω)
]

+g̃
N∑

i<j

[
(er1i

−er1j)
2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, (er1i

−er1j)
2eω

2

)]

+g̃
N∑

i<j

[
(er2i

−er2j)
2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, (eri2

−erj2)
2eω

2

)]




.

(3.51)

Thus, the ground state energy is

Ẽ0 (ω̃)

N
=

3ω̃

4
+

Ω̃2
x

4ω̃
+

Ω̃2
y

4ω̃
+

Ω̃2
z

4ω̃
+

Ṽb√
1 + 1eσ2eω +

g̃ (N − 1)

2

(
ω̃

2π

)3/2

(3.52)

and the ground state wave function is

φ0 (x̃, ỹ, z̃)

∼ exp




−
( eω

4
+

eΩ2
x

4eω )
x̃2 −

( eω
4

+
eΩ2

y

4eω )
ỹ2 −

( eω
4

+
eΩ2

z

4eω )
z̃2

+eg(N−1)
2

[ ex2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, ex2eω

2

)]

+eg(N−1)
2

[ ey2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, ey2eω

2

)]

+eg(N−1)
2

[ ez2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, ez2eω

2

)]

−Ṽb

∞∑
n=1

(−i)nex2n

2neωeσ2n(1+ 1eσ2eω )
n+1

2
2F̃1

(
n, n + 1

2
, n + 1, 2

1+eσ2eω)




.

(3.53)

The first excited state of the system can be approximated as

φ1 (x̃, ỹ, z̃) ∼ x̃φ0 (x̃) φ0 (ỹ) φ0 (z̃) . (3.54)

We can normalize this wave function by using the condition

∫
x̃2φ2

0 (x̃) dx̃

∫
φ2

0 (ỹ) dỹ

∫
φ2

0 (z̃) dz̃ = 1. (3.55)
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The γij in three dimensions can be written as

γ++ = g̃N

∫
φ4

0 (x̃) dx̃

∫
φ4

0 (ỹ) dỹ

∫
φ4

0 (z̃) dz̃

γ+− = g̃N

∫
φ2

0 (x̃) φ2
1 (x̃) dx̃

∫
φ2

0 (ỹ) φ2
1 (ỹ) dỹ

∫
φ2

0 (z̃) φ2
1 (z̃) dz̃

γ−− = g̃N

∫
φ4

1 (x̃) dx̃

∫
φ4

1 (ỹ) dỹ

∫
φ4

1 (z̃) dz̃. (3.56)

3.2.1 The Calculated Results

We minimize the ground state energy by using the parameters Ω̃x = Ω̃y = Ω̃z = 1,

σ̃ = 1.5, Ṽb = 4, g̃N = 1. We find one curve which has a minimum point as shown

in Figure 3.9. Therefore we obtain the value of the ground state energy and the

value of the minimized parameter.

Ẽ0 = 4.740

ω̃ = 0.657 (3.57)

Replacing ω̃ in to Eq.(3.53) and Eq.(3.54) and normalizing the wave function, we

obtain the normalized ground state and excited state wave functions as shown in

Figure 3.10 and Figure 3.11, respectively. We can continue calculating the γij with

various Ṽb. The results are shown in Figure 3.12.
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Figure 3.9: The ground state energy per particle plotted against ω̃.
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Figure 3.11: The excited state wave function plotted in three dimensions. (g̃N = 1,

σ̃ = 1.5)
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3.3 Bose-Einstein Condensation with Cosine Bar-

rier in Three Dimensions

We consider the N Bosons confining in the 3D harmonic trap with a cosine barrier

in x direction. The Lagrangian for the entire system is

L =
m

2

N∑
i=1

(ẋ2
i + ẏ2

i + ż2
i )−

m

2

N∑
i=1

(Ω2
xx

2
i + Ω2

yy
2
i + Ω2

zz
2
i )−

A

2

N∑
i=1

(cos (2kxi) + 1)

−4π~2a

m

N∑
i<j

δ(−→r i −−→r j). (3.58)

Using the relation t =
et
Ω
, x = lx̃, k =

ek
l
, ωi = Ωω̃i, Ωi = ΩΩ̃i, l =

√
~

mΩ
, A = ~ΩÃ

and g̃ = 4πa
l

, the model Lagrangian in the dimensionless version is

L = ~Ω




1
2

N∑
i=1

(
·
x̃

2

i +
·
ỹ

2

i +
·
z̃

2

i )− 1
2

N∑
i=1

(Ω̃2
xx̃

2
i + Ω̃2

yỹ
2
i + Ω̃2

z z̃
2
i )

− eA
2

N∑
i=1

(
cos

(
2k̃x̃i

)
+ 1

)
− g̃

N∑
i<j

δ(
−→̃
r i −

−→̃
r j)


 . (3.59)

We use the trial Lagrangian

L0 = ~Ω

[
1

2

N∑
i=1

(
·
x̃

2

i +
·
ỹ

2

i +
·
z̃

2

i )−
1

2

N∑
i=1

ω̃2(x̃2
i + ỹ2

i + z̃2
i )

]
. (3.60)

Thus the propagator is

P
(−→̃

r N

(
t̃
)
,
−→̃
r N (0) , τ̃

)

' P0

(−→̃
r N

(
t̃
)
,
−→̃
r N (0) , τ̃

)

× exp




i

et∫

0

dτ̃




1
2

N∑
i=1

(
ω̃2 − Ω̃2

x

)
〈x̃2

i 〉S0
+ 1

2

N∑
i=1

(
ω̃2 − Ω̃2

y

)
〈ỹ2

i 〉S0

+1
2

N∑
i=1

(ω̃2 − Ω̃2
z) 〈z̃2

i 〉S0
− eA

2

N∑
i=1

〈
cos

(
2k̃x̃i

)
+ 1

〉
S0

−g̃
N∑

i<j

〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0







.

(3.61)

Thus we may write
〈
cos

(
2k̃x̃i

)〉
S0

as

〈
cos

(
2k̃x̃i

)〉
S0

=
〈
e2iekexi + e−2iekexi

〉
/2 =

(〈
e2iekexi

〉
+

〈
e−2iekexi

〉)
/2. (3.62)
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We expand the average up to the first and second cumulants. Because S0 is

quadratic, only the first two cumulants are non-zero [17], i.e.

〈
exp

[
2ik̃x̃i

]〉
S0

= exp
[
2ik̃ 〈x̃i〉S0

− 2k̃2
(〈

x̃2
i

〉
S0
− 〈x̃i〉2

S0

)]
(3.63)

〈
exp

[
−2ik̃x̃i

]〉
S0

= exp
[
−2ik̃ 〈x̃i〉S0

− 2k̃2
(〈

x̃2
i

〉
S0
− 〈x̃i〉2

S0

)]
. (3.64)

The Green function g(τ̃ , τ̃) can be defined as

g(τ̃ , τ̃) =
〈
x̃2

i

〉
S0
− 〈x̃i〉2

S0
. (3.65)

Thus 〈
exp

[
2ik̃x̃i

]〉
S0

= exp
[
2ik̃ 〈x̃i〉S0

− 2k̃2g(τ̃ , τ̃)
]
. (3.66)

Expanding
〈
exp

[
2ik̃x̃i

]〉
S0

in the series by using the relation ex =
∞∑

n=0

xn

n!
, inte-

grating each term and taking the limit at t̃ → ∞ , we find that the terms which

depend on t̃ and end point term can be written in the closed form. (See Appendix

D for more details.) Thus we obtain

−iÃ

2

et∫

0

dτ̃

(
N∑

i=1

〈
cos

(
2k̃x̃i

)
+ 1

〉
S0

)

= −iNÃ

2
exp

(
−k2

ω̃

)
t̃− iNÃ

2
t̃

−
N∑

i=1

1

4ω̃

(
−2

(
γ − Ci

[
2k̃x̃1i

]
+ ln 2k̃x̃1i

)
− 2

(
γ − Ci

[
2k̃x̃2i

]
+ ln 2k̃x̃2i

))

−
N∑

i=1

Ã

2ω̃2

∞∑
j=1

(−1)(j+1) (2j + 1)
(
2k̃

)2(j+1)

(2j + 2)!j

(
x̃j

1i
+ x̃j

2i

)2j

×e−
ek2eω (j + 1)

(
− k̃2

ω̃

)−(1+j) (
Γ (1 + j)− Γ

(
1 + j,− k̃2

ω̃

))
,

(3.67)

where γ is Euler’s constant, with numerical value ' 0.577216, Ci[x] is the co-

sine integral function, Γ [x] is the Euler gamma function. Thus we obtain the
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propagator of the system

P ∼ exp

[
−iN

(
3ω̃

4
+

Ω̃2
x

4ω̃
+

Ω̃2
y

4ω̃
+

Ω̃2
z

4ω̃
+

Ã

2
+

Ã

2
exp

(
− k̃2

ω̃

)
+

g̃ (N − 1)

2

(
ω̃

2π

)3/2
)

t̃

]

× exp




+g̃
N∑

i<j

[
(er1i

−er1j)
2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, (er1i

−er1j)
2eω

2

)]

+g̃
N∑

i<j

[
(er2i

−er2j)
2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, (eri2

−erj2)
2eω

2

)]

−
N∑

i=1

1
4eω


 −2

(
γ − Ci

[
2k̃x̃1i

]
+ ln 2k̃x̃1i

)

−2
(
γ − Ci

[
2k̃x̃2i

]
+ ln 2k̃x̃2i

)



− eA
2eω2

∞∑
j=1

(−1)(j+1)(2j+1)(2ek)2(j+1)

(2j+2)!j

(
x̃2j

1i
+ x̃2j

2i

)

×e−
ek2eω (j + 1)

(
−ek2eω )−(1+j) (

Γ [1 + j]− Γ
[
1 + j,−ek2eω ])




.

(3.68)

This means that the ground state energy of the entire system has the energy

Ẽ0

N
=

3ω̃

4
+

Ω̃2
x

4ω̃
+

Ω̃2
y

4ω̃
+

Ω̃2
z

4ω̃
+

Ã

2
+

Ã

2
exp

(
− k̃2

ω̃

)
+

g̃ (N − 1)

2

(
ω̃

2π

)3/2

. (3.69)

and the ground state wave function in three dimensions

φ0

(−→̃
r

)
∼ exp




−
( eω

4
+

eΩ2
x

4eω )
x̃2 −

( eω
4

+
eΩ2

y

4eω )
ỹ2 −

( eω
4

+
eΩ2

z

4eω )
z̃2

+eg(N−1)
2

[ ex2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, ex2eω

2

)]

+eg(N−1)
2

[ ey2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, ey2eω

2

)]

+eg(N−1)
2

[ ez2

12
√

2

( eω
π

)3/2
pFq

(
{1, 1}, {5

2
, 2}, ez2eω

2

)]

+
eA

4eω (
γ − Ci

[
2k̃x̃

]
+ ln 2k̃x̃

)
− eA

2eω2

∞∑
j=1

(−1)(j+1)(2j+1)(2ek)2(j+1)

(2j+2)!j
x̃2j

×e−
ek2eω (j + 1)

(
−ek2eω )−(1+j) (

Γ [1 + j]− Γ
[
1 + j,−ek2eω ])




.

(3.70)

The first excited state of the system can be approximated as φ1

(−→̃
r

)
∼ x̃φ0 (x̃) φ0 (ỹ) φ0 (z̃) .
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Figure 3.13: The ground state energy per particle plotted against ω̃.

3.3.1 The Calculated Results

We minimize the ground state energy using the parameters Ω̃x = Ω̃y = Ω̃z = 1,

g̃ = 0.05, Ã = 4, N = 20. We find one curve which has a minimum point as shown

in Figure 3.13.

Ẽ0 = 4.508

ω̃ = 0.617 (3.71)

Replacing ω̃ into φ0(
−→̃
r ) and φ1(

−→̃
r ) and normalizing the wave function. We obtain

the normalized ground state and excited state wave functions as shown in Figure

3.14 and Figure 3.15, respectively. We find that γ++ are in good agreement with

the two-mode model of Gross-Pitaevskii equation as shown in Figure 3.16. We

can continue calculating the γij with various Ã. The results are shown in Figure

3.16.
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Figure 3.14: The ground state wave function plotted in three dimensions (g̃N = 1).
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Figure 3.15: The excited state wave function plotted in three dimensions. (g̃N = 1)
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Figure 3.16: The γ++ plotted against Ã. The dash line is calculated by two-mode

model of Gross-Pitaevskii equation and the solid line is calculated by the path

integral theory. (g̃N = 1).
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Figure 3.17: The γij plotted against Ã . The dash line is γ−−, the dot-dash line is

γ+− and the solid line is γ++. (g̃N = 1)
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We have studied Bose-Einstein condensation in a double well potential in

two types of double well potentials. We find that the ground state energy is

exactly the same as that of Baym and Pethick [18] for the case of the BEC in

harmonic potential
(
Ṽb = Ã = 0

)
. The wave functions of the system are used to

calculated γij. We find that γij are in good agreement with the two-mode model of

Gross-Pitaevskii equation for small g̃N in both types of the double well potentials.



CHAPTER IV

BOSE-EINSTEIN CONDENSATION

IN A DISORDERED SYSTEM

Bose-Einstein condensation in a disordered system or “dirty Bose system”

recently has attracted many researchers, both theoretically and experimentally. In

the experiment, liquid 4He adsorbed in porous media, such as Vycor or silica gel

(aerogel, xerogel). The suppression of the superfluidity and the critical behavior

at the phase transition have been investigated by Reppy [8], and the elementary

excitations of liquid 4He have been studied by Glyde et al. [9] using neutron

inelastic scattering. The system exhibited many interesting properties such as the

suppression of the superfluid and critical behavior near the phase transition.

In a dilute Bose gas, the transition temperature Tc will be an increasing

function of the interaction parameter, Na3 [22-26] where a is the hard sphere

diameter and N the particle density. In the case of liquid 4He, the transition

temperature would be reduced as a consequence of interparticle interaction. In the

experiment of Reppy et al. [12], they study the liquid 4He in a Vycor glass for the

low density regime. The 4He-Vycor system offers advantages over the BEC systems

of trapped atomic gases because in the Vycor case the interaction parameter can

be varied continuously from the low density to high density regime. The 4He-Vycor

system allows sample sizes on the order of a cubic centimeter. The interior channels

of the porous Vycor glass used for measurements range in diameter from 4 to 8

nm and form a highly interconnected 3D network. The superfluid helium atoms

are constrained by van der Waals forces to move over the complex 3D-connected
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surface provided by the pores. The system is cooled by the cryogenic techniques

and thermometry methods [12]. They used a torsional oscillator technique to

obtain a signal proportional to the superfluid particle density. In the low density

limit, thermodynamic properties similar to an ideal Bose gas with an effective

mass, m∗. From the experiment, the critical temperature increases by the effect

of Vycor system.

The dilute Bose gas in the presence of quenched impurities can be worked

out analytically within the Bogoliubov model by treating the random external

potential as a perturbation. The effect of disorder on the ground state energy,

superfluid and condensate fraction are calculated by Astrakharchik et al. [15].

They have found that the superfluid and condensate components of the system

are suppressed by the disorder.

We study Bose-Einstein condensation in a disordered system in finite corre-

lation length using the Feynman path integral. The advantage of this method is

that we can study the system in both white noise limit and long length correlation.

In this Chapter, we consider the model of Bose system consisting of N particles

with two body interactions confined within a volume V under the nonhomogeneity

of the system. The two body interaction is assumed to have the scattering length

a and the correlation length l. The nonhomogeneity of the system can be repre-

sented as porosity of the system. The main idea of this approach is to perform the

mean field approximation in the Feynman approach. This approximation is equiv-

alent to replacing the two body potential into a one body potential interacting

with the effective random potential. Performing the random potential due to the

mean field approximation of two body potential and the random potential of the

nonhomogeneous system we obtained the one body effective propagator. For high

density and weak scattering potentials, the effective propagator can be assumed

to be under the influence of Gaussian random potential. We consider the correla-

tion function arising from random potentials are Gaussian functions with different

scattering strengths. The calculation is carried out within the first cumulant ap-

proximation measured with respect to a non-local harmonic action containing one
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variational parameter. Taking the trace of the propagator and performing the

variational calculations we obtained analytical result of the effective mass and the

ground state energy. Several limiting cases, both for short and long ranges of the

interacting Bose gas and the correlation function of the impurity. The propagator

of the system is used to calculate the partition function, specific heat, the critical

temperature condensate density and superfluid density.

As a consequence of the above assumptions, we will show that all the above

mentioned physical quantities of the dimensionless parameters are: Na3 is the gas

parameter, a/l and b/L are the ratio of the scattering length and the correlation

length of the interacting particles and impurities, respectively, χ = n/N is the

concentration of the impurity, and R = χ (b/a)2 is the strength of disorder. An

outline of this Chapter is as follows. Section 4.1 is the model Lagrangian of the

system. Section 4.2, we introduce the non-local harmonic trial action. Section

4.3, we present the single propagator which leads to calculating the ground state

energy in both short and long correlation lengths. In the final section we study

the statistical properties of BEC in disordered systems such as condensate density,

critical temperature, superfluid density, etc.

4.1 The Model Lagrangian

We consider the N Bosons interacting with the pair potential u (−→r i −−→rj ) under

the influence of n external impurities potential v
(−→r i −−→Rj

)
distributed randomly.

The Lagrangian in this model system is given as

L=
N∑

i=1

1

2
m

·−→r
2

i−
N∑

i<j

u (−→r i −−→rj )−
N∑

i=1

n∑

k=1

v
(−→r i −−→Rk

)
, (4.1)
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where
−→
Ri is the positions of impurities which are assumed to be completely random.

The action associated with this Lagrangian is

S
[−→r N (t) ,−→r N (0) ;

{−→
R n

}]

=

∫ t

0

dτ

[
N∑

i=1

1

2
m

·−→r
2

i (τ)−
N∑

i<j

u (−→r i (τ)−−→rj (τ))−
N∑

i=1

n∑

k=1

v
(−→r i −−→Rk

)]

(4.2)

and the propagator associated with this action is

P
(−→r N (t) ,−→r N (0) , t;

{−→
R n

})

=

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ)) exp

(
i

~
S

[−→r N (t) ,−→r N (0) ;
{−→

R n

}])
. (4.3)

Carrying out the random average, we can write the averaged propagator as

P (−→r N (t) ,−→r N (0) , t) =
〈
P

(−→r N (t) ,−→r N (0) , t;
{−→

R n

})〉
{−→Rn}

=

∫
d
−→
R 1

V

∫
d
−→
R 2

V

∫
d
−→
R 3

V
...

d
−→
R n

V

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ))

× exp

(
i

~
S

[−→r N (t) ,−→r N (0) ;
{−→

R n

}])
, (4.4)

where the symbol

〈A〉{−→Rn} =

∫
d
−→
R 1

V

∫
d
−→
R 2

V

∫
d
−→
R 3

V
...

d
−→
R n

V
A. (4.5)

We average the propagator with respect to the impurities as shown in the details

below.

〈
P

(−→r N (t) ,−→r N (0) , t;
{−→

R n

})〉
{−→Rn}

=

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ)) exp

[
i

~

∫ t

0

dτ

[
N∑

i=1

1

2
m

·−→r
2

i (τ)−
N∑

i<j

u (−→r i (τ)−−→rj (τ))

]]

×
∫

d
−→
R 1

V

∫
d
−→
R 2

V
...

d
−→
R n

V
exp

[
i

~

∫ t

0

dτ

[
−

N∑
i=1

n∑

k=1

v
(−→r i (τ)−−→Rk

)]]

=

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ)) eO


1 +

n
∫

d
−→
R
V

exp

(
i
~
∫ t

0
dτ

[
−

N∑
i=1

v
(−→r i (τ)−−→R

)])
− n

n




n

,

(4.6)



49

where O = i
~
∫ t

0
dτ

[
N∑

i=1

1
2
m

·−→r
2

i (τ)−
N∑

i<j

u (−→r i (τ)−−→rj (τ))

]
. Using the formula

ex ' (
1 + x

n

)n
, which is valid for large n, we obtain

〈
P

(−→r N (t) ,−→r N (0) , t;
{−→

R n

})〉
{−→Rn}

=

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ))

×eO exp

[
n

∫
d
−→
R

[
exp

(
i

~

∫ t

0

dτ

[
−

N∑
i=1

v
(−→r i (τ)−−→R

)])
− 1

]]
,

(4.7)

where n = n
∫

d
−→
R and n = n

V
. Then the averaged propagator with respect the

impurities or disorder becomes

P (−→r N (t) ,−→r N (0) , t) =

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ)) exp

[
N∑

i=1

i

~

∫ t

0

dτ

(
1

2
m

·−→r
2

i (τ)

)]

× exp




−
N∑

i<j

i
~
∫ t

0
dτu (−→r i (τ)−−→rj (τ))

+
N∑

i=1

n
∫ t

0
dτ

∫
d
−→
R

(
e−

i
~
R t
0 dτv(−→r i(τ)−−→R) − 1

)


 . (4.8)

For Gaussian approximation we can expand the
(
e−

i
~
R t
0 dτv(−→r i(τ)−−→R) − 1

)
in power

series and keep only second orders in the random potential v
(−→r i (τ)−−→R

)
.

P (−→r N (t) ,−→r N (0) , t)

=

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ))× exp

[
i

~

∫ t

0

dτ

[
N∑

i=1

1

2
m

·−→r
2

i (τ)−
N∑

i<j

u (−→r i (τ)−−→rj (τ))

]]

× exp




−
N∑

i=1

n
∫

d
−→
R i
~
∫ t

0
dτv

(−→r i (τ)−−→R
)

+
N∑

i=1

1
2
n

(− i
~
)2 ∫ t

0

∫ t

0
dτdσd

−→
Rv

(−→r i (τ)−−→R
)

v
(−→r i (σ)−−→R

)


 . (4.9)

The next step, we make the mean field approximation which is equivalent to aver-

age over the j particles. Physically, this approximation is equivalent to replacing

one of the dynamics variable −→rj (τ) of the two-body interaction into a static pa-
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rameter
−→
R j. We can write the the propagator as

P (−→r N (t) ,−→r N (0) , t) =
〈
P

(−→r N (t) ,−→r N (0) , t;
{−→

RN

})〉
{−→R jN}

=

∫
d
−→
R j1

V

∫
d
−→
R j2

V

∫
d
−→
R j3

V
...

d
−→
R jN

V

∫ −→r N (t)

−→r N (0)

DN
(−→

RN (τ)
)

× exp

(
i

}
S

[−→r N (t) ,−→r N (0) ;
{−→

R jN

}])
. (4.10)

We average the propagator with respect to the static parameters
−→
R j. For high den-

sity and weak scattering of the interacting particles, we can write the propagator

as

P (−→r N (t) ,−→r N (0) , t)

=

∫ −→r N (T )

−→r N (0)

DN (−→r N (τ))× exp

[
N∑

i=1

i

~

∫ t

0

dτ
1

2
m

·−→r
2

i (τ)

]

× exp




−N
2

N∑
i=1

∫
d
−→
R j

i
~
∫ t

0
dτu

(−→r i (τ)−−→R j

)
−

N∑
i=1

n
∫

d
−→
R i
~
∫ t

0
dτv

(−→r i (τ)−−→R
)

+N
4

N∑
i=1

(− i
~
)2 ∫ t

0

∫ t

0
dτdσ

∫
d
−→
R ju

(−→r i (τ)−−→R j

)
u

(−→r i (σ)−−→R j

)

+
N∑

i=1

n
2

(− i
~
)2 ∫ t

0

∫ t

0
dτdσ

∫
d
−→
Rv

(−→r i (τ)−−→R
)

v
(−→r i (σ)−−→R

)




.

(4.11)

The two-particle interacting potential is assumed to be a Gaussian function of the

form

u
(−→r i (τ)−−→R j

)
=

(
4π~2a

m

) (
πl2

)−3/2
exp


−

(−→r i (τ)−−→R j

l

)2

 . (4.12)

The random potential is taken as

v
(−→r i (τ)−−→R

)
=

(
2π~2b

m

) (
πL2

)−3/2
exp


−

(−→r i (τ)−−→R
L

)2

 . (4.13)

Here a and b are the scattering lengths of the interacting particles and impurities,

l and L are the correlation length of interacting particle and of impurity, respec-

tively. The first term of the impurities in Eq.(4.11) is easily calculated and the
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result is

n

V

∫
d
−→
R

(
− i

~

∫ t

0

dτv
(−→r i (τ)−−→R

))

= − i

~
n

∫ t

0

dτ
2π~2b

m (πL2)3/2

∫
d
−→
R exp


−

(−→r i (τ)−−→R
L

)2



= − i

~

∫ t

0

dτ
2nπ~2b

m
= − i

~
ξb

2
t, (4.14)

where ξb = 4nπ~2b
m

. The second order or the correlation term is

N∑
i=1

(
− i

~

)2

n

∫ t

0

∫ t

0

dτdσ

∫
d
−→
Rv

(−→r i (τ)−−→R
)

v
(−→r i (σ)−−→R

)
. (4.15)

Performing the
−→
R -integration we obtain

∫
d
−→
Rv

(−→r i (τ)−−→R
)

v
(−→r i (σ)−−→R

)

=

(
2π~2b

m

)2 ∫ ∞

−∞
d
−→
R

1

(πL2)3 exp


−

(−→r i (τ)−−→R
L

)2

 exp


−

(−→r i (σ)−−→R
L

)2

 .

(4.16)

Using the formula
∫

dx exp
[
a (x2 − x)2] exp

[
b (x− x1)

2] =

√ −π

a + b
exp

[
ab

a + b
(x2 − x1)

2

]
,

(4.17)

we obtain

n

∫
d
−→
Rv

(−→r i (τ)−−→R
)

v
(−→r i (σ)−−→R

)

= n

(
2π~2b

m

)2 (
1

2πL2

)3/2

exp

[
−(−→r i (τ)−−→r i (σ))

2L2

2
]

. (4.18)

Similarly, we can calculate the interaction term. The results are

1

2
N

∫
d
−→
R j

(
− i

~

∫ t

0

dτu
(−→r i (τ)−−→R j

))
= − i

~

∫ t

0

dτ
2Nπ~2a

m
= − i

~
ξa

2
t,

(4.19)

where ξa = 4Nπ~2a
m

and N = N
V

. The second order is

1

4
N

∫
d
−→
R ju

(−→r i (τ)−−→R j

)
u

(−→r i (σ)−−→R j

)

=
1

4
N

(
4π~2a

m

)2 (
1

2πl2

)3/2

exp

[
−(−→r i (τ)−−→r i (σ))

2l2

2
]

. (4.20)
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Collecting all terms we have the average propagator as

P (−→r N (t) ,−→r N (0) , t)

=

∫ −→r N (t)

−→r N (0)

DN (−→r N (τ)) exp

[
i

~

∫ t

0

dτ

N∑
i=1

1

2
m

·−→r
2

i (τ)

]

× exp

[
− i

~
N

ξa

2
t +

N∑
i=1

(
− i

~

)2 ∫ t

0

∫ t

0

dτdσξl exp

[
−(−→r i (τ)−−→r i (σ))

2l2

2
]]

× exp

[
− i

~
N

ξb

2
t +

N∑
i=1

(
− i

~

)2 ∫ t

0

∫ t

0

dτdσξL exp

[
−(−→r i (τ)−−→r i (σ))

2L2

2
]]

,

(4.21)

where we define parameters ξl = 1
4
N

(
4π~2a

m

)2 (
1

2πl2

)3/2
and ξL = 1

2
n

(
2π~2b

m

)2 (
1

2πL2

)3/2
.

4.2 The Trial Action

After averaging over the random potentials, the system becomes translational

invariant. Therefore, it is reasonable to model the trial action with translational

invariance action given as

S0 =
N∑

i=1

∫ t

0

dτ
1

2
m

·−→r
2

i (τ)−
N∑

i=1

mω2

4t

∫ t

0

∫ t

0

dτdσ (−→r i (τ)−−→ri (σ))
2
, (4.22)

here ω is a variational parameter. The averaged propagator can be rewritten in

terms of the trial propagator as

P (−→r N (t) ,−→r N (0) , t) = P0 (−→r N (t) ,−→r N (0) , t)

〈
exp

[
i

~
(S − S0)

]〉

S0

. (4.23)

Expanding the above average in terms of the cumulants

P (−→r N (t) ,−→r N (0) , t) = P0 (−→r N (t) ,−→r N (0) , t) exp

[
i

~
〈(S − S0)〉S0

]

× exp

[
+

1

2

(
i

~

)2 {〈
(S − S0)

2〉
S0
− 〈(S − S0)〉2S0

}]
,

(4.24)

keeping only the first cumulant we have

P1 (−→r N (t) ,−→r N (0) , t) ' P0 (−→r N (t) ,−→r N (0) , t) exp

[
i

~
〈(S − S0)〉S0

]
. (4.25)
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Therefore, our calculations reduce to determine the trial propagator P0 (−→r N (t) ,−→r N (0) , t)

and the action difference i
~ 〈(S − S0)〉S0

.

4.2.1 The Trial Propagator

This propagator can be obtained in a closed form and the result is given in [20].

The exact expression is

P0 (−→r N (t) ,−→r N (0) , t) =
( m

2πi~t

) 3
2
N

(
ωt

2 sin ωt
2

)3N

× exp

[
i

~

N∑
i=1

mω

4
cot

(
ωt

2

)
(−→ri (t)−−→ri (0))

2

]
.

(4.26)

This expression is reduced to free particle propagator for ω = 0.

P0 (−→r N (t) ,−→r N (0) , t) =
( m

2πi~t

) 3
2
N

exp

[
i

~

N∑
i=1

m

2

(−→ri (t)−−→ri (0))
2

t

]
(4.27)

The next step is to evaluate the action difference i
~ 〈S − S0〉S0

which is written as

i

~
〈S − S0〉S0

= − i

~
N

(
ξa

2
+

ξb

2

)
t

+
N∑

i=1

(
− i

~

)2 ∫ t

0

∫ τ

0

dτdσξl

〈
exp

[
−(−→r i (τ)−−→r i (σ))

2l2

2
]〉

S0

+
N∑

i=1

(
− i

~

)2 ∫ t

0

∫ τ

0

dτdσξL

〈
exp

[
−(−→r i (τ)−−→r i (σ))

2L2

2
]〉

S0

−
N∑

i=1

mω2

4t

∫ t

0

∫ t

0

dτdσ
〈
(−→r i (τ)−−→ri (σ))

2
〉

S0

. (4.28)

Let us consider

〈
exp

[
−(−→r i(τ)−−→r i(σ))

2L2

2
]〉

S0

and perform the Fourier transform

〈
exp

[
−(−→r i (τ)−−→r i (σ))

2L2

2
]〉

S0

=

(
2π

L2

)−3/2 ∫ ∞

−∞
d
−→
k

〈
exp

[
i
−→
k · (−→r i (τ)−−→ri (σ))− L2−→k 2

2

]〉

S0

.(4.29)
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We expand the exponent in the cumulant expansion

〈
exp

[
i
−→
k · (−→r i (τ)−−→ri (σ))

]〉
S0

= exp
[
κ1

i (τ, σ) + κ2
i (τ, σ)

]
. (4.30)

Here κ1
i denotes the first cumulant and κ2

i denotes the second cumulant. Because

of the quadratic action, only the first and second cumulants survive. Therefore,

κ1
i (τ, σ) = i

−→
k · 〈−→r i (τ)−−→ri (σ)〉

S0
(4.31)

and the second cumulant κ2
i (τ, σ)

κ2
i (τ, σ) = −−→k 2G (τ, σ) , (4.32)

where the Green function G (τ, σ) is given by

G (τ, σ) =
1

2

[
1

3

〈
(−→r i (τ)−−→ri (σ))

2
〉

S0

− 〈−→r i (τ)−−→ri (σ)〉2
S0

]
. (4.33)

The k-integration can be calculated by using the formula
∫

dx exp [−ax2 + bx] =
√

π
a

exp
[

b2

4a

]
. Thus we obtain

〈
exp

[
−(−→r i (τ)−−→r i (σ))

2L2

2
]〉

S0

=

(
2π

L2

)−3/2 ∫ ∞

−∞
d
−→
k exp

[
i
−→
k · 〈−→r i (τ)−−→ri (σ)〉

S0
−−→k 2

(
G (τ, σ) +

L2

2

)]

=
1(

1 + 2
L2 G (τ, σ)

)3/2
exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2L2
(
1 + 2

L2 G (τ, σ)
)
]

. (4.34)

We have

N∑
i=1

(
− i

~

)2 ∫ t

0

∫ τ

0

dτdσξL

〈
exp

[
−(−→r i (τ)−−→r i (σ))

2L2

2
]〉

S0

=
N∑

i=1

(
− i

~

)2 ∫ t

0

∫ τ

0

dτdσξL
1(

1 + 2
L2 G (τ, σ)

)3/2
exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2L2
(
1 + 2

L2 G (τ, σ)
)
]

.

(4.35)
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Therefore we obtain the first averaged action i
~ 〈S〉S0

i

~
〈S〉S0

= − i

~
N

ξa

2
t +

N∑
i=1

(
− i

~

)2 ∫ t

0

∫ τ

0

dτdσξl
1

(
1 + 2

l2
G (τ, σ)

) 3
2

exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2l2
(
1 + 2

l2
G (τ, σ)

)
]

− i

~
N

ξb

2
t +

N∑
i=1

(
− i

~

)2 ∫ t

0

∫ τ

0

dτdσξL
1

(
1 + 2

L2 G (τ, σ)
) 3

2

exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2L2
(
1 + 2

L2 G (τ, σ)
)
]

.

(4.36)

Finally i
~ 〈S0〉S0

is given in the paper in [20]

i

~
〈S0〉S0

= −
N∑

i=1

i

~
mω2

4t

∫ t

0

∫ t

0

dτdσ
〈
(−→r i (τ)−−→r i (σ))

2
〉

S0

= −3

2

(
1

2
ωt cot

1

2
ωt− 1

)

− i

~
m

[
1

4
ωt cot

1

2
ωt−

(
1

2
ωt csc

1

2
ωt

)2
]

(−→ri (t)−−→ri (0))
2

2t
.

(4.37)

4.2.2 Approximated Propagator

Collecting all contributions, we have the approximated propagator in the first

cumulant approximation as

P (−→r N (t) ,−→r N (0) , t) =
( m

2πi~t

) 3
2
N

(
ωt

2 sin ωt
2

)3N

× exp

[
3N

2

(
1

2
ωt cot

1

2
ωt− 1

)]
exp

[
− i

~
N

(
ξa

2
+

ξb

2

)
t

]

× exp

[
N∑

i=1

(
i

~

)2 ∫ t

0

∫ τ

0

dτdσξl
1(

1 + 2
l2

G (τ, σ)
)3/2

exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2l2
(
1 + 2

l2
G (τ, σ)

)
]]

× exp

[
N∑

i=1

(
i

~

)2 ∫ t

0

∫ τ

0

dτdσξL
1(

1 + 2
L2 G (τ, σ)

)3/2
exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2L2
(
1 + 2

L2 G (τ, σ)
)
]]

× exp

[
N∑

i=1

i

~
m

[
1

4
ωt cot

1

2
ωt−

(
1

2
ωt csc

1

2
ωt

)2
]

(−→ri (t)−−→ri (0))
2

2t

]
. (4.38)
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The averaged propagator contains only the following averages 〈−→r (τ)〉S0
,
〈−→r (τ)2〉

S0
,

〈−→r (τ) · −→r (σ)〉S0
and

〈
(−→r (τ)−−→r (σ))

2
〉

S0

. These averages can be obtained from

the generating functional.

4.2.3 Generating Functional

Generating functional or the characteristic functional is defined as

〈
exp

[
i

~

∫ t

0

−→
f · −→r (τ) dτ

]〉

S0

=

〈
exp

[
i

~

(
S0 +

∫ t

0

d (τ)
−→
f · −→r (τ)

)]〉

S0

=

〈
exp

[
i

~
S ′

]〉
, (4.39)

where

S ′ = S0 +

∫ t

0

−→
f · −→r (τ) dτ. (4.40)

The classical action S ′0,cl associated with this action S ′ can be determined exactly.

The result is given in [20]

S ′0,cl =
mω

4
cot

(
ωt

2

)
(−→r (t)−−→r (0))

2

+−→r (0) ·
∫ t

0

d (τ)
−→
f (τ) ·

(
sin (ω (t− τ))

sin ωt
+

sin
(

ω
2

(t− τ)
)
sin ω

2
τ

cos
(

ω
2
T

)
)

+−→r (t) ·
∫ t

0

d (τ)
−→
f (τ) ·

(
sin ωτ

sin ωt
+

sin
(

ω
2

(t− τ)
)
sin ω

2
τ

cos ω
2
t

)

+

∫ t

0

∫ t

0

dτdσ
−→
f (τ) · −→f (σ)




sin(ω(t−τ)) sin ωτ
mω sin ωt

−4
sin(ω

2
(t−τ)) sin(ω

2
(τ)) sin(ω

2
(t−σ)) sin ω

2
σ

mω sin ωt


 .

(4.41)

Using this generating functional and using the following expressions given in [16].

〈−→r (τ)〉
S0

=

[
δS ′0,cl

δ
−→
f (τ)

]

−→
f (τ)=0

(4.42)

〈−→r (τ) · −→r (σ)〉
S0

=

[(
~
i

)
δ2S ′0,cl

δ
−→
f (τ) · δ−→f (σ)

+
δS ′0,cl

δ
−→
f (τ)

· δS ′0,cl

δ
−→
f (σ)

]

−→
f (τ)=0

(4.43)
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One can obtain the averages by differentiating the classical action once or twice

with respect to
−→
f (τ) and setting

−→
f (τ) = 0. Following these procedures we obtain

the linear terms

〈−→r (τ)〉
S0

= −→r (t) ·
(

sin ωτ

sin ωt
− sin

(
ω
2

(t− τ)
)
sin ω

2
τ

cos ω
2
t

)

+−→r (0) ·
(

sin (ω (t− τ))

sin ωt
− sin

(
ω
2

(t− τ)
)
sin ω

2
τ

cos ω
2
t

)
.

(4.44)

Then the difference of 〈−→r (τ)〉S0
− 〈−→r (σ)〉

S0
is

〈−→r (τ)〉S0
− 〈−→r (σ)〉

S0
=

cos
(

ω
2

(t− |τ + σ|)) sin
(

ω
2

(τ − σ)
)

sin ω
2
t

[−→r (t)−−→r (0)] .

(4.45)

The second cumulant or Green Function is

g (τ, τ) =
1

2

[
1

3

〈−→r i (τ)2〉
S0

− 〈−→r i (τ)〉2
S0

]

=
i~
2

[
sin (ω (t− τ)) sin ωτ

mω sin ωt
− 4

(
sin

(
ω
2

(t− τ)
)
sin ω

2
τ
)2

mω sin ωt

]

(4.46)

and

G (τ, σ) =
1

2

[
1

3

〈
(−→r i (τ)−−→ri (σ))

2
〉

S0

− 〈−→r i (τ)−−→ri (σ)〉2
S0

]

=
i~ sin

(
ω(τ−σ)

2

)
sin

(
ω(t−(τ−σ))

2

)

mω sin
(

ωt
2

) . (4.47)

4.3 Single Particle Propagator

Since every term is in the power of the order N , therefore we can consider only

the single particle propagator.

P (−→r N (t) ,−→r N (0) , t) =
( m

2πi~t

)3/2
(

ωt

2 sin ωt
2

)3

× exp

[
3

2

(
1

2
ωt cot

1

2
ωt− 1

)]
exp

[
− i

~

(
ξa

2
+

ξb

2

)
t

]
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× exp

[(
i

~

)2 ∫ t

0

∫ τ

0

dτdσξl
1(

1 + 2
l2

G (τ, σ)
)3/2

exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2l2
(
1 + 2

l2
G (τ, σ)

)
]]

× exp

[(
i

~

)2 ∫ t

0

∫ τ

0

dτdσξL
1(

1 + 2
L2 G (τ, σ)

)3/2
exp

[
−
〈−→r i (τ)−−→ri (σ)〉2

S0

2L2
(
1 + 2

L2 G (τ, σ)
)
]]

× exp

[
i

~
m

[
1

4
ωt cot

1

2
ωt−

(
1

2
ωt csc

1

2
ωt

)2
]

(−→ri (t)−−→ri (0))
2

2t

]
. (4.48)

The single particle propagator contains all information which we will try to work

out from this propagator. To obtain the ground state energy, we expand the

exponential term in a series and keep only the first order. Let us consider the first

order

∫ t

0

∫ τ

0

dτdσ
1(

1 + 2
L2 G (τ, σ)

)3/2
=

∫ t

0

∫ τ

0

dτdσ
1

(B + C)3/2
, (4.49)

where B = 1− i~µ cot( 1
2
ωt)

L2m2ν
and C =

i~ cos( 1
2
ωt−2ω(σ−τ)) csc( 1

2
ωt)

L2mω
. For large t̃, cot ω̃t̃ →

i, csc
[
ω̃t̃

] → 0 and C
B
¿ 1. Expanding 1

(B+C)3/2 in the power of C
B

and then

integrating each term. After integrating, the infinite terms can be written in a

close form (See Appendix F for more details)

∫ t

0

∫ τ

0

dτdσ
1(

1 + 2
L2 G (τ, σ)

)3/2

= − t2(
1 + 2EL

Eω

)3/2
+ t

2i~(
1 + 2EL

Eω

)3/2

Eω

(
1− ln 2−

√
1 +

2EL

Eω

+ ln

(
1 +

√
1

1 + 2EL

Eω

))
.

(4.50)

This result is exact solution for the limit t →∞. The first term is the width of the

ground state energy due to fluctuation and the second term is the ground state

energy term. Similarly, we can calculate the interaction part.
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4.3.1 Ground State Energy

Collecting all terms, we obtain ground state energy in any correlation lengths of

the interaction and impurity.

E0 =
3

4
Eω + 4πa3NEa

(
1 +

b

a

n

N

)

+
2ξl(

1 + 2El

Eω

)3/2

Eω

(
1− ln 2−

√
1 +

2El

Eω

+ ln

(
1 +

√
1

1 + 2El

Eω

))

+
2ξL(

1 + 2EL

Eω

)3/2

Eω

(
1− ln 2−

√
1 +

2EL

Eω

+ ln

(
1 +

√
1

1 + 2EL

Eω

))
,

(4.51)

where Eω = ~ω, Ea = ~2
2ma2 , El = ~2

2ml2
and EL = ~2

2mL2 .

White noise limit

Taking the small l and L limit so 2El

Eω
>> 1 and 2EL

Eω
>> 1. Therefore we have

E0 = 4πa3NEa

(
1 +

b

a

n

N

)
+

3

4
Eω+

2ξl (1− ln 2)
√

Eω

(2El)
3/2

+
2ξL (1− ln 2)

√
Eω

(2EL)3/2
− ξl

El

− ξL

EL

.

(4.52)

Consider the 4th term in Eq.(4.52)

2ξL (1− ln 2)
√

Eω

(2EL)3/2
= 2 (1− ln 2)

1
2
n

(
2π~2b

m

)2 (
1

π2L2

)3/2√
Eω

(
2~2

2mL2

)3/2

= 2
√

πa3N
√

Ea

√
EωR (1− ln 2) (4.53)

and the last term in Eq.(4.52)

− ξL

EL

= −
1
2
n

(
2π~2b

m

)2 (
1

π2L2

)3/2

~2
2mL2

= −n~2b2
√

2π

Lm
= −4πa3NEa

b

a

n

N

1√
2π

b

L
.
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We can write the ground state energy in term of the dimensionless parameters:

Na3, b
a
, a

l
, b

L
and R.

E0 = 4πa3NEa

(
1 +

b

a

n

N

)
− 4πa3NEa

(√
2

π

a

l
+

b

a

n

N

1√
2π

b

L

)

+
3

4
Eω + 2a3N

√
Ea

√
Eω

√
π (2 + R) (1− ln 2) (4.54)

In order to avoid the divergency in taking the “White noise limit”, we consider

l > a, L > 2b − a. The physical meaning of the hard-sphere model is that the

correlation length of the interacting particle and the impurity cannot be less than

diameter of particle a and diameter of impurity 2b−a [15]. Minimizing the ground

state energy by solving dE0/dEω = 0, we get

Eω =

(
4

3

√
πa3N (2 + R) (1− ln 2)

)2

Ea, (4.55)

where R = n
N

(
b
a

)2
. Substituting Eq.(4.55) into Eq.(4.54) and setting l = a, L =

2b− a, we obtain

E0

Ea

= 4πa3N

(
1 +

b

a

n

N

)
− 4πa3N

(√
2

π
− 1√

2π

1

2− a
b

a

b

n

N

)

+4π
(
a3N (2 + R) (1− ln 2)

)2
. (4.56)

This ground state energy is lower than the ground energy from the Bogoliubov

theory which is in agreement with Feynman path integral theory as shown in

Figure 4.1.

Long length limit

Taking the large l and L limit so 2El

Eν
<< 1 and 2EL

Eν
<< 1. Therefore we can

expand in the power of 2El

Eν
and 2EL

Eν
as

√
1 + 2El

Eω
' 1+ El

Eω
and ln

(
1 +

√
1

1+
2El
Eω

)
'

ln 2− El

2Eω
. Thus we can write Eq.(4.51) as

E0 ' 3

4
Eω + 4πa3NEa

(
1 +

b

a

n

N

)
− 12a3N

√
Ea

√
2πE

5/2
l

E2
ω

− 6a3N
√

Ea

√
2πE

5/2
L R

E2
ω

.

(4.57)
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2. ´ 10
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0.00001

0.0001
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E0 /Ea
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R = 100 (n/N = 4, b/a = 5)

R = 25 (n/N = 1, b/a = 5 )

R = 2 (n/N = 0.5, b/a = 2)

Figure 4.1: The ground energy in the unit of Ea against a3N . The dash line is

calculated by Bogoliubov theory and the solid line is calculated by path integral

theory for the white noise limit.

Minimizing the ground state energy by solving dE0/dEω = 0, we get

Eω = −2
√

2
(
a3N

√
πEa

(
2E

5/2
l + E

5/2
L R

))1/3

. (4.58)

Substituting Eq.(4.58) into Eq.(4.57), we obtain

E0

Ea

= 4πa3N

(
1 +

b

a

n

N

)
− 9

2
√

2

(
√

πa3N
(a

l

)5
(

2 +

(
l

L

)5

R

))1/3

. (4.59)

This ground state energy for long length limit is shown in Figure 4.2. We find

that the second term in Eq.(4.59) is so small. Therefore we can approximate the

ground state energy for long length limit as the mean-field energy.
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a³N

__

Figure 4.2: The ground state energy in the unit of Ea for long correlation length

limit against a3N . (a/l = 0.0001, l/L = 0.5)

4.4 Condensate Density

The propagator of the system is reduced to the free particle propagator when

ω = 0 (no harmonic trap). This means that we measure the system by free

particle propagator. To obtain the condensate contributions and contact with the

Bugoliubov approach, let us consider the single particle propagator in Eq.(4.48)

again. Taking the limit ω = 0, we have

〈−→r (τ)〉S0
− 〈−→r (σ)〉

S0
=

ω→0

(τ − σ)

2
(−→r (t)−−→r (0)) (4.60)

and

G (τ, σ) =
ω→0

i~ (τ − σ) (t− (τ − σ))

2mt
(4.61)

P0 (−→r N (t) ,−→r N (0) , t) =
ω→0

( m

2πi~t

) 3
2
N

exp

[
i

~

N∑
i=1

m

2

(−→ri (t)−−→ri (0))
2

t

]
. (4.62)
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The single particle propagator can be written as

P1 (−→r (t) ,−→r (0) , τ) = P0 (−→r N (t) ,−→r N (0) , τ) exp

[
i

~
〈S − S0〉S0

]

=
( m

2πi~t

)3/2

exp

[
i

~
m

2t
(−→r i (t)−−→r i (0))

2

]
exp

[
− i

~

(
ξa

2
+

ξb

2

)
t

]

× exp


− ξl

~2

∫ t

0

∫ τ

0

dτdσ
1(

1 + 2
l2

i~(τ−σ)(t−(τ−σ))
2mt

)3/2
exp


−

(
τ−σ

2

)2
(−→r (t)−−→r (0))

2

2l2
(
1 + 2

l2
i~(τ−σ)(t−(τ−σ))

2mt

)






× exp


−ξL

~2

∫ t

0

∫ τ

0

dτdσ
1(

1 + 2
L2

i~(τ−σ)(t−(τ−σ))
2mt

)3/2
exp


−

(
τ−σ

2

)2
(−→r (t)−−→r (0))

2

2L2
(
1 + 2

L2

i~(τ−σ)(t−(τ−σ))
2mt

)




 .

(4.63)

Expanding the exponential term up to second orders, we can calculate the first

and the second terms exactly. The results are

− ξl

~2

∫ t

0

∫ τ

0

dτdσ
1(

1 + 2
l2

G (τ, σ)
)3/2

= − ξl

~2

2l2mt2

i~t
(
1− 4il2m

~t
) (4.64)

and the second term is

ξl

~2

∫ t

0

∫ τ

0

dτdσ

(
τ−σ

2

)2
(−→r (t)−−→r (0))

2

2l2
(
1 + 2

l2
G (τ, σ)

)5/2
=

ξl

~2

2l2m2t2

3 (i~t)2 (
1− 4il2m

~t
)2 (−→r (t)−−→r (0))

2
.

(4.65)

For large t limit, we can expand Eq.(4.64) and Eq.(4.65) in the power of 1
t

and

keep only the first two terms. Thus the propagator can be written in the simple

form as

P1 (−→r (t) ,−→r (0) , t) =

(
m∗

2πi~t

)3N/2

e−
i
~NE0t

× exp




i
~

m
2t

(
1− 16

√
2π

3
a3N

(
2l
a

+ L
a
R

))

×
N∑

i=1

(−→r i (t)−−→r i (0))
2


 .

(4.66)

In order to obtain the normalized wave function, we set

m∗

m
(
1− 16

√
2π

3
a3N

(
2l
a

+ L
a
R

)) = 1. (4.67)
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Therefore the propagator of the system can be written in the simple form.

P1 (−→r (t) ,−→r (0) , t) =

(
m∗

2πi~t

)3N/2

e−
i
~NE0t exp

[
i

~
m∗

2t

N∑
i=1

(−→r i (t)−−→r i (0))
2

]

(4.68)

where the ground state energy is

E0 = 4πa3NEa

(
1 +

b

a

n

N

)
− 4πa3NEa

√
2

π

a

l
− 4πa3NEa

b

a

n

N

1√
2π

b

L
. (4.69)

This ground state energy is the same as the ground state energy in Eq.(4.54) in

the limit of Eω → 0. The effective mass ratio is

m∗

m
= 1− 16

√
2π

3
a3N

(
2l

a
+

L

a
R

)
. (4.70)

Thus we obtain the ground state energy and effective mass for any correlation

lengths of the interacting particles and of impurity. We replace t by −i~β. There-

fore the N -body density matrix can be written as

ρ1 (−→r (t) ,−→r (0) , t) =

(
m∗kT

2π~2

)3N/2

e−NE0β exp

[
− m∗

2~2β

N∑
i=1

(−→r i (t)−−→r i (0))
2

]
.

(4.71)

Suppose a permutation contains Cv cycles of length v and
∞∑
i=1

vCv = N for v > 1.

Thus the partition function is

Q(µ) = exp [−Fβ] = exp

[
N∑

ν=1

hν
αν

ν

]
, (4.72)

where α = eµβ and

hν =
V

ν3/2

(
m∗

2π~β

)3ν/2 (
2π~2β

m∗

)3(ν−1)/2

= V

(
m∗

2π~2βν

)3/2

. (4.73)

Therefore

exp [−Fβ] = exp

[
V

(
m∗

2π~2β

)3/2

ζ5/2 (α)

]
, (4.74)

where F is the free energy, α = eµβ, ζ5/2 (α) =
N∑

ν=1

αν

ν5/2 . For temperature T < Tc so

α = 1 and ζ5/2 (1) = 1.341. Thus the free energy of the system is

F = −ζ5/2 (1) V

β

(
m∗

2π~2β

)3/2

. (4.75)
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The specific heat is

Cv = −T∂2F

∂T 2
= ζ5/2 (1)

15V k

4

(
km∗T
2π~2

)3/2

= ζ5/2 (1)
15V k

4

(
kmT

2π~2

)3/2
(

1− 16
√

2π

3
a3N

(
2l

a
+

L

a
R

))3/2

.(4.76)

The critical temperature Tc is

Tc =
2π~2

m
(
1− 16

√
2π

3
a3N

(
2l
a

+ L
a
R

))
k

(
N c

ζ3/2 (1)

)2/3

. (4.77)

Where N c is the condensate density of the system. For dilute gas a3N << 1, we

obtain the critical temperature

Tc = T0

(
1 +

16
√

2π

3
a3N

(
2l

a
+

L

a
R

))
, (4.78)

where T0 is the critical temperature of ideal gas T0 = 2π}2
mk

(
Nc

ζ3/2(1)

)2/3

. We find

that the critical temperature is increased by the repulsive interaction and the

strength of disorder which is in agreement with [22] as shown in Figure 4.3. The

condensate density is

N c =
1

βQ(µ)

∂Q(µ)

∂µ
=

(
m∗kTc

2π~2

)3/2

ζ3/2 (1)

=

(
mkTc

2π~2

(
1− 16

√
2π

3
a3N

(
2l

a
+

L

a
R

)))3/2

ζ3/2 (1)

' N0

(
1− 8

√
2πa3N

(
2l

a
+

L

a
R

))
, (4.79)

where N0 is condensate density of ideal gas N0 =
(

mkTc

2π}2
)3/2

ζ3/2 (1). We find that

the condensate density is depleted by the repulsive interaction and the strength

of disorder (see Figure. 4.4). If there is no interaction and impurity, the system

is the ideal Bose gas. The condensate density is also depleted by the correlation

length of interaction and the strength of disorder. Therefore the long correlation

length can suppress the condensate density.



66

0.002 0.004 0.006 0.008 0.01

1.2

1.4

1.6

1.8

2

a  N

__

3

T  / Tc       0

Figure 4.3: The critical temperature against a3N . The dash line is crit-

ical temperature of Bose gas with no impurity and the solid line is crit-

ical temperature in the presence of the impurity for white noise limit.

(l = a, L = 2b− a,R = 2 and b/a = 2)
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Figure 4.4: The condensate density against a3N . The dash line is condensate

density with no impurity and the solid line is condensate density in the presence

of the impurity for white noise limit.

(l = a, L = 2b− a,R = 2 and b/a = 2)
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Figure 4.5: The superfluid fraction against a3N . The dash line is superfluid

fraction with no impurity and the solid line is superfluid fraction in the presence

of the impurity for white noise limit.

(l = a, L = 2b− a, R = 2 and b/a = 2)

4.4.1 Superfluid Fraction

The superfluid fraction can be defined as the difference between the energies Ev

and ground state energy E0.

Nmv2

2

ρs

ρ
= Ev − E0 (4.80)

where ρs is the superfluid density, ρ is the total density of the system, Ev is the

ground state energy of the system moving with velocity v and E0 is the ground

state of the rest system. Using this definition we have

Nmv2

2

ρs

ρ
=

Nm∗v2

2
. (4.81)

Therefore
ρs

ρ
=

m∗

m
= 1− 16

√
2π

3
a3N

(
2l

a
+

L

a
R

)
. (4.82)

We find that the repulsive interaction, the strength of disorder, the correlation

length of interaction, and impurity deplete the superfluid fraction, as well as the

condensate density.
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Bose-Einstein condensation in a disordered system was studied using Feyn-

man’s path integral theory. The correlation function of the interacting particle

and impurity are assumed to be a Gaussian function with different scattering

strengths. The mean field approximation on the two body interaction is equiva-

lent to replacing the two body interaction into a one body interaction by averaging

over the interacting particles. After averaging over the impurities and the inter-

acting particles, the system became translation invariant so we chose the non-local

harmonic action to be the trial action. Performing the variation calculations we

obtained the analytical result of the ground state energy. We studied the ground

state energy into 2 main cases: short and long correlation lengths. Short correla-

tion length or white noise limit is in good agreement with Bugoliubov approach.

We also considered the statistical properties. We have found that when ω → 0,

the system reduces to the free particle system with the effective mass m∗. We

summed over all permutations so we obtained the partition function which led to

the critical temperature, condensate density and superfluid fraction, etc. We have

found that the impurity suppresses the condensate density and superfluid fraction.



CHAPTER V

CONCLUSION

5.1 Bose-Einstein Condensation in a Double Well

Potential

We have studied the Bose-Einstein condensation in a double well potential of 2

types: harmonic potential superimposed with a Gaussian or with a cosine barrier

using the Feynman path integral theory. The mean field approximation is per-

formed by replacing the pair potential into a one body potential by path integral

approach. The calculations are carried out within the first cumulant approxima-

tion measured with respect to a local harmonic action containing one variational

parameter. The advantage of this method is that all calculations can be evaluated

analytically. We obtained analytical results of the ground state energy which is

exactly the same as ref. [18] for Ṽb = 0 or Ã = 0. The ground state and the first

excited state wave functions used to calculate the overlap integral γij are in good

agreement with that from two-mode model of Gross-Pitaevskii equation for small

g̃N .

5.2 Bose-Einstein Condensation in a Disordered

System

We have studied Bose-Einstein condensation in a disodered system by Feynman’s

path integral theory. This leads to determining the propagator in the limit of
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very low temperatures. The propagator contains all information of the system

such as the ground state energy and the wave function which is similar to the free

particle wave function with an effective mass m∗. We study the system in two

main cases: white noise limit and long correlation length of interacting particles

and of impurities.

For white noise limit, the system go beyond to the limit of Bugoliubov

approach which is a special case of our model. The interacting potential and

impurity potential are reduced to the Dirac delta function. In dilute Bose gas

a3N ¿ 1, we obtain the ground state energy which is in good agreement with

Bugoliubov theory. Moreover Feynman path integral theory can be used to study

the long correlation length of interacting particles and impurities by taking the

limit of long correlation length of interacting particles and impurities, Therefore,

the Gaussian potential of interacting particles and impurities is broad and flat.

This implies that these potentials are too weak.

In the limit ω → 0, the propagator of the system reduces to the free particle

propagator. We obtain the density matrix. After summing over all permutations

of N -body density matrix, we obtained the partition function, specific heat, criti-

cal temperature and condensate density. We found that the repulsive interacting

particles, the strength of disorder, and the correlation length of both interacting

particles and impurities, suppress the condensate density and the superfluid frac-

tion. The critical temperature is increased by the repulsive interacting particles,

the strength of disorder and the correlation length.
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[25] G. Baym, J. -P. Blaizot, M. Holzmann, Phys. Rev. Lett. 83, 1703 (1999).

[26] M. Holzmann and W. Krauth, Phys. Rev. Lett. 83, 2687 (1999).



Appendices



Appendix A

Average of Gaussian Potential

We show the detailed calculations of the integral of the Gaussian function

of the propagator in Eq.(3.19). Let us consider

〈
exp

[
−

(
x̃i

σ̃

)2
]〉

S0

=
1(

1 + 2ieσ2eω sin eω(et−eτ) sin eωet
sin eωet )1/2

exp


−

( ex2 sin eωet+ex1 sin eω(et−eτ)

sin eωet )2

σ̃2
(
1 + 2ieσ2eω sin eω(et−eτ) sin eωeτ

sin eωet )


 .

(A.1)

We let

a =

(
x̃2 sin ω̃τ̃ + x̃1 sin ω̃(t̃− τ̃)

sin ω̃t̃

)2

b = 1 +
1

σ̃2ω̃

c =
i

σ̃2ω̃
cos

[
2ω̃τ̃ − ω̃t̃

]
csc

[
ω̃t̃

]
. (A.2)

Therefore we can write in the formet∫

0

〈
exp

[
−

(
x̃i (τ)

σ̃

)2
]〉

dτ̃ =

et∫

0

1

(b + c)1/2
exp

[
− a

σ̃2 (b + c)

]
dt̃. (A.3)

For large t̃, cot ω̃t̃ → i, csc
[
ω̃t̃

] → 0, c
b

, aeσ2(b+c)
¿ 1. Therefore we can expand

exp
[
− aeσ2(b+c)

]
in the series.

et∫

0

〈
exp

[
−

(
x̃i (τ)

σ̃

)2
]〉

dτ̃ =

et∫

0

1

(b + c)1/2


 1− aeσ2(b+c)

+ 1
2

(
aeσ2(b+c)

)2

−1
6

(
aeσ2(b+c)

)3

+ 1
24

(
aeσ2(b+c)

)4

+ ...


 dτ̃ .

(A.4)

We consider the first term in Eq.(A.4) and expand in the series

1

(b + c)1/2
=

√
1

b
− c

2b3/2
+

3c2

8b5/2
− 15c3

16b7/2
+

35c4

128b9/2
+ .... (A.5)
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Integrating in each term, we have

1st :

et∫

0

√
1

b
dτ̃ =

t̃

b1/2

2nd : −
et∫

0

c

2b3/2
dτ̃ = − i

2σ̃2ω̃2b3/2

3rd :

et∫

0

3c2

8b5/2
dτ̃ = − 3 cot

[
ω̃t̃

]

16σ̃4ω̃3b5/2
− 3t̃ csc2

[
ω̃t̃

]

16σ̃4ω̃3b5/2

4th : −
et∫

0

15c3

16b7/2
dτ̃ = − 5i

96σ̃6ω̃4b7/2
+

5 cot2
[
ω̃t̃

]

96σ̃6ω̃4b7/2
+

25i csc2
[
ω̃t̃

]

96σ̃6ω̃4b7/2
.

(A.6)

In order to study the Bose-Einstein condensation, we have to consider in the

large t̃ limit
(
t̃ →∞)

, we find that cot
[
ω̃t̃

] → i and csc
[
ω̃t̃

] → 0. We continue

integrating in every terms in the large t̃ limit, we get

1st :

et∫

0

√
1

b
dτ̃ =

t̃

b1/2

2nd : −
et∫

0

c

2b3/2
dτ̃ = − i

2σ̃2ω̃2b3/2

3rd :

et∫

0

3c2

8b5/2
dτ̃ = − 3i

16σ̃4ω̃3b5/2

ith :

√
1

b

et∫

0

(− c
b

)i

(
i + 1

2

)
i!

i∏
j=0

(
j +

1

2

)
dτ̃ = − 1

σ̃2iω̃i+1bi+ 1
2

∏i
j=0

(
j + 1

2

)
(
i + 1

2

)
i!

.

(A.7)

Thus et∫

0

1

(b + c)1/2
dτ̃ =

t̃

b1/2
− i

∞∑
i=1

1

σ̃2iω̃i+1bi+ 1
2

∏i
j=0

(
j + 1

2

)
(
i + 1

2

)
i!

=
t̃

b1/2
− i


2 ln 2√

bω̃
−

2 ln
[
1 +

√
1− 1eσ2eωb

]
√

bω̃


 . (A.8)
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The first term is the ground state energy and the second term is the normalized

factor. Consider the second term in Eq.(A.4)

et∫

0

1

(b + c)1/2

−a

σ̃2 (b + c)
dτ̃ =

et∫

0

−a

σ̃2 (b + c)3/2
dτ̃ . (A.9)

For t̃ →∞, c
b

<< 1, we can expand −aeσ2(b+c)3/2 in the power of c
b
.

−a

σ̃2 (b + c)3/2
= − a

σ̃2b3/2
+

3ac

σ̃2b5/2
− 15ac2

8σ̃2b7/2
+

35ac3

16σ̃2b9/2
− 315ac4

128σ̃2b11/2
+ ... (A.10)

Considering the integration of the first term, we can calculate exactly as shown

below.

1st :

et∫

0

− a

σ̃2b3/2
dτ̃ =

cot
[
ω̃t̃

]

2σ̃2ω̃b3/2

(
x̃2

1 + x̃2
2

)− csc
[
ω̃t̃

]
x̃2

1x̃
2
2

σ̃2ω̃b3/2
− t̃ cot

[
ω̃t̃

]
csc

[
ω̃t̃

]
x̃2

1x̃
2
2

σ̃2ω̃b3/2

− t̃ csc2
[
ω̃t̃

]

2σ̃2ω̃b3/2

(
x̃2

1 + x̃2
2

)
. (A.11)

Integrating all terms in the large t̃ limit, we get

1st :

et∫

0

− a

σ̃2b3/2
dτ̃ =

i

2σ̃2ω̃b3/2

(
x̃2

1 + x̃2
2

)

2nd :

et∫

0

3ac

2σ̃2b5/2
dτ̃ =

3i

8σ̃4ω̃2b5/2

(
x̃2

1 + x̃2
2

)

3rd :

et∫

0

− 15ac2

8σ̃2b7/2
dτ̃ =

5i

16σ̃6ω̃3b7/2

(
x̃2

1 + x̃2
2

)

ith :

et∫

0

(− c
b

)i

b3/2
(
i + 3

2

)
i!

i∏
j=0

(
j +

3

2

)
dτ̃ =

1

σ̃2iω̃ib(i+ 1
2)

i∏
j=0

(
j + 1

2

)

(
i + 1

2

)
i!

(
x̃2

1 + x̃2
2

)
.

(A.12)

Collecting the infinite term, we can solve the second term exactly for large t̃ limit.

The result is

et∫

0

−a

σ̃2 (b + c)3/2
dτ̃ =

∞∑
i=1

1

σ̃2iω̃ib(i+ 1
2)

i∏
j=0

(
j + 1

2

)

(
i + 1

2

)
i!

(
x̃2

1 + x̃2
2

)
. (A.13)
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Consider the third term in Eq.(A.4).et∫

0

1

(b + c)1/2

1

2

(
a

σ̃2 (b + c)

)2

dτ̃ =

et∫

0

1

2

a2

σ̃4 (b + c)5/2
dτ̃ (A.14)

Expanding −aeσ2(b+c)3/2 in the series, we obtain

1

2

a2

σ̃4 (b + c)5/2
=

a2

2σ̃4b5/2
− 5a2c

4σ̃4b7/2
+

35a2c2

16σ̃4b9/2
− 105a2c3

32σ̃4b11/2
+

1155a2c4

256σ̃4b13/2
+.... (A.15)

We integrate all terms in the large t̃ limit. Therefore

1st :

et∫

0

a2

2σ̃4b5/2
dτ̃ = − i

8σ̃4ω̃b5/2

(
x̃4

1 + x̃4
2

)

2nd :

et∫

0

− 5a2c

4σ̃4b7/2
dτ̃ = − 5i

24σ̃6ω̃2b7/2

(
x̃4

1 + x̃4
2

)

3rd :

et∫

0

35a2c2

16σ̃4b9/2
dτ̃ = − 35i

128σ̃8ω̃3b9/2

(
x̃4

1 + x̃4
2

)

ith :

et∫

0

(− c
b

)i

b5/2
(
i + 5

2

)
i!

i∏
j=0

(
j +

5

2

)
dτ̃ = − i

σ̃2i+2ω̃ib(i+ 3
2)

i∏
j=0

(
j + 3

2

)

6
(
i + 3

2

)
i!

(
x̃4

1 + x̃4
2

)
.

(A.16)

Collecting the infinite terms, we have

et∫

0

1

2

a2

σ̃4 (b + c)5/2
dτ̃ =et→∞ −

∞∑
i=1

i

σ̃2i+2ω̃ib(i+ 3
2)

i∏
j=0

(
j + 3

2

)

6
(
i + 3

2

)
i!

(
x̃4

1 + x̃4
2

)
. (A.17)

Similarly, we can solve the N th order terms, the results are

2nd :

et∫

0

−a

σ̃2 (b + c)3/2
dτ̃ =

∞∑
i=1

i

σ̃2iω̃ib(i+ 1
2)

i∏
j=0

(
j + 1

2

)

(
i + 1

2

)
i!

(
x̃2

1 + x̃2
2

)

3rd :

et∫

0

a2

2σ̃4 (b + c)5/2
dτ̃ = −

∞∑
i=1

i

σ̃2i+2ω̃ib(i+ 3
2)

i
i∏

j=0

(
j + 3

2

)

6 (i + 1)
(
i + 3

2

)
i!

(
x̃4

1 + x̃4
2

)

4th :

et∫

0

a3

6σ̃6 (b + c)7/2
dτ̃ =

∞∑
i=1

i

σ̃2i+4ω̃ib(i+ 5
2)

i
i∏

j=0

(
j + 5

2

)

30 (i + 2)
(
i + 5

2

)
i!

(
x̃6

1 + x̃6
2

)
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nth :

et∫

0

1

n! (b + c)1/2

(
− a

σ̃2 (b + c)

)n

dτ̃

= −(−1)n (x̃2n
1 + x̃2n

2 )

(2n− 1) n!

∞∑
i=1

i

σ̃2i+(2n−2)ω̃ib(i+ 2n−1
2 )

i
i∏

j=0

(
j + 2n−1

2

)

(i + n− 1)
(
i + 2n−1

2

)
i!

.

(A.18)

Thus we can calculate
et∫
0

〈
exp

[
−

( exi(τ)eσ )2
]〉

dτ̃ in the large t̃ limit.

et∫

0

〈
exp

[
−

(
x̃i (τ)

σ̃

)2
]〉

dτ̃

=
t̃

b1/2
− i


2 ln [2]√

bω̃
−

2 ln
[
1 +

√
1− 1eσ2eωb

]
√

bω̃




−i

∞∑
n=1

(−1)n (x̃2n
1 + x̃2n

2 )

(2n− 1) n!

∞∑
i=1

1

σ̃2i+(2n−2)ω̃ib(i+ 2n−1
2 )

i
i∏

j=0

(
j + 2n−1

2

)

(i + n− 1)
(
i + 2n−1

2

)
i!

=
t̃

b1/2
− i


2 ln [2]√

bω̃
−

2 ln
[
1 +

√
1− 1eσ2eωb

]
√

bω̃




−i

∞∑
n=1

(−1)n (x̃2n
1 + x̃2n

2 )

2nω̃σ̃2nb(n+ 1
2)

2F1

[
n, n +

1

2
, n + 1,

1

bσ̃2ω̃

]
.

(A.19)

Here 2F1 is the regularized hypergeometric function.



Appendix B

Average of Delta Interaction in One

Dimension

In this appendix we show the detailed calculation of the delta function in

Eq.(3.19). The average of Dirac delta function can be written as

〈δ(xi − xj)〉S0
=

1(
4πieω sin eω(et−eτ) sin eωeτ

sin eωet )1/2
exp


−

(
(ex2i

−ex2j) sin eωeτ+(ex1i
−ex1j) sin eω(et−eτ)

sin eωet
)2

(
4ieω sin eω(et−eτ) sin eωeτ

sin eωet )


 .

(B.1)

We let

a =

(
X̃2 sin ω̃τ̃ + X̃1 sin ω̃(t̃− τ̃)

sin ω̃t̃

)2

(B.2)

b = −2i

ω̃
cot ω̃t̃ =et→∞ 2

ω̃

c =
i

ω̃
cos

(
2ω̃τ̃ − ω̃t̃

)
csc ω̃t̃, (B.3)

here X̃2 =
(
x̃2i

− x̃2j

)
and X̃1 =

(
x̃1i

− x̃1j

)
. Therefore

et∫

0

〈δ(xi − xj)〉S0
dτ̃ =

et∫

0

1√
π (b + c)1/2

exp

[
− a

(b + c)

]
dτ̃ (B.4)

Expand exp
[
− a

(b+c)

]
in the series.

et∫

0

〈δ(xi − xj)〉S0
dτ̃ =

et∫

0

1√
π (b + c)1/2


 1− a

b+c
+ 1

2

(
a

b+c

)2

−1
6

(
a

b+c

)3
+ 1

24

(
a

b+c

)4
+ ...


 dτ̃ (B.5)
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We consider the first term in Eq.(B.5) and expand in the series

1√
π (b + c)1/2

=

√
1

πb
− c

2
√

πb3/2
+

3c2

8
√

πb5/2
− 15c3

16
√

πb7/2
+

35c4

128
√

πb9/2
+ .... (B.6)

In the large t̃ limit
(
t̃ →∞)

, we find that cot ω̃t̃ → i and csc ω̃t̃ → 0. We continue

integrating every terms in the large t̃ limit. We get

1st :

et∫

0

√
1

πb
dτ̃ =

t̃√
πb

2nd : −
et∫

0

c

2
√

πb3/2
dτ̃ = − i

2
√

πω̃2b3/2

3rd :

et∫

0

3c2

8
√

πb5/2
dτ̃ = − 3i

4
√

πω̃3b5/2

ith :

√
1

πb

et∫

0

(− c
b

)i

(
i + 1

2

)
i!

i∏
j=0

(
j +

1

2

)
dτ̃ = − 2ii√

πω̃i+1bi+ 1
2

∏i
j=0

(
j + 1

2

)

i
(
i + 1

2

)
i!

.

(B.7)

Thus

et∫

0

1√
π (b + c)1/2

dτ̃ =
t̃√
πb
− i

∞∑
i=1

2i

√
πω̃i+1bi+ 1

2

∏i
j=0

(
j + 1

2

)

i
(
i + 1

2

)
i!

=
t̃√
πb
− i

√
2

πω̃
ln 2. (B.8)

The first term is the ground state energy and the second term is the normalized

factor. Consider the second term in Eq.(B.5).

et∫

0

1√
π (b + c)1/2

−a

(b + c)
dτ̃ =

et∫

0

−a√
π (b + c)3/2

dτ̃ . (B.9)

Expanding −aeσ2(b+c)3/2 in the series, we obtain

−a√
π (b + c)3/2

= − a√
πb3/2

+
3ac

2
√

πb5/2
− 15ac2

8
√

πb7/2
+

35ac3

16
√

πb9/2
− 315ac4

128
√

πb11/2
+ ...

(B.10)
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Integrating all terms in the large t̃ limit, we get

1st :

et∫

0

− a√
πb3/2

dτ̃ =
i

2
√

πω̃b3/2

(
X̃2

1 + X̃2
2

)

2nd :

et∫

0

3ac

2
√

πb5/2
dτ̃ =

3i

4
√

πω̃2b5/2

(
X̃2

1 + X̃2
2

)

3rd :

et∫

0

− 15ac2

8
√

πb7/2
dτ̃ =

5i

4
√

πω̃3b7/2

(
X̃2

1 + X̃2
2

)

ith :

et∫

0

(− c
b

)i

√
πb3/2

(
i + 3

2

)
i!

i∏
j=0

(
j +

3

2

)
dτ̃ =

2ii
√

πω̃ib(i+ 1
2)

i∏
j=0

(
j + 1

2

)

2
(
i + 1

2

)
i!

(
X̃2

1 + X̃2
2

)
.

(B.11)

Collecting the infinite terms, we have

et∫

0

−a√
π (b + c)3/2

dτ̃ = i

∞∑
i=1

2i

√
πω̃ib(i+ 1

2)

i∏
j=0

(
j + 1

2

)

2
(
i + 1

2

)
i!

(
X̃2

1 + X̃2
2

)
. (B.12)

Consider the third term in Eq.(A.4)

et∫

0

1√
π (b + c)1/2

1

2

(
a

(b + c)

)2

dτ̃ =

et∫

0

1

2

a2

√
π (b + c)5/2

dτ̃ . (B.13)

Expanding −aeσ2(b+c)3/2 in the series, we obtain

1

2

a2

√
π (b + c)5/2

=
a2

2
√

πb5/2
− 5a2c

4
√

πb7/2
+

35a2c2

16
√

πb9/2
− 105a2c3

32
√

πb11/2
+

1155a2c4

256
√

πb13/2
+ ....

(B.14)
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We integrate all terms in the large t̃ limit. Therefore

1st :

et∫

0

a2

2
√

πb5/2
dτ̃ = − i

8
√

πω̃b5/2

(
X̃4

1 + X̃4
2

)

2nd :

et∫

0

− 5a2c

4
√

πb7/2
dτ̃ = − 5i

12
√

πω̃2b7/2

(
X̃4

1 + X̃4
2

)

3rd :

et∫

0

35a2c2

16
√

πb9/2
dτ̃ = − 35i

32
√

πω̃3b9/2

(
X̃4

1 + X̃4
2

)

ith :

et∫

0

(− c
b

)i

√
πb5/2

(
i + 5

2

)
i!

i∏
j=0

(
j +

5

2

)
dτ̃ = − i

√
πω̃ib(i+ 3

2)

i
i∏

j=0

(
j + 3

2

)

12
(
i + 3

2

)
(i + 1) i!

(
X̃4

1 + X̃4
2

)
.

(B.15)

Collecting the infinite term, we have

et∫

0

1

2

a2

√
π (b + c)5/2

dτ̃ = −i

∞∑
i=1

1
√

πω̃ib(i+ 3
2)

i
i∏

j=0

(
j + 3

2

)

12
(
i + 3

2

)
(i + 1) i!

(
X̃4

1 + X̃4
2

)

(B.16)

Similarly, we can solve the other terms, the results are

2nd :

et∫

0

−a√
π (b + c)3/2

dτ̃ = i

∞∑
i=1

2i

√
πω̃ib(i+ 1

2)

i∏
j=0

(
j + 1

2

)

2
(
i + 1

2

)
i!

(
X̃2

1 + X̃2
2

)

3rd :

et∫

0

a2

2
√

π (b + c)5/2
dτ̃ = −i

∞∑
i=1

2i

√
πω̃ib(i+ 3

2)

i
i∏

j=0

(
j + 3

2

)

12 (i + 1)
(
i + 3

2

)
i!

(
X̃4

1 + X̃4
2

)

4th :

et∫

0

−a3

6
√

π (b + c)7/2
dτ̃ = i

∞∑
i=1

2i

√
πω̃ib(i+ 5

2)

i
i∏

j=0

(
j + 5

2

)

60 (i + 2)
(
i + 5

2

)
i!

(
X̃6

1 + X̃6
2

)
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5th :

et∫

0

a4

24
√

π (b + c)9/2
dτ̃ = −i

∞∑
i=1

2i

√
πω̃ib(i+ 7

2)

i
i∏

j=0

(
j + 7

2

)

336 (i + 3)
(
i + 7

2

)
i!

(
X̃8

1 + X̃8
2

)

nth :

et∫

0

1

n!
√

π (b + c)1/2

(
− a

(b + c)

)n

dτ̃

= −i
(−1)n

(
X̃2n

1 + X̃2n
2

)

2 (2n− 1) n!

∞∑
i=1

2i

√
πω̃ib(i+ 2n−1

2 )

i
i∏

j=0

(
j + 2n−1

2

)

(i + n− 1)
(
i + 2n−1

2

)
i!

.

(B.17)

Thus we can calculate
et∫
0

〈δ(xi − xj)〉S0
dτ̃ in the large t̃ limit.

et∫

0

〈δ(xi − xj)〉S0
dτ̃

=

√
ω̃

2
t̃− i

√
2

πω̃
ln [2]

−i

∞∑
n=1

(−1)n (
x̃1i

− x̃1j

)2n
+

(
x̃2i

− x̃2j

)2n

(2n− 1) n!

∞∑
i=1

2i

√
πω̃ib(i+ 2n−1

2 )

i
i∏

j=0

(
j + 2n−1

2

)

(i + n− 1)
(
i + 2n−1

2

)
i!

=

√
ω̃

2
t̃− i

√
2

πω̃
ln [2]

−i

√
ω̃

(
x̃1i

− x̃1j

)2

2
√

2π
pFq

[
{1, 1}, {3

2
, 2},

(
x̃1i

− x̃1j

)2
ω̃

2

]

−i

√
ω̃

(
x̃2i

− x̃2j

)2

2
√

2π
pFq

[
{1, 1}, {3

2
, 2},

(
x̃2i

− x̃2j

)2
ω̃

2

]
, (B.18)

where pFq is generalized hypergeometric function.



Appendix C

Average of Delta Interaction in Three

Dimensions

We show the detailed calculation of the integral of the delta function in three

dimensions in Eq.(3.47). The delta function in three dimensions can be written as

〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0

=

(
1

4πg (τ̃ , τ̃)

)3/2

exp



−




(
(ex2i

−ex2j) sin eωeτ+(ex1i
−ex1j) sin eω(et−eτ)

sin eωet
)2

+

(
(ey2i

−ey2j) sin eωeτ+(ey1i
−ey1j) sin eω(et−eτ)

sin eωet
)2

+

(
(ez2i

−ez2j) sin eωeτ+(ez1i
−ez1j) sin eω(et−eτ)

sin eωet
)2




/4g (τ̃ , τ̃)




.

(C.1)

We let

a =

( eX2 sin eωeτ+ eX1 sin eω(et−eτ)

sin eωet )2

+
( eY2 sin eωeτ+eY1 sin eω(et−eτ)

sin eωet )2

+
( eZ2 sin eωeτ+ eZ1 sin eω(et−eτ)

sin eωet )2

.
(C.2)

Here Ỹ2 =
(
ỹ2i
− ỹ2j

)
, Ỹ1 =

(
ỹ1i
− ỹ1j

)
and Z̃2 =

(
z̃2i
− z̃2j

)
, Z̃1 =

(
z̃1i
− z̃1j

)
.

et∫

0

〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0

dτ̃ =

et∫

0

1

π3/2 (b + c)3/2
exp

[
− a

(b + c)

]
dτ̃ . (C.3)
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Expanding exp
[
− a

(b+c)

]
in a series and integrating all terms for the large t̃ limit,

therefore we obtain

1st :

et∫

0

1

π3/2 (b + c)3/2
dτ̃ =

1

π3/2b3/2

2nd :

et∫

0

−a

π3/2 (b + c)5/2
dτ̃ =

∞∑
i=1

i
(
R̃2

1 + R̃2
2

)

6π3/2ω̃ib(i+ 3
2)

i∏
j=0

(
j + 3

2

)

(
i + 3

2

)
i!

2i

3rd :

et∫

0

a2

π3/2 (b + c)7/2
dτ̃ = −

∞∑
i=1

i
(
R̃4

1 + R̃4
2

)

20π3/2ω̃ib(i+ 5
2)

i
i∏

j=0

(
j + 5

2

)

(i + 1)
(
i + 5

2

)
i!

2i

4th :

et∫

0

−a3

π3/2 (b + c)9/2
dτ̃ =

∞∑
i=1

i
(
R̃6

1 + R̃6
2

)

84π3/2ω̃ib(i+ 7
2)

i
i∏

j=0

(
j + 7

2

)

(i + 2)
(
i + 7

2

)
i!

2i.

Therefore the integral of delta function in 3 dimension is

et∫

0

〈
δ(
−→̃
r i −

−→̃
r j)

〉
S0

dτ̃

=
∞∑

n=1

((
R̃2n

1 + R̃2n
2

))

2 (2n + 1) n!

∞∑
i=1

i

π3/2ω̃ib(i+ 2n+1
2 )

i
i∏

j=0

(
j + 2n+1

2

)

(i + 2)
(
i + 2n+1

2

)
i!

2i

=
1

π3/2b3/2
− iω̃3/2R̃2

1

12
√

2π3/2
pFq

[
{1, 1}, {2, 5

2
}, R̃2

1ω̃

2

]

− iω̃3/2R̃2
2

12
√

2π3/2
pFq

[
{1, 1}, {2, 5

2
}, R̃2

2ω̃

2

]
, (C.4)

where

(
r̃1i
− r̃1j

)2
= R̃2

1 = X̃2
1 + Ỹ 2

1 + Z̃2
1

(
r̃2i
− r̃2j

)2
= R̃2

2 = X̃2
2 + Ỹ 2

2 + Z̃2
2 . (C.5)



Appendix D

Average of Cosine Function

We show the detailed calculation of the integral of the cosine in Eq. (3.61).

We can write 〈cos (2kxi)〉S0
as

〈
cos

(
2k̃x̃i

)〉
S0

=
〈
e2iekexi + e−2iekexi

〉
/2 =

(〈
e2iekexi

〉
+

〈
e−2iekexi

〉)
/2. (D.1)

We expand e2iekexi in the first and second cumulants. Because S0 is quadratic, only

the first two cumulants are non-zero (Kubo 1962) [17].
〈
exp

[
2ik̃x̃i

]〉
S0

= exp
[
2ik̃ 〈x̃i〉S0

− k̃22
(〈

x̃2
i

〉
S0
− 〈x̃i〉2

S0

)]

= exp

[
2ik̃

(
x̃2 sin ω̃τ̃ + x̃1 sin ω̃(t̃− τ̃)

sin ω̃t̃

)
− 2k̃2g (τ̃ , τ̃)

]
.

(D.2)

We let

p = 2ik

(
x̃2 sin ω̃τ̃ + x̃1 sin ω̃(t̃− τ̃)

sin ω̃t̃

)
− 2k̃2g (τ̃ , τ̃) . (D.3)

For large t̃, p << 1. Therefore we can expand ep in the series by using the relation

ep =
∞∑

n=0

pn

n!
= 1 + p + 1

2
p2 + 1

6
p3 + .... Let us consider the 2nd order of ep

et∫

0

pdτ̃ = −ik̃2

ω̃2
+

ik̃2t̃ cot ω̃t̃

ω̃
+

2ik̃

ω̃
(x̃1 + x̃2) tan ω̃t̃. (D.4)

the 3rd order

1

2

et∫

0

p2dτ̃ =
3k̃4 cot ω̃t̃

4ω̃3
+

k̃4t̃

4ω̃2
− k̃4t̃ cot2 ω̃t̃

4ω̃2
− 4k̃3

3ω̃2
(x̃1 + x̃2) tan2 ω̃t̃

+
k̃2

ω̃

(
x̃2

1 + x̃2
2

)
cot ω̃t̃ + ...

(D.5)
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the 4th order

1

6

et∫

0

p3dτ̃ = − 11ik̃6

144ω̃4
+

11ik̃6t̃ cot2 ω̃t̃

48ω̃4
+

ik̃6t̃ cot ω̃t̃

8ω̃3
− ik̃6t̃ cot3 ω̃t̃

24ω̃3

−2ik̃5 cot ω̃t̃

5ω̃3
(x̃1 + x̃2) +

2ik̃5 cot3 ω̃t̃

15ω̃3
(x̃1 + x̃2)− ik̃4

8ω̃2

(
x̃2

1 + x̃2
2

)

+
3ik̃4 cot2 ω̃t̃

8ω̃2

(
x̃2

1 + x̃2
2

)
+

ik̃3 cot ω̃t̃

3ω̃

(
x̃3

1 + x3
2

)

−ik̃3 cot3 ω̃t̃

9ω̃

(
x̃3

1 + x̃3
2

)
+ ... (D.6)

Taking limit t̃ → ∞. Thus cot ω̃t̃ → i and csc ω̃t̃ → 0. We find that the term

which depend on t̃ and end point term can be written in the closed form as shown

below.

et∫

0

pdτ̃ = −ik̃2

ω̃2
− ik̃2t̃

ω̃
+

2ik̃

ω̃
(x̃1 + x̃2)

1

2

et∫

0

p2dτ̃ = −3ik̃4

4ω̃3
+

k̃4

2ω̃2
t̃− 4k̃3

3ω̃2
(x̃1 + x̃2) +

ik̃2

ω̃

(
x̃2

1 + x̃2
2

)

1

6

et∫

0

p3dτ̃ = −11ik̃6

36ω̃4
− k̃6

6ω̃3
t̃ +

8k̃5

15ω̃3
(x̃1 + x̃2)− ik̃4

2ω̃2

(
x̃2

1 + x̃2
2

)− 4k̃3

9ω̃

(
x̃3

1 + x̃3
2

)

1

24

et∫

0

p4dτ̃ =
25ik̃8

288ω̃5
+

k̃8

24ω̃4
t̃− 16k̃7

105ω̃4
(x̃1 + x̃2) +

ik̃6

6ω̃3

(
x̃2

1 + x̃2
2

)
+

8k̃5

45ω̃2

(
x̃3

1 + x̃3
2

)

−ik̃4

6ω̃

(
x̃4

1 + x̃4
2

)

1

n!

et∫

0

pndτ̃ =
1

n!

(
− k̃2

ω̃

)n

t̃ +
1

ω̃

(
2ik̃

)j

j!j

(
x̃j

1 + x̃j
2

)

+
1

ω̃2

2j+1 (j + 1)
(
ik̃

)j+2

(j + 2)!j

(
x̃j

1 + x̃j
2

) ∞∑
n=0

(−1)n
(

2ek2eω )n

1
j+2

n∏
i=0

(2i + j + 2)
.

(D.7)
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Therefore

et∫

0

exp
[
2ik̃x̃i

]
dτ̃ = t̃

∞∑
n=0

1

n!

(
− k̃2

ω̃

)n

+
∞∑

n=1

1

ω̃

(
2ik̃

)j

j!j

(
x̃j

1 + x̃j
2

)
(D.8)

+
1

ω̃2

∞∑
j=1

2j+1 (j + 1)
(
ik̃

)j+2

(j + 2)!j

(
x̃j

1 + x̃j
2

) ∞∑
n=0

(−1)n
(

2ek2eω )n

1
j+2

n∏
i=0

(2i + j + 2)
.

(D.9)

Similarly we can calculate

et∫

0

exp
[
−2ik̃x̃i

]
dτ̃ = t̃

∞∑
n=0

1

n!

(
− k̃2

ω̃

)n

+
∞∑

n=1

1

ω̃

(
−2ik̃

)j

j!j

(
x̃j

1 + x̃j
2

)

+
1

ω̃2

∞∑
j=1

2j+1 (j + 1)
(
−ik̃

)j+2

(j + 2)!j

(
x̃j

1 + x̃j
2

) ∞∑
n=0

(−1)n
(

2ek2eω )n

1
j+2

n∏
i=0

(2i + j + 2)
.

(D.10)

Thus

et∫

0

〈
cos

(
2k̃x̃i

)〉
S0

dτ̃

=
1

2

et∫

0

exp
[
2ik̃x̃i

]
dτ̃ +

1

2

et∫

0

exp
[
−2ik̃x̃i

]
dτ̃ = exp

(
− k̃2

ω̃

)
t̃

+
1

2ω̃




∞∑
n=1

(
2ik̃

)j

j!j

(
x̃j

1 + x̃j
2

)
+

∞∑
n=1

(
−2ik̃

)j

j!j

(
x̃j

1 + x̃j
2

)



+
1

2ω̃2

∞∑
j=1

2j+1 (j + 1)
(
ik̃

)j+2

(j + 2)!j

(
xj

1 + xj
2

) ∞∑
n=0

(−1)n
(

2ek2eω )n

1
j+2

n∏
i=0

(2i + j + 2)

+
1

2ω̃2

∞∑
j=1

2j+1 (j + 1)
(
−ik̃

)j+2

(j + 2)!j

(
x̃j

1 + x̃j
2

) ∞∑
n=0

(−1)n
(

2k2eω )n

1
j+2

n∏
i=0

(2i + j + 2)
.

(D.11)
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Therefore we obtain

−iÃ

2

et∫

0

dτ̃

(
N∑

i=1

〈
cos

(
2k̃x̃i

)
+ 1

〉
S0

)

= −iNÃ

2
exp

(
−k2

ω̃

)
t̃− iNÃ

2
t̃

−
N∑

i=1

1

4ω̃


 −2

(
γ − Ci

[
2k̃x̃1i

]
+ ln 2k̃x̃1i

)

−2
(
γ − Ci

[
2k̃x̃2i

]
+ ln 2k̃x̃2i

)



−
N∑

i=1

Ã

2ω̃2

∞∑
j=1

(−1)(j+1) (2j + 1)
(
2k̃

)2(j+1)

(2j + 2)!j

(
x̃j

1i
+ x̃j

2i

)2j

×e−
ek2eω (j + 1)

(
− k̃2

ω̃

)−(1+j) (
Γ [1 + j]− Γ

[
1 + j,− k̃2

ω̃

])
,

(D.12)

Here γ is Euler’s constant, γ ' 0.577216, Ci[x] is the cosine integral function and

Γ [x] is the Euler gamma function.



Appendix E

The First Excited State

We consider the terms which depend on csc ω̃t̃ in the propagator and expand

csc ω̃t̃ in a series.

csc ω̃t̃ =
2ie−ieωet

(
1− e−2ieωet) = 2ie−ieωet (1 + e−2ieωet + ...

)
(E.1)

Consider exp

[
i
et∫
0

dτ̃ 1
2

N∑
i=1

(
ω̃2 − Ω̃2

x

)
〈x̃2

i 〉S0

]
in the propagator.

exp


i

et∫

0

dτ̃
1

2

N∑
i=1

(
ω̃2 − 1

) 〈
x̃2

i

〉
S0




= exp

[
−N

(
1

4ω̃
− ω̃

4

)
t̃ cot ω̃t̃− iN

(
1

4ω̃
− ω̃

4

)
(x̃2

1 + x̃2
2) cot ω̃t̃

]

× exp

[
iN

2

(
ω̃2 − 1

) x̃1x̃2

ω̃
csc ω̃t̃

]
.

Using the same method we can calculate the Gaussian term. Keeping only the

terms which depend on csc ω̃t̃, the result iset∫

0

〈
exp

[
−

(
x̃i (τ)

σ̃

)2
]〉

dτ̃

= −2x̃1x̃2 csc ω̃t̃
1

ω̃σ̃2
(
1 + 1eωeσ2

)3/2




1− 1

1+(1+ 1eωeσ2 )
−1/2

− ln 2 + ln
[
1 +

(
1 + 1eωeσ2

)−1/2
]




+.... (E.2)

and the interaction term.et∫

0

〈δ(xi − xj)〉S0
dτ̃ = X̃1X̃2

√
ω̃

2π
ln 2 csc ω̃t̃ + .... (E.3)
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Collecting all terms, we can write the propagator as

P
(
x̃N

(
t̃
)
, x̃N (0) , τ̃

)

' P0

(
x̃N

(
t̃
)
, x̃N (0) , τ̃

)

× exp


i

et∫

0

dτ̃




1
2

N∑
i=1

(ω̃2 − 1) 〈x̃2
i 〉S0

− Ṽb

N∑
i=1

〈
exp

[
− ( exieσ )2

]〉
S0

−g̃
N∑

i<j

〈δ(x̃i − x̃j)〉S0







= φ0(x̃2)φ
∗
0(x̃1) exp

[−iNE0t̃
]

exp







2Nmeω
~ x̃1x̃2 − N

2

(
ω̃ − 1eω)

x̃1x̃2

+
eVb2ex1ex2eωeσ2(1+ 1eωeσ2 )

3/2




1− 1

1+(1+ 1eωeσ2 )
−1/2

− ln 2 + ln
[
1 +

(
1 + 1eωeσ2

)−1/2
]




−g̃N(N−1)
2

x̃1x̃2

√ eω
2π

ln 2







csc ω̃t̃ + ...

(E.4)

Expanding the exponential term in the series and keeping only the first two terms,

we obtain

P
(
x̃N

(
t̃
)
, x̃N (0) , τ̃

) ∼ φ0(x̃2)φ
∗
0(x̃1) exp

[−iNE0t̃
] (

1 + (constant) x̃1x̃2e
−ieωet)+...

(E.5)

Thus the propagator for the first excited state can be written in the simple form:

φ1(x̃) = (constant) x̃φ0(x̃) (E.6)

We can also find the constant by using the normalized condition:

∞∫

−∞

|φ1 (x̃)|2 dx̃ = 1. (E.7)



Appendix F

The Ground State Energy of BEC in a

Disordered System

In this appendix we give the detailed calculations of the ground state energy

in Eq. (4.51). The Green function G (τ, σ) can be rewritten as

(
1 +

2

L2
G (τ, σ)

)
= 1− i~ cot 1

2
ωt

L2mω
+

i~ cos
(

1
2
ωt− 2ω (σ − τ)

)
csc 1

2
ωt

L2mω
. (F.1)

Let us consider the first order

∫ t

0

∫ τ

0

dτdσ
1(

1 + 2
L2 G (τ, σ)

)3/2
=

∫ t

0

∫ τ

0

dτdσ
1

(B + C)3/2
, (F.2)

where

B = 1− i~µ cot 1
2
ωt

L2m2ν
=

t→∞
1 +

2EL

Eω

C =
i~ cos

(
1
2
ωt− 2ω (σ − τ)

)
csc 1

2
ωt

L2mω
. (F.3)

For t →∞, C << 1 so we can expand 1

(B+C)3/2 in the series.

1

(B + C)3/2
=

1

B3/2
− 3C

2B5/2
+

15C2

8B7/2
− 35C3

16B9/2
+

315C4

128B11/2
+ .... (F.4)

Integrating each term, the results are

1st :

∫ t

0

∫ τ

0

1

B3/2
dτdσ = − t2

B3/2

2nd :

∫ t

0

∫ τ

0

− 3C

2B5/2
dτdσ = − 3i~t

2B5/2L2mω2

3rd :

∫ t

0

∫ τ

0

15C2

8B7/2
dτdσ = − 15~2t2 csc2 tω

2

32B7/2L4m2ω2
− 15~2t cot tω

2

16B7/2L4m2ω3
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In order to find the ground state energy, we take the limit t →∞. Integrating all

terms, we can write the infinite terms in the closed form as

∫ t

0

∫ τ

0

dτdσ
1

(B + C)3/2

= − t2

B3/2
− 3i~EL

B5/2E2
ω

t− 15i~E2
L

4B7/2E3
ω

t− 35i~E3
L

6B9/2E5
ω

t +
315i~E4

L

32B11/2E5
ω

t− 693i~E5
L

40B13/2E6
ω

t + ...

= − t2

B3/2
+ t

i~
B3/2Eω

∞∑
i=1

2i+1

ii!

(
EL

BEω

)i i∏
j=0

(
j +

1

2

)

= − t2

B3/2
+ t

2i~
B3/2Eω


1− ln 2− 1√

1 + 2EL

BEω

+ ln

(
1 +

√
1 +

2EL

BEω

)


= − t2(
1 + 2EL

Eω

)3/2
+ t

2i~(
1 + 2EL

Eω

)3/2

Eω

(
1− ln 2−

√
1 +

2EL

Eω

+ ln

(
1 +

√
1

1 + 2EL

Eω

))
.

(F.5)
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