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## CHAPTER I

## INTRODUCTION

Stochastic differential equation (SDE) models find applications in various areas such as in economics and finance, civil and mechanical engineering, environmental science, signal processing and filtering, chemistry and physics, population dynamics and psychology, pharmacology and medicine. The mean-reverting square root process [3] is an SDE which has found considerable use in mathematical finance as an alternative to geometric Brownian motion. It is used as a model for volatility, interest rate, and other financial quantities, and forms the stochastic volatility component of Heston's asset price model [4]. Moreover, it can be used for pricing bonds and barrier options

However, introducing a jump process into such process makes the model become more realistic. The mean-reverting square root process with jumps on which we focus in thiswork has the form

$$
\begin{equation*}
d S(t)=\alpha\left(\mu-S\left(t^{-}\right)\right) d t+\sigma \sqrt{S\left(t^{-}\right)} d W(t)+\widetilde{\delta S}\left(t^{-}\right) d \widetilde{N}(t) \tag{1.1}
\end{equation*}
$$

where $t \in[0, T], S\left(t^{-}\right)$denotes $\lim S(r), W$ is a Wiener process and $\widetilde{N}$ is a compensated Poisson process. S $S(t)$ represents the spot price at time $t$. The parameter $\mu$ is the long run equilibrium price or mean reversion level, $\alpha$ is the mean reversion rate, $\sigma$ is the degree of volatility around it caused by noise from

If we have the strong solution in explicit form of an SDE with jumps, we can determine its expectation, variance and covariance functions or even higherorder moments. Unfortunately, this SDE with jumps has no strong solution in explicit form. Thus, we would like to find its numerical approximation. Note
that even though all coefficient functions satisfy the linear growth condition, we cannot directly apply the standard convergence theory for numerical simulations to this model due to the non-Lipschitz diffusion coefficient which is the square root function.

In this work, we study three different numerical methods: Euler-Maruyama (EM) method, compensated split-step backward Euler (CSSBE) method, and jump-adapted Euler (JAE) method by numerically investigating on their performance as well as accuracy in solving this particular model in weak sense. Computable error bounds in weak sense for EM and CSSBE methods will also be provided.


## CHAPTER II

## PRELIMINARIES

In this chapter, we give some basic concepts in probability and summarize important definitions and theorems relating to SDEs with jumps. The proof will be omitted but can be found in $[2,7,8,9]$. We assume that readers have knowledge in measure theory at graduate level,

### 2.1 Basic Probability Theory

Let $(\Omega, \mathscr{F}, P)$ be a probability space and $(Y, \Sigma)$ a measurable space. A random variable is a measurable function from $\Omega$ to $Y$. Typically, the measurable space $(Y, \Sigma)$ is the measturable space over the real numbers $(\mathbb{R}, \mathscr{B})$, where $\mathscr{B}$ is the Borel $\sigma$-algebra. Let $X$ be a random variable. It can be shown that a function $\mu: \mathscr{B} \rightarrow[0,1]$ defined by $\mu(B):=P(X \in B)$ is a measure on $(\mathbb{R}, \mathscr{B})$ and is called a distribution of $X$. A function $\bar{F} ; \mathbb{R} \rightarrow[0,1]$ defined by $F(x):=P(\bar{X} \leq x)=\mu((-\infty, x])$ is called a distribution function of $X$. A discrete random variable is a random variable whose distribution function is
 discrete. Similarly, a/continuous random variable is random variable whose distribution function is continuous. If the distribution $\mu$ of a discrete random variable $X$ is absolutely continuous with respect to the counting measure $N$, then If the distribution $\mu$ of a continuous random variable $X$ is absolutely continuous with respect to the Lebesgue measure $\lambda$, then a Radon-Nikodym derivative $\frac{d \mu}{d \lambda}$ is called a probability density function of $X$.

The expected value or mean of $X$, denoted by $E[X]$ or just $E X$, is defined
as $E[X]:=\int_{\Omega} X d P$. If $X$ is a discrete random variable with probability mass function $p(x)$, then the expected value becomes $E[X]=\sum_{x_{i}} x_{i} p\left(x_{i}\right)$. If the distribution of $X$ admits a probability density function $f(x)$, then the expected value can be computed as $E[X]=\int_{-\infty}^{\infty} x f(x) d x$. If a random variable $X$ has mean $\mu$, then the variance of $X$, denoted by $\operatorname{Var}(X)$, is given by $\operatorname{Var}(X):=E\left[(X-\mu)^{2}\right]$.

Two random variables $X$ and $Y$ are equal in distribution, denoted by $X \stackrel{d}{=}$ $Y$, if they have the same distributions, i.e. $P(X \in B)=P(Y \in B)$ for all $B \in \mathscr{B}$, and are independent if $P(X \mid \in B \wedge Y \in C)=P(X \in B) P(Y \in C)$ for all $B, C \in \mathscr{B}$. If $X$ and $Y$ are independent, then $E[X Y]=E[X] E[Y]$.

### 2.2 Stochastic Processes

Given a probability space $(\Omega, \mathscr{F}, \mathcal{X})$, a stochastic process with state space $Y$ is a collection of $Y$-valued random variables indexed by a set $I$, i.e. a stochastic process $X$ is a collection $\left\{X_{6}, t \in I\right\}$ where each $X_{t}$ is a $Y$-valued random variable. For a fixed $\omega \in \Omega$, a function $X(\omega): I \rightarrow Y, X(\omega)(t):=X_{t}(\omega)$, is called a realization, a trajectory, or a sample path of the process $X$. Usually, the state space $Y$ is $\mathbb{R}$ which comes with the Borel $\sigma$-algebra $\mathscr{B}$, and the index set $I$ is an interval $[0, T]$ or $[0, \infty)$ on $\mathbb{R}$. Two stochastic processes $U=\left\{U_{t}: t \in I\right\}$ and $V=\left\{V_{t}: t \in I\right\}$ on the same probability space are independent if $U_{s}$ and $V_{t}$ are independent for all $s, t \in I$.

For a random variable $Y$, the $\sigma$-algebra generated by $Y$, denoted by $\sigma(Y)$, is the smallest $\sigma$-algebra which makes $Y$ measurable. For a stochastic process $X=$ $\left\{X_{t}, t \in I\right\}$ the $\sigma$-algebra genêrated by $X$, denoted by $\sigma(X)$ is the smallest
$\sigma$-algebra which makes $X_{t}$ measurable for all $t \in I$. A collection $\left\{\mathscr{F}_{t} . t \in I\right\}$ of $\sigma$ algebras on $\Omega$ is called a filtration if $\mathscr{F}_{s} \subseteq \mathscr{F}_{t}$ for all $s \leq t$. A stochastic process $X=\left\{X_{t}: t \in I\right\}$ is said to be adapted to the filtration $\left\{\mathscr{F}_{t}: t \in I\right\}$ if $\sigma\left(X_{t}\right) \subseteq$ $\mathscr{F}_{t}$ for all $t \in I$ and we will call $X$ an adapted process $\left\{X_{t}, \mathscr{F}_{t}: t \in I\right\}$. Every stochastic process $X=\left\{X_{t}: t \in I\right\}$ is always adapted to the natural filtration
generated by $X:\left\{\mathscr{F}_{t}=\sigma\left(\left\{X_{s}: s \leq t\right\}\right): t \in I\right\}$. If a stochastic process $U$ is adapted to the natural filtration generated by a stochastic process $V$, we say that $U$ is adapted to the stochastic process $V$. A filtration $\left\{\mathscr{F}_{t}\right\}_{t \in I}$ is said to satisfy the usual conditions if it is right-continuous, i.e. $\bigcap_{\epsilon \rightarrow 0} \mathscr{F}_{t+\epsilon}=\mathscr{F}_{t}$ for all $t \in I$, and $\mathscr{F}_{0}$ contains all the $P$-null sets in $\mathscr{F}$.

A stochastic process $X=\left\{X_{t}: t \in I\right\}$ is said to have stationary increments if $X_{t}-X_{s} \stackrel{d}{=} X_{t+h}-X_{s+h}$ for all $t, s \in I$ and $h$ with $t+h, s+h \in I$, and independent increments if for every choice of $t_{i} \in I$ with $t_{1}<\ldots<t_{n}$, $X_{t_{2}}-X_{t_{1}}, \ldots, X_{t_{n}}-X_{t_{n}-1}$ are independent random variables.

A normal distribution $N\left(\mu, \sigma^{2}\right)$ with parameter $\mu \in \mathbb{R}$ and $\sigma^{2}>0$ is a continuous distribution whose probability density function is of the form $f(x)=$ $\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}}$. A normal distribution $N\left(\mu, \sigma^{2}\right)$ has mean $\mu$ and variance $\sigma^{2}$.

An exponential distribution Exp $(\lambda)$ with parameter $\lambda>0$ is a continuous distribution whose probability density function is of the form $f(x)=\lambda e^{-\lambda x} 1_{x \geq 0}$. An exponential distribution Exp $(-\lambda)$ has mean $\frac{1}{\lambda}$ and variance $\frac{1}{\lambda^{2}}$.

A Poisson distribution Poi( $\lambda$ ) with parameter $\lambda>0$ is a discrete distribution whose probability mass function is of the form $p(k)=e^{-\lambda} \frac{\lambda^{k}}{k!}, k \in \mathbb{N} \cup\{0\}$. A Poisson distribution Poi $(\lambda)$ has mean $\lambda$ and variance $\lambda$.

Let $(\Omega, \mathscr{F}, P)$ be a probability space and $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ a filtration. An adapted stochastic process $W=\left\{W_{t}, \mathscr{F}_{t}: t \geq 0\right\}$ is called Brownian motion or a Wiener process if the following conditions are satisfied:

- $W_{0}=0$ almost surely. $\rceil$ ?
- It has stationary and independent increments.


Let $\left\{\tau_{i}\right\}$ be a sequence of independent exponential random variables with parameter $\lambda$ and $T_{n}=\sum_{i=1}^{n} \tau_{i}$. An adapted stochastic process $N=\left\{N_{t}, \mathscr{F}_{t}: t \geq 0\right\}$ defined by $N_{t}:=\sum_{n \in \mathbb{N}} 1_{t \geq T_{n}}=\#\left\{n \in \mathbb{N}: T_{n} \geq t\right\}$ is called a Poisson process with
intensity $\lambda$. Moreover, a Poisson process $N$ with intensity $\lambda$ satisfies the following properties which show nicely what kind of sample path a Poisson process has:

- $N_{0}=0$ almost surely.
- It has stationary and independent increments.
- For every $t>0, N_{t}$ has a Poisson Poi $(\lambda t)$ distribution.
- It has right continuous and piecewise constant sample paths which increase by jumps of size

An adapted stochastic process $\tilde{N}=\left\{\tilde{N}_{t}, \mathscr{F}_{t}: t \geq 0\right\}$ defined by $\widetilde{N}_{t}=N_{t}-\lambda t$ is called a compensated Poisson process.

An adapted stochastic process $X=\left\{X_{t}, \mathscr{F}_{t}: t \in I\right\}$ such that $E\left|X_{t}\right|<\infty$ for all $t \in I$ is said to be a martingale if for every $s, t \in I$ such that $s<t$, $E\left(X_{t} \mid \mathscr{F}_{s}\right)=X_{s}$ almost surely. A. Wiener process $W$ and a compensated Poisson process $\widetilde{N}$ are martingales. Thevefore, $E\left[W_{t}\right]=0$ and $E\left[\widetilde{N}_{t}\right]=0$ for all $t \geq 0$.

### 2.3 Stochastic Integrals

In what follows, we will consider all/processes on a fixed interval $[0, T]$. First, we introduce an appropriate class of Itô integrable processes. Let $\left\{\mathscr{F}_{t}\right\}_{t \in[0, T]}$ be the natural filtration of a Wiener process on $[0, T]$. Then, a stochastic process $C=\left\{C_{t}: t \in[0, T]\right\}$ is said to be simple if there exists a partition $\Pi: 0=t_{0}<$ $t_{1}<\ldots<t_{n-1}<t_{n}=T$ and a sequence $\left\{Z_{i}: i=1, \ldots, n\right\}$ of random variables such that the sequence $\left\{Z_{i}\right\}$ is adapted to $\left\{\mathscr{F}_{t_{i}} \|: 讠=1, . ?, n\right\}, E\left[Z_{i}^{2}\right]<\infty$ for all i, and $C_{t}=\sum_{i=1} Z_{i} 1_{\left[t_{i-1}, t_{i}\right)}+Z_{n} 1_{\{T\}}$.


Also, for each $t$ such that $t_{k-1} \leq t<t_{k}$, we define

$$
\int_{0}^{t} C_{s} d W_{s}:=\int_{0}^{T} C_{s} 1_{[0, t]} d W_{s}=\sum_{i=1}^{k-1} Z_{i}\left(W_{t_{i}}-W_{t_{i-1}}\right)+Z_{k}\left(W_{t}-W_{t_{k-1}}\right)
$$

where $\sum_{i=1}^{0} Z_{i}\left(W_{t_{i}}-W_{t_{i-1}}\right):=0$.
Now, we will introduce the definition of Itô stochastic integral of any general process. Let $C=\left\{C_{t}: t \in[0, T]\right\}$ be a stochastic process which satisfies the following conditions:

- $C$ is adapted to a Wiener process on $[0, T]$.
- The integral $\int_{0}^{T} E\left[C_{s}^{2}\right] d s$ is finite.

Then, there exists a sequence $\left\{C^{(n)}\right\}$ of simple processes such that

For each $n \in \mathbb{N}$, we can consider stochastic process

$$
I(C)^{(n)}=\left\{I_{t}\left(C^{(n)}\right)=\int_{0}^{t} C_{s}^{(n)} d W_{s}: t \in[0, T]\right\}
$$

It can be shown that there exists, a stochastic process $I(C)=\left\{I_{t}(C): t \in[0, T]\right\}$ to which the sequence $\left\{I\left(C^{(n)}\right)\right\}$ of stochastic processes converges in mean square:

$$
E\left[\sup _{0 \leq t \leq T}\left[I_{t}(C)-I_{t}\left(C^{(n)}\right)\right]^{2}\right] \rightarrow 0 .
$$

The mean square limit $I(C)$ is called the Itô stochastic integral of the stochastic process $C$, and for each $t \in[0, T], I_{t}(C)$ is denoted by $\int_{0}^{t} C_{s} d W_{s}$. It can be shown that this definition of Itô stochastic integrals is well-defined, see [8, 9].

Next, we will define stochastic integrals with respect to compensated Poisson randompeasure? The key/of this definition is to construct a Poisson random measure
Let $G \subseteq \mathbb{R}^{d}$ and $\mathscr{G}$ the collection of Borel setson $G$ A Radon measure on
$(G, \mathscr{G})$ is a measure $\mu$ such that $\mu(B)<\infty$ for every compact Borel set $B \in \mathscr{G}$.
Let $(\Omega, \mathscr{F}, P)$ be a probability space, $G \subseteq \mathbb{R}^{d}$ and $\mu$ a Radon measure on $(G, \mathscr{G})$.
A Poisson random measure on $G$ with intensity measure $\mu$ is an integer-valued random measure $M: \Omega \times \mathscr{G} \rightarrow \mathbb{N}$ such that

- For almost all $\omega \in \Omega, M(\omega, \cdot)$ is an integer-valued Radon measure on $G$.
- For each $B \in \mathscr{G}, M(B):=M(\cdot, B)$ is a Poisson random variable with parameter $\mu(B)$.
- For disjoint sets $B_{1}, \ldots, B_{n} \in \mathscr{G}$, the random variables $M\left(B_{1}\right), \ldots, M\left(B_{n}\right)$ are independent.

It can be shown that for any Radon measure $\mu$ on $G \subseteq \mathbb{R}^{d}$, there exists a Poisson random measure $M$ on $G$ with intensity $\mu$. We define the compensated Poisson random measure $M$ by subtracting from $M$ its intensity measure:

$$
\widetilde{M}(B)=M(B)-\mu(B) .
$$

Now, consider a Poisson random measure $M$ with intensity Lebesgue measure on $G=[0, T] \times \mathbb{R}$. We can define the stochastic integral with respect to compensated Poisson random measure $\widetilde{M}$ of a square integrable process $X$ which is adapted to a Poisson process $N$, denoted by $\left\{\int_{0}^{t} X_{s} d \widetilde{N}_{s}, t \in[0, T]\right\}$, in analogous way of defining the Itốstochastic integral, see [2].

Both Itô stochastic integrat and stochastic integral with respect to compensated Poisson random measure are martingales; hence, they have expectation zero at any time $t \in[0, T]$.

### 2.4 SDEs with Jumps

We interpret a stochastic differential equation with jumps
where $t \in I=[0, T]$ or $[0, \infty)$ as the stochastic integral equation
where the first integral on the right-hand side is a Lebesgue integral (or a Riemann integral since the set of discontinuous points of the process has Lebesgue measure zero), the second one is an Itô stochastic integral, and the last one is a stochastic integral with respect to compensated Poisson random measure.

There are two kinds of solutions of an SDE with jumps called strong and weak solutions. A strong solution of the SDE with jumps (2.1), on the given probability space $(\Omega, \mathscr{F}, P)$ and with respect to the fixed Wiener process $W$ and the compensated Poisson process $\widetilde{N}$ and initial condition $Y$, is a process $X=$ $\left\{X_{t}: t \in I\right\}$ with the following properties:

- $X$ is adapted to the augmented filtration generated by the Wiener process $W$, the compensated Poisson process $\tilde{N}$ and the initial condition $Y$.
- $X_{0}=Y$ almost surely.
- The integrals occurring in (2.1) are well-defined as Lebesgue or Riemann integral, Itô stochastic integral and stochastic integral with respect to compensated Poisson random measure, respectively, and (2.2) holds almost surely.
- $X$ is a function of the underlying Wiener and compensated Poisson sample paths and of the coefficient functions $f(t, x), g(t, x)$ and $h(t, x)$.

Thus, a strong solution of (2.1) is based on the paths of the underlying Wiener and compensated Poisson processes. If we changed the Wiener and compensated Poisson processes by other Wiener and compensated Poisson processes, we would get another strong solution which would be given by the same functional relationship, but with the new Wiener and compensated Poisson processes in it. For a weak solution, the path behavior is not essential. We are only interested in the distribution of $X$. The initial condition $Y$ and the coefficient functions $f(t, x), g(t, x)$ and $h(t, x)$ are given, and we have to find one Wiener process and one compensated Poisson process such that (2.2) holds almost surely. $?$

In this thesis, we only consider strong solutions of SDEs with jumps. We now anive sufficient conditions for the existence and uniqueness of sueh solutions. From (2.1), suppose that the coefficient functions $f(t, x), g(t, x)$ and $h(t, x)$ satisfy the Lipschitz and linear growth conditions:

$$
\begin{aligned}
|f(t, x)-f(t, y)|+|g(t, x)-g(t, y)|+|h(t, x)-h(t, y)| & \leq K|x-y| \\
|f(t, x)|^{2}+|g(t, x)|^{2}+|h(t, x)|^{2} & \leq K^{2}\left(1+|x|^{2}\right),
\end{aligned}
$$

for every $t \in I, x \in \mathbb{R}, y \in \mathbb{R}$ where $K$ is a positive constant. In addition, the random variable $Y$ is independent of the Wiener and compensated Poisson processes and has finite second moment:

Then, there exists a unique strong solution of the SDE with jumps (2.1), see [7].

## CHAPTER III

## NUMERICAL SCHEMES

In this chapter, we present the three numerical schemes investigated in this thesis and give the concept of strong and weak convergence of numerical solutions. From now on, for a stochastic process $X$, we write $X(t)$ in place of $X_{t}$ and use the subscript when we refer to a numerical solution.

First of all, we will talk about our assumptions for the mean-reverting square root process with jumps. Throughout this thesis, let $(\Omega, \mathscr{F}, P)$ be a complete probability space with a filtration $\left\{\mathscr{F}_{t}: t \geq 0\right\}$ satisfying the usual conditions. Let $W$ be a Wiener process and $N$ a Poisson process with intensity $\lambda$ such that $\widetilde{N}(t)=N(t)-\lambda t$ is the corresponding compensated process. Assume that $W$ and $N$ are independent, and all of these processes are defined on this probability space. This thesis considers (1.1) in which $\alpha, \lambda$ and $\sigma$ are positive, $\mu$ is nonnegative, $\alpha+\lambda \delta>0$, and $S(0)>0$ almost surely.

For any giveninitial value $S(0)=S_{0}>0$ almost surely, the condition $\alpha+\lambda \delta>$ 0 will force (1.1) to have a unique strong solution which will never become negative with probability one, see [13]. The following theorem yields the expectation of the solution of (1.1) for any.fimet. $\because \approx 9 N ? \cap ?$
Theorem 3.1. [13] For the equation (1.1),

so that $\lim _{t \rightarrow \infty} E S(t)=\mu$.
Now, we will focus on our three numerical schemes. We write $s_{n}$ to denote the numerical approximation of (1.1) and simulate the model on a fixed finite interval $[0, T]$.

For the first method, we divide the interval $[0, T]$ into $N$ parts with a fixed time step $\Delta=\frac{T}{N}$. Then, we acquire an equidistant time discretization $\left\{t_{0}, t_{1}, \ldots, t_{N}\right\}$ with $t_{n}=n \Delta$. Then, we define the EM approximation to (1.1) by setting $s_{0}=E S_{0}$ and forming

$$
\begin{align*}
s_{n+1} & =s_{n}+\alpha\left(\mu-s_{n}\right) \Delta+\sigma \sqrt{\left|s_{n}\right|} \Delta W_{n}+\delta s_{n} \Delta \widetilde{N}_{n} \\
& =(1-\alpha \Delta) s_{n}+\alpha \mu \Delta+\bar{\sigma} \sqrt{\left|s_{n}\right|} \Delta W_{n}+\delta s_{n} \Delta \widetilde{N}_{n} \tag{3.1}
\end{align*}
$$

where $\Delta W_{n}=W\left(t_{n+1}\right)-W\left(t_{n}\right)$, which is normally distributed with mean zero and variance $\Delta$, is a Wiener process increment and $\Delta \widetilde{N}_{n}=\widetilde{N}\left(t_{n+1}\right)-\widetilde{N}\left(t_{n}\right)$, which has the distribution $\operatorname{Poi}(\lambda \Delta)-\lambda \Delta$, is a compensated Poisson process increment. Note that a numerical method that is directly applied to (1.1) may break down due to negative values being supplied to the square root function. However, we have known that the solution $S(t)$ will never become negative almost surely. Thus, the SDE with jumps (1.1) is equivalent to

$$
d S(t)=\alpha\left(\mu-S\left(t^{-}\right) d t+\sigma \sqrt{\left|S\left(t^{-}\right)\right|} d W(t)+\delta S\left(t^{-}\right) d \widetilde{N}(t)\right.
$$

which is a computationally safer problem. For this reason, we use $\left|s_{n}\right|$ instead of $s_{n}$ under the square root function.

Next, with the same equidistant time discretization $\left\{t_{0}, t_{1}, \ldots, t_{N}\right\}$, the CSSBE scheme for (1.1) introduced in [5] is defined by letting $s_{0}=E S_{0}$ and forming

 has two substeps. The first substep which is to find $s_{n+1}^{*}$ concerns only with the deterministic component, and the second substep which is to substitute $s_{n+1}^{*}$ from the first substep into the formula to obtain $s_{n+1}$ deals with the random parts from the Wiener process and the compensated Poisson process.

Our last method based on time discretizations that include all jump times is originally introduced in [11]. We adapt this method from [1] where a compound Poisson process, which is a pure jump process, is used to be the jump process in the model. Note that in this thesis, our jump process in the SDE with jumps is a compensated Poisson process $\widetilde{N}$ which is not a pure jump process but can be separated into a pure jump part $N(t)$ and a nonjump part $-\lambda t$. Recall that waiting time between two consecutive jump times of a Poisson process with intensity $\lambda$ is exponentially distributed with parameter $\lambda$, which has mean $\frac{1}{\lambda}$. We construct a jump-adapted time discretization by merging the old equidistant time discretization with step size $\Delta$ and the jump times $\left\{\tau_{1}, \tau_{2}, \ldots, \tau_{M}\right\}$ generated by the Poisson process $N$, and then orderly rename all points in this new jump-adapted time discretization, namely $\left\{t_{0}, t_{1}, \ldots, t_{L}\right\}$. Note that the jump times $\left\{\tau_{1}, \tau_{2}, \ldots, \tau_{M}\right\}$ and the number of jump times are random, so $M$ and $L$ is not a fixed number. Moreover, the jump-adapted time discretization $\left\{t_{0}, t_{1}, \ldots, t_{L}\right\}$ may have different step sizes, so we define $\Delta_{n}=t_{n+1}-t_{n}$ and $\Delta W_{n}=W\left(t_{n+1}\right)-W\left(t_{n}\right)$, which is normally distributed with mean zero and, variance $t_{n+1}-t_{n}$. The JAE scheme for (1.1) is then given by setting $s_{0}=E S_{0}$ and forming


For each step from $s_{n}$ to $s_{n+1}$, this method has two substeps. The first substep which is to find $s_{n+1^{-}}$deals with nonjump component, and the second substep concerns only with pure jump part. Here we break $\Delta \tilde{\mathrm{N}}_{n}$.into pue jump part
$\Delta N_{n}$ and nonjump component $-\lambda \Delta_{n}$. The nonjump part will be assigned to the first substep, and for the second substep we add a jump of size $\delta s_{n+1^{-}} * 1$ if it is a jump time and do nothing if it is not a jump time because we have already known which step is a jump time of the Poisson process $N$ whose jumps have size 1.

A numerical solution $s_{n}$ with the grid size $\Delta$ is said to converge strongly
with order $\gamma$ to $S$ at time $T$ if there exists a constant $C$, independent of $\Delta$, such that

$$
E\left|S(T)-s_{n, T}\right| \leq C \Delta^{\gamma}
$$

for any $\Delta$ sufficiently small, where $s_{n, T}$ denote the numerical solution at time $T$. As one can notice from the definition of the strong error, strong schemes provide pathwise approximations. Therefore, these methods are suitable for problems such as filtering, scenario analysis and hedge simulation.

A numerical solution $s_{n}$ with the grid size $\Delta$ is said to converge weakly with order $\gamma$ to $S$ at time $T$ if for each $f \in C_{P}^{2(\gamma+1)}$ there exists a constant $C$, independent of $\Delta$, such that
$\left|E f(S(T))=E f\left(s_{n, T}\right)\right| \leq C \Delta^{\gamma}$
for any $\Delta$ sufficiently small, where $s_{n, T}$ denote the numerical solution at time $T$ and $C_{P}^{2(\gamma+1)}$ denote the space of $2(\gamma+1)$ continuously differentiable functions which have polynomial growth. It is customary to choose the function $f$ to be the identity function when we simulate a model and measure the error in weak sense. Weak schemes provide approximations of the probability measure and are appropriate for problems such as derivative pricing and the evaluation of moments, risk measures and expected utilities.
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## CHAPTER IV

## ERROR BOUNDS

This chapter provides rigorous error bounds in weak sense for Euler-Maruyama and compensated split-step backward Euler methods. The key ingredients of our proof is the Fubini's theorem and the Gronwall's inequality. Let's state these two theorems in the versions that we will use in our proof.

Theorem 4.1. [12] If $A$ and $B$ are $\sigma$-finite measure spaces, and either

$$
\int_{A} \int_{B}|f(x, y)| d y d x<\infty \text { or } \int_{B} \int_{A}|f(x, y)| d x d y<\infty
$$

then $\int_{A} \int_{B} f(x, y) d y d x=\int_{B} \int_{A} f(x, y) d x d y$.
Theorem 4.2. [10] Let $u$, fand $h$ be nonnegative continuous functions defined on $J=[a, b]$, and $u(t) \leq f(t)+g(t) \int h(s) u(s) d s$ for all $t \in J$. Then, for any $t \in J$,


Recall here that $E\left[\Delta W_{n}\right]=E\left[\Delta \widetilde{N}_{n}\right]=0$. Moreover, every Itô stochastic integral and stochastic integral with respect to compensated Poisson random measure have expectationzero These properties will be repeatedly used throughout this chapter.
-1
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We will first deal with the EM method. Throughout this section, $s_{n}$ will denote the EM numerical solution of (1.1). Let us define the continuous-time EM approximation

$$
\begin{equation*}
s(t)=s_{0}+\alpha \int_{0}^{t}(\mu-\bar{s}(r)) d r+\sigma \int_{0}^{t} \sqrt{|\bar{s}(r)|} d W(r)+\delta \int_{0}^{t} \bar{s}(r) d \widetilde{N}(r) \tag{4.1}
\end{equation*}
$$

where $t \in[0, T]$, and $\bar{s}(t)$ is the step function $\bar{s}(t):=s_{n}$ for $t \in\left[t_{n}, t_{n+1}\right)$. From (3.1) and (4.1), we see that at each grid point $t=t_{n}, \bar{s}(t)=s_{n}=s\left(t_{n}\right)$. This yields that an error bound for $s(t)$ will automatically imply an error bound for our numerical solution $s_{n}$. Hence, we will aim at the error bound for $s(t)$.

Theorem 4.3. $E s_{n}-\mu=(1-\alpha \Delta)^{n}\left(E s_{0}-\mu\right)$
Proof. First, notice that after we fix $\Delta, E \mid s_{n}$ is bounded due to the linear growth condition of all coefficients and the finite number of time steps, and $s_{n}$ is independent of $\Delta W_{n}$ and $\Delta \widetilde{N}_{n}$ thanks to the fixed time step $\Delta$. Note that if the time step is not fixed, $s_{n}$ may not be independent of $\Delta \widetilde{N}_{n}$. Taking expectation in (3.1) yields that $E S_{n+1}=(1-\alpha \Delta) E s_{n}+\alpha \mu \Delta$. Therefore, for each $n$, $E s_{n+1}-\mu=(1-\alpha \Delta)\left(E s_{n}-\mu\right)$; hence, this can lead to the desired result.

This theorem yields that $\lim _{n \rightarrow \infty} E s_{n}=\mu$ for $\Delta<\frac{2}{\alpha}$. Thus, the discrete approximation of $S(t)$ still keeps mean reversion when $\Delta$ is sufficiently small. Note that we usually choose $\Delta$ so small that $\Delta<\frac{2}{\alpha}$. From Theorem 3.1, we also immediately obtain the following corollary.

Corollary 4.4. $\left|E S(n \Delta)-E s_{n}\right|=\left|e^{-\alpha n \Delta}-(1-\alpha \Delta)^{n}\right|\left|E S_{0}-\mu\right|$.
It is worth remarking here that from the above corollary we can show that when $|1-\alpha \Delta|<1$ or equivalently $\Delta<\frac{2}{\alpha},\left|E S(T)-E s_{N}\right| \leq C \Delta$ for some constant $C$, where $N$ is the number of time steps. Therefore, the order of weak convergence for the EM numerical approximation when $\Delta$ is sufficiently small is 1.0. To see this claim, we start at $/ d$ U \|

We will show that $\left(\sum_{k=0}^{\infty} \frac{(-\alpha \Delta)^{k}}{k!}\right)^{N}-(1-\alpha \Delta)^{N}=A \Delta$ for some constant $A$ which does not depend on $N$ and $\Delta$, and then set $C=|A|\left|E S_{0}-\mu\right|$ in order to obtain our desired result. Observe that

$$
\begin{aligned}
& \begin{aligned}
&\left(\sum_{k=0}^{\infty} \frac{(-\alpha \Delta)^{k}}{k!}\right)^{N}=\left(1-\alpha \Delta+\frac{(-\alpha \Delta)^{2}}{2!}+\frac{(-\alpha \Delta)^{3}}{3!}+\ldots\right)^{N} \\
&= 1-N \alpha \Delta+\left[\binom{N}{2}(-\alpha \Delta)^{2}+\binom{N}{1} \frac{(-\alpha \Delta)^{2}}{2!}\right]+ \\
& {\left[\binom{N}{3}(-\alpha \Delta)^{3}+\binom{N}{1}\binom{N-1}{1} \frac{(-\alpha \Delta)^{3}}{2!}+\binom{N}{1} \frac{(-\alpha \Delta)^{3}}{3!}\right] } \\
& \text { and } \\
&(1-\alpha \Delta)^{N}=1-N \alpha \Delta+\binom{N}{2}(-\alpha \Delta)^{2}+\binom{N}{3}(-\alpha \Delta)^{3}+\ldots+\binom{N}{N}(-\alpha \Delta)^{N} .
\end{aligned}
\end{aligned}
$$

Then, $\left(\sum_{k=0}^{\infty} \frac{(-\alpha \Delta)^{k}}{k!}\right)^{N}-(1 \geqslant \alpha \Delta)^{N}$ has the form $\alpha \Delta \sum_{k=1}^{\infty} f_{k}(N)(\alpha \Delta)^{k}$ where $f_{k}(N)$ is a polynomial over $N$ ofdegree $k$. For each $k, f_{k}(N)(\alpha \Delta)^{k}$ does not depend on $N$ and $\Delta$ but $T$ and $\alpha$, since we can eliminate $N^{l}$ where $l \leq k$ by multiplying it by $\Delta^{l}$ so that $\Delta^{l} \Delta^{l} E T^{l}$ and also annihilate the remainder $\Delta^{k-l}$ by matching it with $\alpha^{k-l}$ available from $\alpha^{k}$ so that $\Delta^{k-l} \alpha^{k-l}<2^{k-l}$. Whatever $N$ is, $\sum_{k=1}^{\infty} f_{k}(N)(\alpha \Delta)^{k}$ is still convergent. Hence, we have our claim. However, it is hard to explieitly calculate such constant $A$. As we will see later, Theorem 4.7, which is the main result of this section, will provides rigorous error bound of the EM method for the mean-reverting square root process with jumps.

## 

Proof. Observe that $E\left|s_{n}\right|$ is bounded, and for any $t \in\left[t_{n}, t_{n+1}\right), \bar{s}(t)=s_{n}$. Hence,


Lemma 4.6. $|E[s(t)-\bar{s}(t)]| \leq D_{1}\left(\alpha, \Delta, S_{0}, \mu, N\right)$ for any $t \in[0, T]$ where

$$
D_{1}\left(\alpha, \Delta, S_{0}, \mu, N\right):= \begin{cases}\alpha \Delta\left|E S_{0}-\mu\right|, & \text { if }|1-\alpha \Delta|<1, \\ \alpha \Delta\left|E S_{0}-\mu\right||1-\alpha \Delta|^{N}, & \text { if }|1-\alpha \Delta| \geq 1\end{cases}
$$

and $N$ is the number of time steps.

Proof. Let $t \in[0, T]$ and $n=\left\lfloor\frac{t}{\Delta}\right\rfloor$, the integer part of $\frac{t}{\Delta}$. Since $\bar{s}(t)=s_{n}=s\left(t_{n}\right)$ at each grid point $t=t_{n}$, we have

$$
\begin{aligned}
s(t)-\bar{s}(t)= & \alpha\left(\mu-s_{n}\right)(t-n \Delta)+\sigma \sqrt{\left|s_{n}\right|}(W(t)-W(n \Delta)) \\
& +\delta s_{n}(\tilde{N}(t)-\widetilde{N}(n \Delta)) .
\end{aligned}
$$

Taking expectation through this equation and applying Theorem 4.3, we acquire


Taking absolution through this equation and noting that $t-n \Delta \leq \Delta$, we obtain that

$$
|E[s(t)-\bar{s}(t)]| \leq \alpha|1-\alpha \Delta|^{n}\left|E S_{0}-\mu\right| \Delta .
$$

Note that $n$ can be any integer varied from 0 to $N$. If $|1-\alpha \Delta|<1$, then we have that $|1-\alpha \Delta|^{n}<1$; thus, we get the desired result. If $|1-\alpha \Delta| \geq 1$, then $|1-\alpha \Delta|^{n}<|1-\alpha \Delta|^{N}$; hence, we acquire the desired result.

Remark that $\Delta$ is usually so small that $|1-\alpha \Delta|<1$; therefore, in this case, we choose $D_{1}=\alpha \Delta\left|E S_{0}-\mu\right|$ whose formula does not depend on the number of time steps $N$.


Theorem 4.7. Forrany $t \in[0, T]$,
where $D_{1}\left(\alpha, \Delta, S_{0}, \mu, N\right)$ is defined as in Lemma 4.6.
Proof. Let $\theta \in[0, T]$. From (1.1) and (4.1), we have

$$
\begin{aligned}
S(t)-s(t)= & -\alpha \int_{0}^{t}\left(S\left(r^{-}\right)-\bar{s}(r)\right) d r \\
& +\sigma \int_{0}^{t}\left(\sqrt{S\left(r^{-}\right)}-\sqrt{|\bar{s}(r)|}\right) d W(r)+\delta \int_{0}^{t}\left(S\left(r^{-}\right)-\bar{s}(r)\right) d \widetilde{N}(r)
\end{aligned}
$$

Taking expectation through this equation and replacing $r^{-}$by $r$ will not have any effect on the Lebesgue integrals yield

$$
E[S(t)-s(t)]=-\alpha E \int_{0}^{t}(S(r)-\bar{s}(r)) d r
$$

Next, for the right hand side of the above equation, we will apply Theorem 4.1 in order to interchange the order between the expectation and the integral. Note that the expectation is the integral with respect to the probability measure $P$ over the whole space $\Omega$, and both $\Omega$ and $[0, t]$ are $\sigma$-finite measure spaces. We will verify that
$E|S(r)<\bar{s}(r)| d r<\infty$.
Since the exact solution $S(t)$ xyill never become negative with probability one, $|S(t)|=S(t)$ almost surely. Thus, $E|S(r)|=E S(r)=\mu+e^{-\alpha r}\left(E S_{0}-\mu\right)$ which is bounded on $[0, t]$. By Lemma 4.5, $E|S(r)-\bar{s}(r)| \leq E|S(r)|+E|\bar{s}(r)|$ is also bounded on $[0, t]$. Therefore, the integral $\int_{0}^{t} E|S(r)-\bar{s}(r)| d r$ is bounded. Then, we can interchange the order between the expectation and the integral as desired. After that taking the absolution yields

9) 98 ?

Note that we obtain the inequality in line $(*)$ from Lemma 4.6. Now, we will apply Theorem 4.2 to this inequality. Observe that we have to check only that $|E[S(t)-s(t)]|$ is continuous. Also, notice that $E S(t)=\mu+e^{-\alpha t}\left(E S_{0}-\mu\right)$ and the absolution are continuous. We claim that $E s(t)$ is also continuous; hence, we will acquire the desired condition for applying Theorem 4.2. To show our claim,
we first note that for every measurable function $f, \int_{0}^{t} f(r) d r$ is continuous in $t$. From (4.1),

$$
E s(t)=E s_{0}+\alpha E \int_{0}^{t}(\mu-\bar{s}(r)) d r=E s_{0}+\alpha \mu t-E \int_{0}^{t} \bar{s}(r) d r .
$$

Since $E|\bar{s}(t)|$ is bounded by Lemma 4.5, again, we can interchange the order between the expectation and the integral and finally have

$$
E s(t)=E s_{0}+\alpha \mu t-\int_{0}^{t} E \bar{s}(r) d r
$$

which is continuous. Therefore, we ean now apply Theorem 4.2 to the inequality $|E[S(t)-s(t)]| \leq \alpha D_{1} t+\alpha \int_{0}|E(S(r)-s(r))| d r$ which yields

$$
|E[S(t)-s(t)]| \leq \alpha D_{1} t+\alpha \int_{0}^{t} \alpha D_{1} r e^{\int_{r}^{t} \alpha d v} d r
$$

$$
\begin{aligned}
2 \\
=\alpha \hat{D}_{1} t+\alpha^{2} D_{1} \int_{0}^{t} r e^{\alpha t-\alpha r} d r
\end{aligned}
$$

$$
\begin{equation*}
\frac{\mu \Delta L D}{1}+\alpha D_{1} t+\alpha^{2} D_{1}\left[\frac{e^{\alpha t}}{\alpha^{2}}-\frac{t}{\alpha}-\frac{1}{\alpha^{2}}\right] \tag{**}
\end{equation*}
$$

$$
(5)=D_{1}\left(e^{\alpha t}-1\right)
$$

Note that the equation in line $\left({ }^{* *}\right)$ is obtained by integration by parts.
Note that there are other versions of Gronwall's inequality which can yield the error bound $\alpha T D_{4} e^{\alpha T}$ being greater than $D_{1}\left(e^{\alpha T}-1\right)$. The Gronwall's inequality in Theorem 4.2 is a version giving the best resulf for Theorem 4.7 as we have found from a lot of textbooks.
Q 9 By Theorem 4.7. we see that the order of weak convergence for the EM nu-
Recall that $s_{n}$ and $s(t)$ agree on every grid point and Corollary 4.4 gives a weak error at each grid point $t_{n}$. Because the number of time steps is finite, $\max _{n}\left|e^{-\alpha n \Delta}-(1-\alpha \Delta)^{n}\right|\left|E S_{0}-\mu\right|$ is an error bound for our numerical solution $s_{n}$ for every grid point. This differs from the error bound in Theorem 4.7 which
provides the error for the continuous-time EM approximation $s(t)$ for the whole interval $[0, T]$. Thus, the error bound from Theorem 4.7 can be used instead of $\max _{n}\left|e^{-\alpha n \Delta}-(1-\alpha \Delta)^{n}\right|\left|E S_{0}-\mu\right|$ for Corollary 4.4. Another good aspect of the error bound in Theorem 4.7 is that it has a simple form which is easy to be calculated.

### 4.2 Compensated Split-Step Backward Euler Method

Now, we work on the CSSBE method. Throughout this section, $s_{n}$ will denote the CSSBE numerical solution of (1.1) which is obtained from (3.2). We now define the continuous-time CSSBE approximation by

$$
\begin{equation*}
s(t)=s_{0}+\alpha \int_{0}^{t}(\mu-\bar{s}(r)) d r+\sigma \int_{0}^{t} \sqrt{|\bar{s}(r)|} d W(r)+\delta \int_{0}^{t} \bar{s}(r) d \widetilde{N}(r) \tag{4.2}
\end{equation*}
$$

where $t \in[0, T]$, and $\bar{s}(t)$ is the step function $\bar{s}(t):=s_{n+1}^{*}$ for $t \in\left[t_{n}, t_{n+1}\right)$. From (3.2) and (4.2), we know that $s_{n}=s\left(t_{n}\right)$ at every grid point $t=t_{n}$. Like the EM method, we will seek the error bound for $s(t)$ in order to obtain an error bound for our numerical solution $s_{n}$. This section is very much like the previous section so that some remarks and details of the proof will be omitted.

Theorem 4.8. $E s_{n}-\mu=\left(\frac{1}{1+\alpha \Delta}\right)^{n}\left(E s_{0}-\mu\right)$.
Proof. Note that $E\left|s_{n+1}^{*}\right|$ is bounded. Taking expectation in (3.2) yields that
 desired result.
Q 9 This theørem cyields that $\lim _{n \rightarrow \infty} E s_{n}=\mu$ for any size of $\Delta$. Thus the discrete approximation $s_{n}$ still keeps mean reversion for any size of $\Delta$. This makes the CSSBE method seem better than the EM method.

Corollary 4.9. $\left|E S(n \Delta)-E s_{n}\right|=\left|e^{-\alpha n \Delta}-\left(\frac{1}{1+\alpha \Delta}\right)^{n}\right|\left|E S_{0}-\mu\right|$.
Lemma 4.10. $E|\bar{s}(t)|$ is bounded on $[0, T]$.

The proof of the above lemma is similar to Lemma 4.5's.

Lemma 4.11. $|E[s(t)-\bar{s}(t)]| \leq D_{2}\left(\alpha, \Delta, S_{0}, \mu\right)$ for any $t \in[0, T]$ where

$$
D_{2}\left(\alpha, \Delta, S_{0}, \mu\right):=\frac{\alpha \Delta}{1+\alpha \Delta}\left|E S_{0}-\mu\right| .
$$

Proof. Let $t \in[0, T]$ and $n=\left\lfloor\frac{t}{\Delta}\right\rfloor$, the integer part of $\frac{t}{\Delta}$. From (3.2) and (4.2), we acquire that

$$
\begin{aligned}
s(t)-\bar{s}(t)= & s_{n}+\alpha\left(\mu-s_{n}^{*}(-1)(t-n \Delta)+\sigma \sqrt{\left|s_{n+1}^{*}\right|}(W(t)-W(n \Delta))\right. \\
& +\delta s_{n+1}^{*}(\tilde{N}(t)-\widetilde{N}(n \Delta))-\frac{s_{n}+\mu \alpha \Delta}{1+\alpha \Delta} .
\end{aligned}
$$

Taking expectation through this equation, we have

$$
\begin{aligned}
E[s(t)-\bar{s}(t)] & =\frac{\alpha \Delta}{1+\alpha \Delta}\left(E s_{n}-\mu\right)+\frac{\alpha(t-n \Delta)}{1+\alpha \Delta}\left(\mu-E s_{n}\right) \\
& =\frac{\alpha((n+1) \Delta-t)}{1+\alpha \Delta}\left(E s_{n}-\mu\right)
\end{aligned}
$$

Taking absolution on both sides of this equation, noting that $(n+1) \Delta-t \leq \Delta$ and applying Theorem 4.8, we obtain

which completes the proof.


Qwhere $D_{2}\left(\alpha, \Delta, S_{0}, \mu\right)$ is defined ds in Lemma 4.11. 9 ?
We can imitate the proof of Theorem 4.7 to prove this theorem by applying Lemma 4.10 and Lemma 4.11 instead of Lemma 4.5 and Lemma 4.6, respectively.

From Theorem 4.12, since $\frac{\alpha \Delta}{1+\alpha \Delta}<\alpha \Delta$, we also have that

$$
|E[S(t)-s(t)]|<\alpha \Delta\left|E S_{0}-\mu\right|\left(e^{\alpha T}-1\right)
$$

Hence, the order of weak convergence for the CSSBE numerical solution is 1.0.
Observe that we can still imitate the package of proof from section 4.1 to find error bounds for other methods that have a constant time step size. Unfortunately, the JAE method has random time step sizes, so we cannot use the proof from section 4.1 to show an error bound for this method. It is harder to find such bound.


##  

## CHAPTER V COMPUTATIONAL EXPERIMENTS

First, we show computable error bounds for EM and CSSBE methods acquired from Theorem 4.7 and Theorem 4.12 , respectively. Specifically, we demonstrate, in Table 5.1, the bounds in the case $\alpha=4, \mu=0.5, \sigma=0.3, \lambda=8, \delta=0.2, s_{0}=1$, and $T=0.5$ for a range of $\Delta$ values.

|  | EMLMA | CSSBE |
| :---: | :---: | :---: |
| $\Delta=2^{-9}$ | 0.024957250386448 | 0.024763783329189 |
| $\Delta=2^{-8}$ | 0.049914500772896 | 0.049146585376390 |
| $\Delta=2^{-7}$ | 0.099829001545791 | 0.096803880286828 |
| $\Delta=2^{-6}$ | 0.199658003091583 | 0.187913414674431 |
| $\Delta=2^{-5}$ | 0.399316006183166 | 0.354947561051703 |

Table 5.1: Error bounds for EM and CSSBE methods when $\alpha=4, \mu=0.5, \sigma=$ $0.3, \lambda=8, \delta=0.2, s_{0}=1$, and $T=0.5$.
 Figure 5.1-5.6, graphs that show the order of convergence in weak sense of our the error in weak sense: $\left|E S(T)-E s_{n, T}\right|$. Here, $E S(T)$ can be calculated from Theorem 3.1, and we find $E s_{n, T}$ by averaging $s_{n, T}$ of all $1,000,000$ paths. For each graph, the x -axis is the size of $\Delta$ and the y -axis represents the weak error $\left|E S(T)-E s_{n, T}\right|$. Here, we plot these graphs in log-log scale so that the slope of
each line will represent the order of convergence in weak sense. The reference line with slope of one is also plotted in dash. Note that for Figure 5.3-5.6, we fix $\alpha=6, \mu=0.5, \sigma=0.5, \delta=0.1, s_{0}=1$ and $T=0.25$ and vary $\lambda$ over $4,12,36$ and 108. For each $\lambda$, the expected number of jumps of sample paths is $\lambda T$ so that we examine the cases when the expected numbers of jumps of sample paths are $1,3,9$ and 27 , correspondingly.

ค. $99 \rightarrow$. Wure 5.1: Weak error plots when $\alpha=4, \mu=0.5, \sigma=0.3, \lambda=8, \delta=0.2, s_{0}=1$, and $T=0.5$.


Figure 5,2: Weak error plots when $\alpha=6, \mu=50, \sigma=0.5, \lambda=36, \delta=0.1, s_{0}=$



Figure 5.3: Weak error plots when $\alpha=6, \mu=0.5, \sigma=0.5, \lambda=4, \delta=0.1, s_{0}=1$,



Figure 5.4: Weak error plots when $\alpha=6, \mu=0.5, \sigma=0.5, \lambda=12, \delta=0.1, s_{0}=1$,



Figure 5.5: Weak error plots when $\alpha=6, \mu=0.5, \sigma=0.5, \lambda=36, \delta=0.1, s_{0}=1$,



Figure 5.6: Weak error plots when $\alpha=6, \mu=0.5, \sigma=0.5, \lambda=108, \delta=0.1, s_{0}=$ จุ่พหาดสงงกรรณ์มหาวิทยาลัย

Lastly, graphs that show weak error bounds for EM and CSSBE methods coming from Theorem 4.7 and Theorem 4.12, respectively, together with the weak error plots from corresponding simulation are illustrated. Figure $5.7-5.8$ show the relation between our theoretical error bounds and the errors from our simulation in the case $\alpha=4, \mu=0.5, \sigma=0.3, \lambda=8, \delta=0.2, s_{0}=1$, and $T=0.5$. Here, we use 5 different sizes of $\Delta: 2^{-9}, 2^{-8}, 2^{-7}, 2^{-6}$ and $2^{-5}$ so that we can obtain each point of theoretical error bounds from Table 5.1. The reference line with slope of one is also plotted in dash.


Figure 5.7: Theoretical error bound from Theorem 4.7 and weak error plot for EM method when $\alpha=4, \mu=0.5, \sigma=0.3, \lambda=8, \delta=0.2, s_{0}=1$, and $T=0.5$.


Figure 5.8: Theoretical error bound from Theorem 4.12 and weak error plot for


## CHAPTER VI

## DISCUSSION AND CONCLUSION

In this work, we have provided rigorous numerical error bounds in weak sense for EM and CSSBE methods for the mean-reverting square root process with jumps. The numerical investigations have also been done with both methods and also with the JAE method. It is found numerically that all of three methods tend to have order of weak convergence equal to 1.0. This coincides with the general theory for SDEs with jumps with Lipschitzian coefficients. In fact, from the formulae of the error bounds for EM and CSSBE methods in chapter 4, we know that the order of weak convergence for both numerieal schemes is exactly 1.0.

We notice that the formulae of error bounds for EM and CSSBE methods do not depend on parameters $\sigma, \lambda, \delta$. This is because these parameters relate to the Wiener process and the compensated/Poisson process which are martingales.

Comparing the formulae of crror bounds for EM and CSSBE methods, we see that the error bound of CSSBE method is slightly better than EM method's. This agrees with our computer simulation in many cases in which both of EM and CSSBE plots are close together.

Although the JAE method should have a better numerical solution when it is comparedluith EM and CSSBE methods for other models, it has been observed

our simulation. The most suspicious factor to this phenomenon is the parameters concerning with jumps, which are $\lambda$ and $\delta$. However, $\delta$ represents the degree of jumps and should be around 0.1 or 0.2 for instance. Thus, we shift out attention to the effect of the number of jumps in sample paths to its accuracy. Figure 6.1 and 6.2 show some sample paths simulated by the JAE method with the
same parameters used in Figure 5.6. The dash line in each picture represents the expectation of the exact solution obtained from Theorem 3.1.


Figure 6.1: A sample path of JAE method that has a great number of jumps when $\alpha=6, \mu=0.5, \sigma=0.5, \lambda=108, \delta=0.1, s_{0}=1, T=0.25$ and $\Delta D^{-9}$.



Figure 6.2: A sample path of JAE method that has a small number of jumps


When the number of jumps is too low, in Figure 5.3, all methods will behave indistinctively. The more the number of jumps, the more the difference of JAE method to the other two schemes. If the number of jumps is too high, the JAE method may create some paths, as in Figure 6.1, that have too many jumps or might generate some paths, as in Figure 6.2, that have a small number of jumps before they approach to the strike time $T$ and go far off the expectation of the exact solution at time $T$. This means that the JAE method has high volatility when $\lambda$ is too large and can affect its performance. Hence, we should use the JAE method for the scenario having the reasonable expected number of jumps. Anyway, this is just our hypothesis. The actual factors are still unknown. This might need a theoretical error bound for JAE method and deep analysis which is more complicated than the other two methods' because of the nonconstant time step size.
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