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CHAPTER 1
INTRODUCTION

1.1 Motivation

m in every industry nowadays. And

many researchers A | een worke e ie™ ield, insurance field, securities
exchanges field, e axisti m still just few companies in
telecom industry hav S id programs in place to evaluate why
customers lea \ \ | l- stry and how to increase
customers’ e is the key point. Any
telecom enterprisgfis motivated ‘Become 2 ) 10n \ field, but stymied in their

effort to do i tebhai 7-' ': adge. T e h has focused on the
a few of literatures in the
industrial world. Se Jth tudy rer - thi I|mitation by neural network
prediction, and it ha I ‘the de a from real commercial telecom
world. The strategic Aretam a customer lifetime value (refer
to CLV) keep mcreasm“.@ﬂ@the? 5 _is software with good competitive
ability. To ;\- '7 ‘ q‘p-:l‘e study by using SAS

software ( .&‘ﬂ. nter / coupled with commercial

e

licensed softwﬁ | m
“f T BN ST NGRS oo

by m and more scholars and‘enterprlse as standard that identifies the customer’s

WA S IR T e e

be divided into two parts to the present customer. First part, profit the customer has
made till now, the second is future profit, namely the total present profit plus with the
customer is likely to make in the future. The normal CLV is only the future profit, so the

forecasting CLV refers to the profit.
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A customer's CLV is typically assessed using customer behavior
data from telecoms company database to predict customer behavior and profitability.
The traditional direct marketing literature by Berger et al [1] has mentioned a simple
model using amounting total data predict CLV. The CLV is the income contributing to

profit of the company and it takes off t

e cost while the company is gaining the income.
[ longtime customers’ potential selling

the customer’s total value in the

future objectively . mplot ly. T& COWOW clearly if a customer is
profitable or not tinues to use the definition.

Namely, the va t with specific time in the

Respectively, they ue; 3 thr und t), International Calling, Call

: T T =
rla@\i&fn- o gl P ¥ J
- e R 3 -

Duration for the input

ctives of Researcﬁ"

1.3  The Obj
!

l'n.li‘[“nimil"n'g-’ellIliY-‘.Ir.Yﬂn-e"l'{.Yﬂqllg-" gSe the model of Neural

. A1 i e
Network predicting the CL eason why used this model

because the data is huge and complexity and tasks make by hand impractical. But if
neural networks‘irE?mented functions”n be inferred for the case from data
ﬁ gcﬂ wﬁsw ﬁ w ﬂ network, thereby

goal more ter prediction exactness. Third, the research has also

focused on comparison purpge and building=an utilizable decision’ tree model

0 FRr Kt T pt ey T
decision trees performance and exactness will compared with the neural network. It

has applied to two different data mining techniques for the prediction. Mainly, the

research has employed neural network Multilayer perceptrons with Leveberg-
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Marquart algorithm. And the following, it has compared the performance of Decision
tree with C4.5 Algorithm.
1.4 Scope of study
Recently, many expert systems and CRM (Customer relationship

hodologies have been exploited in industry

sin relat|onsh|p marketing which

roup Relationship marketing
based marketing, with its
retention through effective
customer centric” business
l and customer satisfaction.
‘ ating total present profits
2. The Estimate lifetime, the
on the network, estimated
ally for a small segment of
e ‘ A‘tomers; or more specifically, for

each customer, based on i----—- opensity to churn score when this is available.

o .-

Although, many arti in the.telecommunication field

still has :m _.; = atures review.
/ i \j

1.5 Literatures @iew k m

There are several existing and popularly used methods in CLV

mmm K mzrm o I

Kam ura et al. 2005 [3] and I\/E—Ithouse and Blatt&rg [4] have quotev@wy research

above cannot train the data time after time and also cannot contribute to
telecommunication. Actually Gary Cokins [5] SAS white paper mentioned that to treat

customers as investments in telecommunication Industry. However, it is simple to say



4
in commercial way. The author added the argument on to say that one should focus
on profitability instead of longevity only, on detail of telecommunication likely to churn
if customers have more mobile numbers but not really use. This study discusses the
feature our neural network it can learned by itself and the predictive CLV which needs

more special knowledge. Yet the network has the characteristics of training the

ght value. It has good learning rate to

rceptron (MLP) is drawn upon

typical architect ek model. This m@just value to every input and

(hegeand ompare W ial Basis Function (RBF),
normally RBF_loy ingwith / aussian, :

K Marquardt algorithm, which is
| .\}\
, ..\ J and feasible method for

-\ In Chapter 2, the background

ks and me .7 ' \ov_\‘ described. The definition and

| to predictive classification

d input parameters), when the

knowledge, relate |

analysis of CLV is discugsed..The Algorithm of Decision Tree theory and Multi-Layer

k. thaaR
S L

Perceptron (MLP) network- th&ory ated. In Chapter 3, Data selection and

preparationsand.i beep-written. In term of our

Project, it h:f_ﬂl-nﬁm—lﬁnr

............................... \«‘ explored the feasibility
of the proposed De v nrl method applied to CLV
prediction and the implementation results are given al-the end of this section.

Experiment resuﬁﬁbrought outin Chapter 4 and conclusions.

AUBINUNTNEINT
RIAINTUNRINEIAY




CHAPTER 2
BACKGROUND, METHODOLOGIES AND MODEL DESIGN

2.1 Industry Background

This chapter provides a summary of essential theoretical

backgrounds of telecom and hnologies that are required in this
research. It contains three main sections: Fe company growth and customer

campaign, partial business 1»' ' iction of ways to measure and

entrants, retaiing profi ‘ ot _ f8 is the nu ‘ or one business plan as
oppose to just leave them. TF r;fp A1 ot systems of many telecom
companies are reac ity 18\ it allows them to make the step from
simple query and reporti : _, - ‘ jons towards the semi-automatic
creation of predictive W npan '

revenue éﬁhjghguatoﬂt gins tl

ssure a more constant flow of

ties such as the fine

= termiﬁing a specific service

which is prowded by the telecom company. Previously, we even cannot get the

ﬂﬁ?ﬂmﬁﬂﬁlﬁﬂm A P

Euro an and US telecom clos? to 4 billion US doIIars each year, anwe global

RIRS IR AN TR

9

end of this spectrum will get no return on investment on new subscribers. Why?
Because it typically takes three years to pay back the cost (approximately 400 US

dollars in the United States and 700 US dollars in Europe) of replacing each lost
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customer with a new one (customer acquisition). European and Asian markets, in
particular, the number of new market entrants is adding to the churn phenomenon.
In Europe, 30 new telecoms entered the market in 1998, seeking the 15 percent
market share that analysts say is required for them to survive. The growth in the

number of subscribers has eased, ituation in the past, but as market growth

slows and average revenus J ar use e are likely to see an increase in
predatory activity. - b /W/

i8SE . c@ctlons should be taken in
place in condii MesOldhe 3 Ived in the process of
accurately predieti ‘_ v SUStome \\.%4\“ deliver high value and at the

same time are lik Je suppliers.
e \ om industry operation
process is ne \ d , considering in Figure

2.1.

Provisioning

Operation

Figw're E 1: The Processes of TWmmunication network [8]

Pl 1 Ehedol 219 3 A B1 ) Bl o v

proc s of Telecom Company‘Smce from start a telecom network started from

IR SN N

provisioning (network prepared), and do the activations of network (may be take
consideration in more advertising). Keep the customers buying actions and retain
the network growth. Afterwards, the billing system output reports and the revenue

feedback to the marketing and gains the credit. (Actually, this research study is
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something between billing pane and marketing pane.) Next, it improves credit,

customer service and turns to the good cycle operation.

2.2 Modeling CLV

First, the CLV model is formulated to help the finance department

in the telecommunication \pal is not easy to implement especially a
iness intelligence. Collecting data is

another important iss :  JAI ch a long time starting from

methods done by of ilalie 3 [ Qrmula for CLV used in this
paper deriv I | ’ v adly ‘et Al .‘ th ash flow is integrated in
the formula. Gash Fl : weinll 0  ‘“ od, oduot J usage, defined
asCk ;. = Y. \-',5\ period t of customer i
and 7z;is the ‘\v.a The value of X ;s
computed from t ‘ |

(1)

g period t, of&tomerl define «; ;, as

,When much greater than

With X ; be@the produ

the slope of the p‘J;oduct usage, hereby, X

Ijt Ijt

el tmﬁm*wmmy
QR AT e TR Y

CLViime
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By using (3), the CLV for customeri at t+h for the j products
which is the formula present value and with future earning should be represent can

be defined as:

CLV, ;.

Where,

h = horizon h

A rk of Nicolas Glady et al) a

single product ‘“‘ ' ‘- Whi means Action part and

I Suppose we set discount rate = 0.72% of ”J oduct jand horizon h =

3 months, and ‘aﬁ &y = =1 as a norihal user and then we have the

VAL S0 AL AR RAL RN

are horizon 3 months to predlct and 3 months data we have. Months of future

SN INIa Y

It may depend on the type of customer namely j. Customer may have preferential conditions according to their status. For simplicity, we just

consider an average product margin.

Marginal profit= Amount Total Revenue = Variable Costing.

In telecommunications, lease satellite, add new devices etc, can be the Variable Costing.

? Same above, an assumed constant which we can consider the discount as if bankroll obtained.

® The data which form data warehouse due to a single product view per customer.



2.3  Methodologies
2.3.1 MLP Neural Networks

2.3.2 Introduction to Neural Networks

Neural network is not ew technology; it has been around the world

since 1943. McCulloch a‘ S ) the field of artificial neural networks.
What is the neuron? What is ane t the complexity and diversity in
nervous systemé \de W’uons between neurons in our

sizes and can be classified

by their morphoie 1d_itnctic he. "" llo Golgi grouped neurons

into two types; 1w : 5 \.
type II withiout axefis. 1Y€ Icells ca [ » .

soma is located. > Pasic phol ) «- 1S, represented by spinal

Is over long distances and

oy where the cell body or

\: nd a long thin axon which is

covered by the a branching dendritic tree

S aﬂmo
s from 0 er-neurons. The e of the axon has branching
Y P we e . ‘
inal)-that-release 1 itter substances into a gap called the
il _:g.ﬂl._ﬂ_..rj-f
synaptic cleft between the—terminals and the dendrites of the next neuron.
AT T
AT

taimtheory- in S, Whe are.talking bout a neural network,

that receives

terminals (axon ter

According to thi ;

we shou ';ELG‘iﬁGJRGAGAiii_i Say- :.....ia‘i;.-.m-..-.mum..ﬁ..' INJ, because that is what
w A ’ 4-\ .
we meant-most ks are-much more complicated

than the mmaticl mode at we use for ANNSs. it is customary to be lazy

A

and drop the or the “artificial”.

LN 11203t

processors (“units”), each p£3|bly having a small amount of localiniemory. The
4 WA QAR RA ARV BARE -
carry numeric (as opposed to symbolic) data, encoded by any of various means.
The units operate only on their local data and on the inputs they receive via the

connections. The restriction to local operation is often relaxed during training.
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Some NNs are models of biological neural networks and some are
not, but historically, much of the inspiration for the field of NNs came from the desire
to produce artificial systems capable of sophisticated, perhaps “intelligent”,

computations similar to those that the human brain routinely performs, and thereby

1d foremost a graph, with patterns
S to the nodes of the graph, and
@essage-passing algorithms.
-‘HSO statistical processors,

ions about data [9]. This

theory. In this ¢ ed as a class of algorithms

for statistical modeli ource of training data, the aim is

to produce a statistical ee:f':--- process-from which the data are generated, so

as to allowthe be

: distributed processor made

up of simple -}- 6 opensity for storing experiential

knowledge and making it available for usage [10]. It resembles the brain in two
respects: ¢ o /s

ﬂ un&js g |%£|q&}% ﬁ Wﬂo’rﬂitﬂnﬁnment through a
Iearrqjg process. | |

2. Interneuron connectigl strengths, knotr*as synaptic weighyare used to
QRN TN G
q - Most neu.ral networks involve combination [11], activation, error, and
objective functions.
Combination functions: Each non-input unit in a neural network combines values

that are fed into it via synaptic connections from other units, producing a single value



q
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called the “net input”. For the function that combines values, it is called the
“combination function”. The combination function is a vector-to-scalar function. Most
Neural networks use either a linear combination function (as in MLPs) or a Euclidean
distance combination function (as in RBF networks).

Activation functions: Most uni neural networks transform their net input by

using a scalar-to-scalar function ctivation function”, yielding a value
i, Yy -

tput units, the activation value is

called the unit's “activation Ex ept p | ,
fed via synaptic. @t& The activation function is

sometimes ca

ith a bounded range are

often called * ly used tanh (hyperbolic

ically considered just as bad as

bigger is tlﬂ/vorse.
! a »
Obje ________ ions: The objective function is wha ) directly try to minimize

during traini Ee .o trying to minimize the

total error orm average error for the training set. However, minimizing training error
can lead to overi'ltm and poor generalization if the number of training cases is small
AU NN ARG -

genqilization error is regularization function. If no regularization function is used, the

ﬁjective function is equal to thgtotal or average'erfor function. @/

BN N bagdybdsddol ol b e e

different from conventional digital computation. Digital computers operate
sequentially and can do arithmetic computation extremely fast. Biological neurons in
the human brain are extremely slow devices and are capable of performing a

tremendous amount of computation tasks necessary to do everyday complex tasks,
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commonsensical reasoning, and dealing with fuzzy situations. The underlining reason
is that, unlike a conventional computer, the brain contains a huge number of neurons,
information processing elements of the biological nervous system, acting in parallel.

Neural networks are thus a parallel, distributed information processing structure

consisting of processing elem n’gl interconnected via unidirectional signal channels
called connection weight

2.3.3 MLP Neural Net
pically, the network consists
of a set of senson ‘ ‘ .': ‘ ute the input layer, one or more
ut'lay of computation nodes. The

on a d direction, on a layer-by-
layer basis. e n eferred to as multilayer
perceptrons (Ml f ’ lications* , \ LP neural network have

A multiplayer perce J’ ge. distin - FFIStICSZ

1. The model of eaeh-neuron i etwork includes a nonlinear activation

function. T_e impor hat the nonlinearity is smooth (i.e

differentiable. everywhere), as opposed to the hard-limi U,ju used in Rosenblatt's
perceptror 2 that'satisfies this requirement
is a sigmoid n ¢ I|near|ty de . ogistic function: -m

guﬂ§w5%5M81ﬂ§
RSN TN TREINE

presence of nonlinearities is important because otherwise the input-output relation of

the network could be reduced to that of a single-layer perceptron. Moreover, the used
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of the logistic function is biologically motivated, since it attempts to account for the
refractory phase of real neurons.
2. The network contains one or more layers of hidden neurons that are not part
of the input or output of the network. These hidden neurons enable the network to

learn complex tasks by extracting

ressively more meaningful features from the
input patterns (vectors). ‘

3. The network: exk 7-«,. ' A onnectivity, determined by the

gram that represents the

~.~- ay erceptron architecture
/er

consisting of one | i layer with | e \ ., or units (X;, X,, X;) with

a ¢ 1\.\ put unit.

Output Layer

ayer with one hidden unit

f
— Output

‘,[‘_
Response
I
i

Combination Eunction Transfer Function

% Figure 2.2: A ne ral network MLP arohltecture [11]

ARIaN ﬁ%@l&%ﬁ@ ARUAR B

"neuron” in the literature. It is the smallest computational entity in the network. The set

of inputs of the neuron generally includes a specific input, a termed bias, the value of

which is constant, equal to 1. The expression of output of the neuron is
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n-1
y=f[Wo+ZWij]- (6)
j=1

MLPs are general-purpose, flexible, nonlinear models that, given

enough hidden neurons and enough data, can approximate virtually any function to

ith regards to the MLP neural

or functlon stops improving.

‘ \

irameters stops changing

no slope, implying that a

e o fs j ™ 4 )
Estimati :":.i.%--siu.-' , eters in neural network called learning,

e g o b
Con3|derlng the size .o ‘ﬂg i.r v is_research, Levenberg-Marquardt

Algorith h. ! ;_______________________________________. the learning process.

The Jaco r&r':{ . .\# function with respect
to the weig@estima ' ard Algorim'r provides a numerical

solution to the p.gblem of minimizing a funct|on generally nonlinear, over a space of

Zatihieh s gl
IRTEAIRUMN NN

The error function of linear model is always a parabola. For nonlinear
models like neural networks, however, it is a complex landscape consisting of deep
valleys and steep cliffs. Numerical optimization methods use (local) features of this

error surface to search for the error minimum in a principled way.
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uoIouN 4 Jo1g

(b) Contour plot
g .,\"\\ al network

4

ace plot of the logistics
activation functi gure 2.3 (b) displays the
contour plot @ \

error function uses deviance
(maximum likelihoa _ 'nCe can be cast as a least
squares proble r, sing resi ‘ : means that the update rule (or learning
algorithm) can use @ Ja n* natrix, J, to calculate the update.

Calculation of the Jacobia 3T tionally less intensive than calculating

the HessiTh T Sl A et howrbelow.

Y — — 9

el I

ll-'lﬁ\] or/ow' is a dagobian (first derivative) matrix of partial

LHEA HNR TR G oo

step can be approxmated by the equation J , and its Hessian is

ximated ©rq® at ©* 30 s firs nted by

q R LIt et Tty v
diagonal of J®'J® positive, creating a hyper-elliptical neighborhood where a

quadratic approximation is adequate. The Levenberg-Marquardt method is the

default for problems with less than 100 weights.
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Figure 2.4 illustrates the possible steps LM algorithm steps. The

algorithm could take on just few steps.

2.4 Dimension Reduging Meti &» :ﬁ* 3
dred tive "-- -y _ reasons for eliminating

variables from the anal |;$Fé&pn 5 cy,anc ‘ \~ . In other words, most of the
modeling selection ut‘i'n."' ' linimize input redundancy and
maximize input relevanc‘ al model can potentially consist of an

enormous number o

)del to predict the target variable.

Therefore, iffeléve ght not provide a sufficient

amount ofiin .. _.»“*J riable. Redundancy in

the input varﬂles sugge

added information in explaining the variability in the target variable that has not

LA E0eR113) (1314 e M
TR I Ny I8

and interpretation of a linear combination of the input variables in the data that best

utvafﬂle does not provide any

explains the covariance or correlation structure. The analysis is designed to reduce
the dimensionality of the data while at the same time preserving the structure of the

data. The advantage is that a smaller number of linear independent variables, or
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principal components, without losing too much variability in the original data source,
where each principal component is a linear combination of the input variables in the
model [14].

Principal components analysis is based on constructing an

independent linear combination input variables in which the coefficients

(eigenvectors) capture the maximun ‘ f variability in the data. Typically, the

analysis creates as many principal  there are input variables in the

component is

statistical model freductior input variables solves the

component | lated to the second principal

z

component, h the second principal component fwing the first principal

component in ei'pﬂng the most variability in the data. The number of principal

AUHG RSN GG oo

magqllude of the eigenvectors within each principal component.

The principal gomponents are €omprised of both the eigenvalues
9 PRI EIKTL i lliTTla k-1 (M

eigenvalues are the diagonal entries in the variance-covariance matrix. The principal
components are the linear combination of the input variables with coefficients equal

to the eigenvectors of the corrected variance-covariance matrix.
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variable3

‘o\e'\

omponent.

_ ‘ as cally designed to determine the
minimum distancet ; data‘poir S in the nodel. This is illustrated in the
‘ | - st majority of variability in
the data where ‘ [ i narallel to any of the three
variable axes. Tr ine: [ - ibution of the data points in a

three-dimension lispl / 0-dimensional scatter plots, where

there is a positive caffelation betw ik of variables in the data.

2.5 Decision

\.

And it is L { ih’-; models designed for

supervised p

ediction problems. Supervised predicti is a generic term that

encompasses n?nhlmllar tasks such Wredictive modeling, pattern recognition,

ﬂ BENMEENELI 0

(predictors) is used to predict the value of a target.variable (outcome)i The mapping
A WA RS FR-HITFI R B I B
predictive model is a set of cases (observations, examples) consisting of values of
the inputs and target. The fitted model is typically applied to new cases where the

target is unknown.
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Handwriting recognition is a classic application of supervised
prediction. The example data set is a subset of the pen-based recognition of
handwritten digits data [15], available from the UCI repository (Blake et al 1998). The
cases are digits written on a tablet of sensitive-pressured. The input variables

measure the position of the pen. 1 soaled to be between 0 and 100. Two of

the original 16 inputs are sl ow X ). The target is the true written digit (O-
9). This subset contains. th > ( ng to the three digits 1, 7, and 9.

ata were jittered for display

the inputs. The'ir ‘ in"any n er of splits throughout the tree. Cases
move down the | ‘ i 4 " J .‘ a binary tree with interval
inputs, each intern i ple nequa \ case moves left if the inequality is
true and right othErwise. The fe 1" “_' '." e are called leaves. The leaves
represent the predi ] ‘;‘ — Fri eaching a particular leaf are given the
same predicted value. W

classification, tree the predic 5 as well as the probability of

-categorical, the model is a called a

class memb

YN X
2.5.1 Decision e with C4.5 Algorithm m

mﬂeuziﬁmm A1) a2 b S

deC| n trees was developed 9/ J. Ross Qumlan 16 [17]. The majo ecision tree

ARTAY ATRFHTTIINGN a d

Among classification algorithms, decision tree based upon a C4.5

algorithm deserves a special mention for several reasons. It represents the result of
research in machine learning that traces back to the ID3 system [18]. The result of

T.S. Lim [19] shows that the C4.5 tree-induction algorithm provides good
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classification accuracy and is the fastest among the compared main-memory

algorithms for machine learning and data mining.

At each node of the tree, C4.5 chooses one attribute of the data that

most effectively splits its set of samples into subsets enriched in one class or the

other. Its criterion is the no ﬂ' izedinfor ation gain (difference in entropy) that

results from choosing &
s 4\.__\:\'.

normalized informati

overfitting the formul

entropy with regard to the value

of distribution of ormatlon gain with regard to

attribute A.

“'_ﬁ"l; _,-J':p :
The implementation stepS-are-as follow:
‘w J IL :'l .:',

\.ﬂ'lLfﬁ\‘

1. CaIcuIa_ the gain rati

2. Choose cm._-_@ ode.
Y )
3. Separate the sub: . -ral. ing dataset.

4. In every subset, Calculate gain ratio of the remaining attributes, choose the
maximal value as the test attribute of node.

ARSI
INTNDRABIANINAL .

noisy and it is almost impossible to get a successful predictive modeling performance
with initially setting parameters. The prediction represents your “best guess” for the
target given a set of input measurements. And the predictions are based on

associations “learned” from the training data by prediction model.
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In this research study, the author proposes a compared Decision
Tree Modeling and MLP neural network modeling based on the idea of choosing data
preparation steps and training algorithms, selecting the comparable solution lead in
to go on the good prediction process result. In data preparation step, we will use PCA

(Principal Components Analysis) ce the dimension of the inputs data. And

then, Decision tree model 0 . into consideration of C4.5 Algorithm,
For neural network Jigor }rg—Marquardt Algorithm will be

implemented co v n unts.

hoIe forecasting process.

individually-with_the f prepared fiomythe above steps. Finally, an

accuracy evaluation-wouie-pe-made-to-neip- cst model with the highest
\ A
performance. Ihe fc 7 Jivendn the following Figure 2.7.

Comparison
el 1]

Decision Tree with
C4.5 Algorithm

o Y
AUEINENT

i i (Pro
1 arehouse) I issing Data
T I L

“Neural'Networl

with Levenberg-

Marquardt

Figure 2.6: Flow Chart of Prediction.



CHAPTER 3
EXPERIMENTAL APPLICATION

3.1 Experimental Data

In telecom industry, the workflow can be controlled and monitored

t data parameters either in their ERP
repare for prediction. Meanwhile,

ps of each parameter during

r%ofhuge numbers of records

of source data for ear ‘ . the visual sample data source
interface (Figure 3.
' -
fa -
. A i
A p 181
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. Interface o sample input source data.

w ' | Figure ‘

A QIR FHHRAIINY AN B~

by Kamakura et al, and Malthouse and Blattberg are prone to statistic and
probabilistic forecasting. As we discussed in chapter 1 and 2, they cannot train the
data time after time and also cannot contribute to the industry. The previous studies

focused only on the length of time that the customers stay with the company.
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Although this concern is essential but, in the real situation, the profitability should be
another considered factor involved in the decision making. Predicting the CLV of a
customer requires several related factors from the customer. The prediction problem
is transformed to a problem of creating a mapping function having all related

features as its variables. The valué nputed from this function will denote the CLV.

profit of the c émbodiec )y the information of their usage. All of the
data come fromgthe \ se tha , -V ‘done already by using Data
Warehouse Soluti Telecomm ] Ce -_ or the Data warehouse and real-time

_
\\

DCESS en Onedad

J ] mad A L -
(namely call out) ,Inte “iu rt

variables from da : |II|n -. and owner revenue data in

working me walh: 76 pare \ 4 categories of data of
(Revenue, Outbound

e input variables. All data
2006 till 2007. The details, en the source data system and the

e st s of extract, transform
and load [ddia;-and-ihe-storage-dat \.' or it might be has
campaign data f . aded to data mart and

!

fomore information withiregard to input variables, the author has

ﬁ%ﬂ%%ﬂﬂ‘iwmﬂ‘i
’QW'\Mﬂ‘iﬂJ UAIAINYA Y

final prediction:
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Data Storage Im’ Analytical Processing
Foundation (Prediction Steps})

(Normalized)

Final Report

Extract &
Transform

eary Suideyg
Je ejeqg

Source Data
System
ERP/OLTP/GL etc

eary Suideyg
ejeq pajoesixg

slection routines in order

to develop a pr i\ )it i advisable 1 pe , ‘ F\ e various preprocessing
routines such as filieri i fe s ) fir 1€ training ) data set, transforming
all the variabl | ma " tributed, ‘ imputing missing values and
. : . ‘ﬂi, elecom billing system are
seldom missed data, en '.L; it u,.r - _ ’LL_INTL_ROAM_CNT, itis

sum of 6 months o d-calis si-'rl' internationally. If customer had not

alue in the system, so we just put

OB Outbound (namely call out)

INTL International

DUR Duration
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THIRD AFFIX AND SUFFIX

WKEND Weekend

WK Week

(92 ‘
Data Preparati fg mplex step t0 neural network model. To
; Fes

build a successful predictive-model yo unambiguously”. Define an analytic

§ byt o0
objective. The predictive modelserves a neans of fulfilling the analytic objective.

AN T

That is, limiting thesnumbe@r of inpui' va model in order to reduce the

".:’_'l'lmi-'l-'IIlllalml'll?"ll'_llrdlu'llﬁiiiiii-i-nvnmu.-"" -”‘ ad |Oca| minimums

effect in
and accelerate sess“And vet, retaining as

much of the_ evant information as possible with respect to the input variables

included in the mo | that best explainwe output responses. Also, exclude the

ARgARmMInIIn T
RN TAUUNING 1N Y

Data Normalization

ou

The dataset ought to standardize the input variables in the model
to assure convergence in the optimization process and if the model is unsatisfactory

then a transformation might be advised. If one input has a range of 0 to 1, while
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another input has a range of 0 to 1,000,000, then the contribution of the first input to
the distance will be overwhelmed by the second input, it lead into no movements
result on reference axis. So it is essential to rescale the inputs so that their variability
reflects their importance, or at least is not in inverse relation to their importance. For

lack of better prior information, it is on to standardize each input to the same

let variables tends to make the

training proces eibehaved im@umerical condition of the
optimization { , uIt values involved in

initialization a

(11)

R X g for the attribute a
ly ch 5 MONTHLY_AMT) are
|

customer mo’m
2,578 Baht and 38.6, respectively. We would like to map f yment to the range [0, 1].

By min-max norr‘ajﬁmn a value of 4971Baht for income is transformed to:

AEEANBYINENT

Min-max norméllzatlon preserves the relationships among the

AIAS DTN IR Y

In this research, two datasets were firstly normalized by min-max
normalization into the range of [0, 1] that will benefit for the process weight balance

and the Decision Tree C4.5 Algorithm and Levenberg-Marquardt training algorithm.



27
3.3.2 Input Reduction

In this study, PCA (Principal Components Analysis) will be adopted
to optimize the source datasets. Because of the large number of the first dataset
columns and many variables in the same parameter, Principal Components Analysis

is based on constructing an ind ent linear combination of input variables in

which the eigenvectors amount of variability in the original

dataset.

z7
532

mOrigina Y, the put atlributes .ﬂer we took out personal

information 166 %}trlbutes remaining; they used the rule to naming the table columns

fix, second affix

ﬂ Cﬁﬂ mmﬁmﬁ ﬂjﬂ m]kﬂeiy Total revenue

SMS amount charge. The table columns Conﬂed the prefix aﬁwnd suffix.
ARSI AN
input attributes which used eigenvalues greater than 1 decision. This is 0 en called

the Kaiser Guttman criterion. At result, the Eigenvalue of 27th PC. Therefore, 27

inputs attributes are obtained by Correlation Matrix PCA columns and original

columns and shown on Table 3.2. The PCA Eigenvalue Chart is shown in Figure 3.3.
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1 Total outbound call duration (locally)

2 | Total international call duration

3 | Total outbound data service base on last month

4 | Duration per call of Average outbound local call

5 | Total Number of Full pay |

6 | Proportional call on w d call duration divided by total call
duration last 6 mor '

7 | Total revenue SMS .

8 Percentage of outbo /m l‘ g

9 | Proportionalou /‘Mﬁf AW\\\ I

10 | Proportional ¢ rati ek duration present month
divided by avegag \\

g e NN

12 | Total number j ﬂﬂm U\‘\\\

13 | Percent in # od m

14 | Total numbers, @ ‘

15 | Percent change o ‘.'o 9-'1:0 "él.‘th-

16 | Proportional voic serif- ;, ‘:'e-é’ ‘ate by present month voice call
amount divided by last6.m _JW all amount

17 Totall- mes frrmﬁ" '

18 | Totalknur times) dropped promotion plan{maybechanc ‘_l,.l @ another)

19 | Total Neftiber of Pay £

20 | Total outﬁ nd international ¢ end base on Iastﬁ\onths
Percent (;Fae in the number of outbound call

l'I number of partial payments made over last 6 months
27 | Total number of Miss payment overdue date

Table 3.2 The actual of inputs to the network obtained from PCA.

3.3.3 Data Partition
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Data partition, we have partition the dataset into training, testing
datasets. The training data is used for preliminary model fitting. The testing dataset
is an additional holdout dataset that you can use for model assessment. The

partition part was a random sampling step.

The testing data. nly to give a final honest estimate of
generalization. Consequen } et must be treated in the same way
that new data would be reated. In : , with- moderate or large dataset, the

computer intensive.methods i ‘ ross validation, we will be

bringing them{ ‘ : e test data set is that at
. . ‘,

g

times the vali irate results. Therefore, a test

‘ ,\ of the accuracy of

the statistical results. e pufpdse - d test data sets is to fit the
model to ne : | ‘ performance of the model.

>t of examples used for learning,

which is to fit the ot¢ e assifier. Va ‘oh‘set is a set of examples
used to tune the paral K. 1 : \ mple to choose the number of

hidden units in a ne etwol k _ et of examples used only to assess
the performance of a fully-specifi

Lo

De odeling, the prepared
-

datasets We - oned into 2 parts, 60% o 40% for testing set.
‘ - ‘L‘ 0 g

There are {otally 7 of ‘n datasets, suitable to

‘ I
adopt Levenbefrg-Marquardt algorithm to optimize the leafning process.

AuEAnnIweIng

¢ o o/
FWTANNIUHNTINE QY
I'I A large decision tree can be grown until every node is as pure as
possible. If at least two observations have the same values on the input variables,

but different target values, it is not possible to achieve prefect purity. The tree with

the greatest possible purity on the training data is the Maximal Classification tree.
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The maximal tree is the result of overfitting; it adapts to both the systematic variation
of the target (signal) and the random variation (noisy data). It usually does

generalize well on new (noisy data).

Tree complexity is a function of the number of leaves, the number

of splits, and the depth of \‘\ ing complexity is crucial with flexible

models like decision -a._\\\;“ AL BN ‘ ias (adapts to the signal) and low
variance (does nots: tto ﬁination of model complexity
usually involves a tra i y bias anc iance. An underfit tree that is not

sufficiently complex "high-bias and low  .‘ ontrast, an overfit tree has

for se ecting tree complexity.

Top-down pruning i ) e “ ward variable selection in regression. Bottom-

2= T‘" J

Forward stoppmg rule

1) Limit thy f;
Vi \‘

=

2) Limit the @ount of fragmer on. f ample, do nﬂplit a node if the

number of Ca‘ﬁs drops below some threshold

ﬁ%%ﬂﬁ%%ﬂﬂ‘iwmﬂ‘i

If a chi-squared or F test is useﬁs the splitting crltew then the
RN I AR QY
significant. One problem with this method is that the effects of selection invalidate

the distribution theory of the tests. The p-values are typically too small. The
Bonferroni adjustments, proposed by Kass (1980), have two uses: (1) to equalize

the split selection among inputs with different numbers of potential splits, and (2) to
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correct the p-values for the effects of selection. The Bonferroni adjustments are
approximations (with trees they are not necessarily conservative approximations).

The statistical distributions of the tests are intractable.

Even if you could determine the correct p-value, there is no rational

use significance levels of .05

/e use the value 0.01 for our

Jepends on the depth of
e d is the depth of the split

Size against amount of
aining observations that a node

e customary case 120 for

1) Grow maxi

2) Prune to create optimal sequence ¢ =
£ \.‘

E‘x | r- own and then branches
are lopped in a backward fashion using some mod -ll selection criterion. The

bottom-up stratﬁyﬁlntentlonally creating' more nodes than will be used is also

AR TN HRFNBIR G =

any btree T in a tree grown from 1 to n leaves, define its complexity or size

AW itk @bttt

combination of the misclassification cost of the tree and its complexity.

R,(T)=R(M)+|T]|. (12)
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For a given &, find a nested subtree that minimizes R(T) on each of
the training sets. For this topic the solution is the subtree model selection criterion
selected the Average Square Error option for interval target.
Therefore, finally, the decision tree architecture employed as

follow. Maximum Depth is 10, and Splitting Criterion is entropy cause this for the

Because we » : way spli ‘uite large and bushy. So,

splitting is co!

is not well known standard
method for compulti VeiG | { estimates. Therefore, preliminary training is
performed before I ' 8 sis des gned to determine the most

appropriate starting val ';L;-."oe e initial weight estimates for the

> F AP o " ) )
subsequent network. training srun thatiiss al_to the iterative convergence
procedurg-Furthermore, prelimin ary training is used to acéelerate convergence in
C # nimums in the error

the iteration.pro

function. m
‘rehmmary training is a comprom|se between an exhaustive search

{07 bipeu 3t ik )i

always be used to help avoid th‘ worst local m|n|

q R, SN

locations and take a few training steps (10 by default) from each, recording each

starting location’s final error value.
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2. Use the parameter set corresponding to the smallest error value
as the starting value for training.
This raises the question of whether it is better to start at many
locations and take a few steps, or to start at a few locations and take many steps.

The empirically determined ans mns to be that you are better to begin at

rting point. For instance, if you only

r to start in 4 different locations

eralization in controlling

network trainingddy tefmigating network training once the validation error begins to

increase in

vork model. Early stopping
requires an e | order to avoid bad local
minimums.

lizesarge ‘we ghts or bu

# !{

interpolation of the curv

Os to the iterative process in the
-

arly stopping is to stop the neural
network iterative proc rror reaches a desirable minimum

and av0|| ¥ ) the neural network

model. "':.: . Y

Early stopping proceed

Divide the avallable data into two separate training and validation sets.

ﬁuﬂmﬁwswmm

se a slow learning rate. Py

Y mmmm;; PIANNAY

Early stopping is closely related to ridge regression. If the learning
rate is sufficiently small, the sequence of weight vectors on the iteration will

approximate the path of continuous steepest descent down the error function. Early
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stopping chooses a point along this path that optimizes an estimate of the
generalization error computed from the validation set. Ridge regression also defines
a path of weight vectors by varying the ridge value. The ridge value is often chosen

by optimizing an estimate of the generalization error computed by cross-validation,

' technology of early stopping and

sub-model, we utilize early

- o@e the time consuming and

applied to a single

hidden units to the

model, it will rease the W and can approximate

e hidden layer.
it ct in producing

goo&enerallzatlon performan&e which is the maln goal in networkwnlng The

AR mmmwmm AL

observations in the training data and the noise level in the underlying distribution of
the training data, the number of training cases, the amount of noise in the targets,

the complexity of the function or classification to be learned, the architecture, the
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type of hidden unit activation function, the training algorithm and regularization. In
most situations, there is no way to determine the best number of hidden units
without training several networks and estimating the generalization error of each.

Therefore, it is recommended to fit the network model numerous times with a

Selecting too_ime ' higd | -. i (. ver- tting 3]; otherwise, too little
hidden units wills tofundef-fitti :.‘ rder to se »v the proper number of hidden
units for eaTw sui ; @l fe " A he ‘ 8} eraI researches about the
number of higder “Elis | ' ve decided to try some
approximate nug a en uf '" e performance. Considered
about the observat ( 5 number ,\ ling data, in the experiment
phase, we set | | A it:s, \.o g with method has been
mentioned in Eliss opt : quation to estimate the number of

hidden units (h) is g|ven

SIRE

The number of inputs defined as k, and h is the number of hidden

amﬁmmmm:: -

test ta test sample as men&oned above, an&we can have h pra}erly at 16

ARITNNIUANRIINYTIRE

3.6 Cross Validation
The Cross Validation is also known as Honest Evaluation. It makes

as several different divisions of the observed data into training set and test set. This
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is called cross validation [25]. It is a technique for assessing how the results of a
statistical analysis will generalize to an independent data set. It is mainly used in
settings where the goal is prediction, and one wants to estimate how accurately a
predictive model will perform in practice. One round of cross-validation involves

partitioning a sample of data into entary subsets, performing the analysis

on one subset (called t "'x ‘ | ‘ alidating the analysis on the other
subset (called testir : . ility in the overall assessment of
generalizability, m ids ofue @ performed using different
partitions, and j > : OV he rounds.

- | folds such as 5-fold or 10-
fold, (in this reseal | sepe ate 1-fold as the training set
records andtest 4 ‘ S, lcorrespond to 1 test data
sets. 10 fold y‘ : A ,.n. s to exchange the high
error records (s ag'to Zﬁ’n hy -.r reCO \~ - test datasets with lowest error

records (such as 2 lowest e QR u:"qr ' other network test set. After

the exchanging, retrain them | .,n‘,t || -;', S re I >r error.
Finally, g:ygg,_ , are three layers, fully connected,
feed-forward networks. The-Architectur 27-16-1, this mean that they are 27

nodes for the inp er, the inputs ‘are _, 16-nodes for the hidden

layer, refer Ai-tithhi6-and one outpt

Figure 3.4 Neural Network Architecture for CLV prediction



CHAPTER 4
EXPERIMENT RESULT

4.1 Experiment Processing Results

In predictive modeling, obtain an exactness estimate of the MSE

or Mean Squared Error and. S§ quared Error. The MSE is the most
commonly used statistic for s ] cy of the model. It is the squared

difference betweens - i get ve , ieted values, averaged over the

Y ,’ . il ‘
diagnostic statistics. Collinearity « diagno: easure the strength of the linear

relatlonshlp among e planatery ,.‘?{':':"« _ v this affects the stability of the

estimates _,}‘ - 1 4 individual observation

contributes ‘Y 7 \'i” d values.

oror | \ of an estimator is one

In statis

of many ways to quantn‘y the amount by which an estlmator differs from the true

va'EIil%lﬁ‘mmfiW 0]
qmaensaiibn

In matrix algebra notation, a linear model is written as
y=Xp+e. (15)
Where y is the nx1 vector of responses of N rows, X is the

nx p design matrix (rows are observations and columns are explanatory variables),
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Pis the px1 vector of p parameter estimates and, € is a (n x 1) vector of residuals

of n rows.

Each effect in the model generates one or more columns in a

design matrix X. The first column of X is usually a vector of 1's used to estimate the

intercept term. In general, n 3 ‘ should be fit only when theoretical

justification exists. The classica cory odels is based on some strict
assumptions. Idea o [EST ' edéll the explanatory variables
controlled in an experi 7 |ne ironment fthe explanatory variables

chastlc the conditional

distribution of y Qi X ap| ~_ opriate form

t X variables have been

observations (d

The e ' Ekl'&..ll’ﬂl‘.lﬂlellﬂ.-e'ﬂl.‘«.".‘e'ﬂﬂ"elll“lk—- s 5

Vo ]

=

It al e ptions  ar et, the least-squares

estimates of o*are the best linear unbiased estimates (BLUE); in other words, the

Fﬁiﬂ“l’?l et S

assu ed to be normally d|5@buted samplln%mstnbuhons for tr‘&fomputed

YRIAIIHR AR TINYIRE

The method used to estimate the parameters is to minimize the

sum of squares of the differences between the actual response values and the
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values predicted by the model. An estimator b for £ is generated by solving the

resulting normal equations

yielding, -
"'-.I‘i ¥ 17)
Let H be the proje X & by X, sometimes called the
hat matrix,
(18)
Then the p ‘ Clor of the | S€ esponses is
(19)
The Sum of
(20)
L il
Y = o T Y- L 72V VoY VoW 11 1 et
7 \y
In
"I Assume  that . The variance 3% of the error is

iF |
estimated by the m‘ean square error

F’TUEJ’%Z%‘IH[%@WEHWS e

SSE = MSE(n -p)

9 W] ANAIAIUNAING ’m EL

network proceed to use it. The data set are generated by PCA so called the data

preparation step. It generated figure 2.6 by using SAS enterprise miner 5.3 in Figure

4.1
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:.... CL¥ Predcition

4.2 Accuracy

Therefore in this experlment customer names and mobile number

FU AN T

used or training and then 40 pgcent is used forgmg

AWV ANTL a8k, URIAINEAR L~

instead of cash flow in our modeling have mentioned beforetime. We create a new
column into the dataset called TOT_CLV_CHR which is stand for Customer
Churning (referenced by Table 3.1) as our prediction. To calculate the profit for

each customer we can get from finance report forms monthly (yearly). And the can



41
be acquired from SAS Solution Customer Retention. All experiments were
performed on Pentium IV 2.5GHz with 2GB memory, running Windows XP. The code
was written in SAS Code [15]. In the jargon, a correct prediction is called true, while
an incorrect prediction is called false. For example, if customers have been

decided to drop the services (churmn the company, and the prediction properly

have not bee{ the /i prediction erroneously

indicates that C \are needless fy.and the worries and need

SE) is less than 0.00001 in 2311

2 ter 998 iterations. The Sum

of Square = NS i nan O -‘ and the testing SSE
value is Ie ‘.. ; ) test the performance of the
network, the-g tuaI net profit values are plotted against.the prediction net profit
value as in Figure B The points beloww diagonal line imply that the predicted

AU N BT

after rescaling and normahzmg our data have negative values because of

Wﬁyfﬁtﬁiaﬁ SNBIINHAR B

are 4194 records, true negative values are 606 records, false positive values are

307 records and false negative values are 299 records.

|TP|+|TN |
|TP|+|FP|+|TN|+|FN|

~88.9% .

The accuracy is acc =



The true positive rate is called Sensitivity, also known as
| TP

TPR = Sensitivity = ——— =~ 93%..
| TP|+|FN|
The false negative rate denoted as
FPR = (1-Specificity) = ~33%.

%ﬂ WYNT
ARINga

1 1 T I T T T
2 o 2 4 & g ]

Prediction Values

Figure 4.3 Actual values vs. prediction Values after Cross Validation (MLP).
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The result has ready to use, but it can be get even more exactness
by using Cross Validation, as mentioned above, we have fold 10 networks and get
their results average them, the whole dataset 12005 records, they have been
divided to 1200 records 1-fold, namely training set 10800 records and test dataset

1205 records, 10 training data s¢ rrespond to 1 test data sets. There are 10

networks for all data sets. Our idea egxchange the high error records, such as

est error records, such as 20

lowest error records.v h another n@ After exchanging, retrain
them until all We erro ation training has been

used 1732 seconts, and then | 50,0391 which is almost the

same as beforegBut testi value is 0.0798. Figure 4.3 shows the accuracy

there are 4693 true

positive records 41 tiy yrdls, 34 false positive records, and 83 false

The true positive rate is, “
]
TPR = Sensitivity === t{ﬁw.f 9

The false f"_?'_'_'f:'-?- S

FPR = (1-?0/ ¢
@w
= P ﬁfﬂ [T NEL) fl‘?
he Mean of Squared error ( )is 71in seconds. The

Sum of Squared Error (SSE) of 4173 and the test@.SSE value is less thah 5.189,
In Figure 4. 4 among 4800 testing records, there are 3912 true
positive records, 888 true negative records, 669 false positive records, and 219

false negative records.
|TP|+|TN |
| TP|+|FP|+|TN|+|FN|

~84.3%.

The accuracy is acc =



44

The true positive rate is,
| TP
| TP|+|FN|

The false negative rate is,

TPR = Sensitivity = ~86.7%.

| FP|
| TN+ |

~42.97% .

FPR = (1-Specificity) =

Actual values

.

YR

Figure 4.5 Actual values vs. prediction Values after Cross Validation (Decision Tree)

Prediction Va Iueé

e 2
_E ﬁtual\ialues B W
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After applied the cross validation, we have handled the Mean of
Squared error (MSE) is 0.0014 in 10.63 seconds. The Sum of Squared Error (SSE)
training set of 7.173 and the testing SSE value is less than 11.189, for whole steps.

It is easy to see that the SSE value still higher the SSE value of neural network

experiment. In Figure 4.5, there [I 4386 true positive records, 414 true negative

;negative records.

I

records, 258 false positive.r

92.1% .

The accuracy is ace

The false negativesrate i

FPR = (1=8pecificity,

4.3 Comparison

Cross validation
Neural Network - ion-Tree’, <f ral etwork Decision Tree
Accura ' Accuracy
E‘_ - |
83.90% 4 L 92.10%
Table 4.2 Accuracy comp v Cromalidation and decision tree

"n.ﬁ)le 4.2 is the resllt‘accuracy value of the neural network

A8 SV WEAF G e

ss from neural network modeling, but the time expenses comparison

q TS nwaeAY

Decision tree modeling method is based on non-parametric statistics. And it is
easier to understand. So, they can be compared? The experiment result proves the
accuracy is best. It will be using scheduler that if set for offline model application,

offline model means run it before read specify report. The prediction CLV values are
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using in reality that need to bring out them in the report. In sum of that, if it has
employed neural network model, scheduled the prediction before run the report
approximately an hour.

Neural network model has been used approximately 40 minutes

(38.5 minutes) without cross validation.and with cross validation around 30 minutes

(28.87 minutes). The new ¢ day in actually, need to be adding

mingieve
cription will briefly in chapter 5.

in to the neural network

AF

AUEAINENTNEINS
RN TUAMINAY



CHAPTER 5
CONCLUSIONS AND FUTURE WORKS

5.1 Conclusions

PC
Data P IIEK_

Pruning Inp Pruning Input

Preliminary

iy Pre-pruning Post-pruning
Training

Early Stp

Jg

- Igorith
gorithms 1 '\j gorithms

mma i@m;m;lggm NYRY

It would be clear in Figure 5.1. The preprocessed data would be
normalizing first by max-min transformation. After that the data should be get through

with dimensions reduction so called PCA. And then the data unit would be separated
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into two groups, training data, and testing data. By some pruning methodologies, such
as preliminary training, early stop, it also has used decision tree pruning methodologies
pre-pruning and post-pruning, it would be cleared divided by broken line because of
neural network is primary method as mentioned. After that, the learning algorithms (c4.5

and Levenberg-marquardt) will be u train the models grouped with different

numbers of hidden units in the

osen Mpared experiment result. The
neusﬂ ne@tter than decision tree, the

‘-E‘!H-t SSE is 0.0798. For the

worth to say that during

preprocessed data sets, thr

experiment. A best model wi :
value of MSE and S

training set SSE

effective and usef

shortcomings. Firstly, the or only. take onsi about contractual product

type namely postpaic - are difficult to predict and

calculate CLV, as well a ] and associated effect values.

Secondly, defining «; ;, from_gﬁem‘ng,

,..' tention model, and growth model
J" =2

e "‘..i-'

should be furtherinvestigated.

Neural Network -Lu Decision Tree Neural Network Ll:)eoision Tree

Training =0.0392 ll' ﬁmmng =7173 |\ Training =0.0391 | Training =3.163

F e = ‘ - r‘ - r 4 -
TestingP 0989 : ‘}St‘¥ :1E1‘ 9p e =0:0798 esting =5.089

L T L = L -

Table 5.1 Neural netwg‘k SSE value vs. Deaon tree SSE value

AR AIATAUNBIINY IR

anodel is better for the prediction. The comparison with decision tree help to verify neural

network is the most suitable modeling. It is focused on the detailed target in working

environment of telecommunication industry.
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5.2 Discussions
In the forecasting and prediction area of business customer buying
action, the following issues should be highlighted when it designed different models
for individual environment:

1) The source data selection to support different target output prediction, However

a good predictive model which is d and come must be able to adjust

2) More refining 0 get moreit wtlon to be training

3) Based on : i gorithn Tne of standard algorithms in

,.: e other methods can be
used to try 0 res ; ions. matlon of neural network

S

e actions can be applied for customer

P -
segmentations. Cl sn‘y‘ stomers profession,

5.3 Future works

gender, age level,

nationality etc, and retra i of different category people, or the
ﬂw

races have {f ' igned modeling more data
- ——————

need to b ‘%f ol ﬂ tion process data of
customer’s a ns are e shortcomings appeared for

training data unng the more data come in. The related data are increasing tons

afte riod of i tim ries? Suitable time,
tim Isﬁ Vi ul P]nﬂrﬁncial crisis, will

Iowe own the buying. Hence, i J,would be better predlct the results of a perlod time.

AIIANN TN T TIVHTEY ™
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Appendix A
DATA FIELDS FOR PREDICTION

Data Fields

Description

Gender_CD(Gender code)
Customer gender
Educaton_CD
Education level ¢
OCCUPATION_(
Customer stand
CHURN_FLG

Variable takes value 1 if subserption is j 0 otherwise. This is treated as a

target variable for buildi f"r cal mode pensity to churn.

SUBS_TENURE,

Subscription tel mff .‘wtﬂ' ber of months from

activation. II pri
4

|
.U

OB_CALL_INTL DUI?_%SE 1

o WS FAN I T e

outbound“ternatlonal calls for baseé month.

FRINEASI UNIINYIA

Duratlon of outbound international calls for base 2 month. Sum of the duration of

outbound international calls for base 2 month.

OB_CALL_INTL_DUR_BASE_3
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Duration of outbound international calls for base 3 month. Sum of the duration of

outbound international calls for base 3 month.

OB_CALL_INTL_DUR_BASE_4

Duration of outbound international cz:

or base 4 month. Sum of the duration of
Duration of outboun tel ‘ s fol ‘base 5 Sum of the duration of

Duration of outbound inte ase r m of the duration of

OB_CALL_NAT_ROAN

Number of outbound cal SV h ‘r;.,., QJ}‘@- or base 1 month. Count of outbound

calls while roaming nationally for base 1 mont
OB_CALL_NAT RO

Number of outboling . Count of outbound

calls while roamin ationally for base 2 mon

Number utbound calls while roamlng natlonally for base 3 ont! gunt of outbound

mmm;ﬁum's Y18y

Number of outbound calls while roaming nationally for base 4 month. Count of outbound

calls while roaming nationally for base 4 month.
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OB_CALL_NAT_ROAM_CNT_BASE_5

Number of outbound calls while roaming nationally for base 5 month. Count of outbound

calls while roaming nationally for base 5 month.

OB_CALL_LOC D

Duration of outbo

calls for base 1

Duration of outbou ‘ . Sum of the ration of outbound local

Duration of outbound local .;_5 ase .' i of the duration of outbound local

=

¥ N — A it
; U

Duration of outbound local calls for base 4 month. Sum of the duration of outbound local

T ANEnInens
RN TN I TEY

OB_CALL_LOC_DUR_BASE_6

calls for

OB_CA

Duration of outbound local calls for base 6 month. Sum of the duration of outbound local

calls for base 6 month.
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OB_CALL_NAT _DUR_BASE_1

Duration of outbound national calls for base 1 month. Sum of the duration of outbound

national calls for base 1 month.

OB_CALL_NAT_DUR_BASE_2

Duration of outbound nationa y base 2 o Sum of the duration of outbound

Duration of outbo e duration of outbound

national calls for
OB_CALL_NAT_I

Duration of outbou he duration of outbound

national calls for base
OB_CALL_NAT DUR_B

Duration of outbound nationat calls for | '..' ith, Sum of the duration of outbound

national calls ‘i aS o
’f-'{m- £ ’
[ Tl
| |

Duration of outbound national calls for base 6 month. Sum o

OB_CALL_NAT

e duration of outbound

national Is for.b

Vi () (e gl
CN N TR (M 1) Wb

of outbound calls while roaming internationally over last 6 months. Sum of the duration of

monthly outbound calls while roaming internationally over last 6 months.
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TOT_OB_CALL_INIL_DUR

Total of monthly duration of outbound international calls over last 6 months. Sum of the

monthly duration of outbound international calls over last 6 months.

TOT_OB_CALL_LOC_DUR

Total of monthly ( er _last 6 months. Sum of the

monthly duration

Duration of inbound,€al in i r Se nth. Sum of the duration of

W e e

IB_CALL_PRD8 DUR BASE 2

Duration of inbound calls made-in fime. _; base 2 month. Sum of the duration of

inbound calls in time

IB_CALL_PRD8-DUF

j

Duration of inbound calls made in time period 8 for base 3 moﬁ. Sum of the duration of

~ BN e
JRINSTAIATI T Ta

Duration of inbound calls made in time period 8 for base 5 month. Sum of the duration of

inbound calls in time period 8 for base 5 month.
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IB_CALL_PRD8_DUR_BASE_6

Duration of inbound calls made in time period 8 for base 6 month. Sum of the duration of

inbound calls in time period 8 for base 6 month.

OB_CALL_DUR_BASE_1

Duration of outbound calls for b . ‘ Nt ‘ he duration of outbound calls for

base 1 month.

Duration of outb 1 of th tion of outbound calls for

base 2 month.
OB_CALL_DURf

Duration of outboung ' ion of outbound calls for

base 3 month.
OB_CALL_DUR_BASE

Duration of outbound calls o;f: n he duration of outbound calls for

base 4 month. ", 4

X

OB_CALL_DUR“BASE

.||
]
[}

Tl
Iy
Duration of outbound calls for base 5 month. Sum of the duration of outbound calls for

AU INENIneng
RIRIT I IR TINE TR

TOT_IB_CALL_DUR

base 5

OB_CA

Total of monthly duration of inbound calls over last 6 months. Sum of the duration of

inbound calls over last 6 months.
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AVG_OB_CALL_DUR

Average duration of outbound voice calls over last 6 months. This variable is calculated
as the sum of outbound call duration over last 6 months divided by the total number of

outbound voice calls made over 6 months.

TOT_IB_CALL_CNT

V:a .gu salls for base 1 month.

Total of monthly nu . iicalls i aming nationally over last 6 months.

Sum of the monthly out 3 \ ver last 6 months.

TOT_OB_CALL_INTL_CNT =

Total of monthly number of o*r‘!,.':g in 'A s over last 6 months. Sum of the
monthly outbou indi : ’
" -

R
{

ber of outbound local calls over last 6 months. Sum of the monthly

iZTZEmT EJ ﬁﬁﬁwﬁw 8INT
TR IB SN I TR

TOT_OB_ CALL

Total of monthly nt
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TOT_OB_CALL_INTL_ROAM_CNT

Total of monthly number of outbound calls while roaming internationally over last 6
months. Sum of the monthly outbound calls while roaming internationally over last 6

months.

TOT_EARNED_POINTS_CNT =

Total number of loyalty “’-'“lr arned | @

TOT_DACTV_SUBS

Number of deactiV : ‘ i in 1e st mon 'he grain of this variable is

customer. The de
TOT_DAY_LAST Gt

Number of days fr erence in days between the

' .r - r. ’

last complaint date anc sent'date~ -
17

i

W e e

o JJJ

TOT_DAY_LAST_OB_BARRED_CN

Number of days from the rﬂ'ﬁ'u 7 on-payment. Calculated as the

difference betwee

the present date.
ATF \
TOT_DAY_LAST J @

Number of days frm the last outbound barred due to non-payment. Calculated as the

o 1 1o W‘I%’W&W i B

ﬁifﬁ“’iﬁ%]ﬁ‘: AUBIINYNA Y

Segment of the customer. Calculated based on the number of SIM cards. Segments like

SOHO(1-3), SME(4-49), CORPO(50+).
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MTH_TO_SUBS_END_CNT

Time to subscription end. This holds for subscriptions with fixed time subscriptions. Can

have negative values after the binding period.

TOT_SRV_DROPPED_CNT

Total outstanding amount ir‘;!';"‘ uency. pes tween 60 to 90 days.

TOT_REV_FIXAM]

X

Total of monthly enU» 0 fixed line phone over last 6
4

months.

AN NGNS

Total of muthly revenue amount due‘to GPRS over Iast 6 months.

Qmmmm UNIINYIA

otal of monthly revenue amount due to internet access over last 6 months.
TOT_COMPLAINT_1_MTH_CNT

Total number of complaints made over last month.
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NET_SUBS_CHNG_6_MTH_CNT

Net change in number of subscriptions in last 6 months. The grain of this variable is
customer. Customer can activate and deactivate subscriptions in the same period.

Deactivation considered both voluntary and involuntary. It is calculated as difference

=d by comparing latest

1e difference in months between the
ate 1

Months since active > _difference in months
- 4

between the @r’ ’ ‘ate.

R TS
RIRSTT TR T TRy

TOT_ACTV_SRV_CNT

Total number of active services till date.
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REV_AMT _BASE_1

Total revenue amount for base 1 month.

REV_AMT_BASE_2

Total revenue amount for base 2 v
REV_AMT_BASE_3
Total revenue amount for b DasE37Me
REV_AMT_BASE 4
Total revenue am

REV_AMT BAS

CURR_PRICE -RLAN..C
Current price ci‘p"_

CURR_PAY_ME ' )D_CN

“”““eﬂwﬁ*ffrwsw alip

POSTA

Tnl ST INYIN Y

REV PRICE_PLAN_CD

Previous price plan code.
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CUST_AGE

Age of a customer in years. The grain of this variable is customer. Derived from the

customer's birth date.

AVG_DISTINCT _CELL_CNT

months.
CUST_SPEC_N

Percent change oice calls in the latest two

months (1-2) with re irison of last two months
with the first four mon ‘ r S € ‘as (average number of outbound
international voice calls in 7 " 16"~ aver ‘ ‘ 1 outbound international voice
calls in months 1-2 )/( A oL Utk 1ternational voice calls in months 3-6

)*100.

PCT_CHNG__ e | {

Percent change i 7 he num ONa o' calls in the latest two
months (1-2) with respect to the first four months(3-6). Comparison of last two months
with the er of outbound
mternatﬁ ﬁﬂ ﬁ’m g Tl mﬁﬁ ﬁ ﬁb rnational voice

calls in thhs 1-2 )/(average numb? of outbound mternatlonal voice calls in months 3-6

AR IANTI TN URIINYIA

PCT_CHNG_IB_SMS_CNT

Percent change in the total number of SMS received (inbound) in the latest two months
(1-2) with respect to the total SMS received (inbound) in first four months(3-

6).Comparison of last two months with the first four months. This variable is calculated as
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(average of number of SMS sent in months 3-6 - average of number of SMS received in

months 1-2 )/(average of number of SMS received in months 3-6 )*100.

PCT_CHNG_OB_LOC_CNT

)/(average number
PCT_CHNG OB |

Percent change in the alls in the latest two months
(1-2) with respect o fouf months(3%). Com st two months with the
first four months. Thi ' sulated, verage ber of outbound national
voice calls in months 3- ngmbe out tional voice calls in months 1-

2 )/(average number 1 or ' , in s 3-6 )*100.

"‘f ’.-“:'..fi"_.* 2

Percent changexin the or ['SMS” se the latest 4wo months (1-2) with

respect to the '\:}m=“-~-mﬁ. an of last two months
Ny :

with the first four months. average number of local SMS
| ]

sent in months 3- average number of local SMS sent in mo I! 1-2 )/(average number

of local SMS sent in nﬁr& 3-6)*100.

pCTcﬂu&’c}ﬂﬂﬂi‘WMﬂ‘i

Percent chan e in the total numbg of outbound WAP calls made in the'latest two
AR PN S AL oo
omparlson of last two months with the first four months. This variable is calculated as
(average of number of outbound WAP calls in months 3-6 - average of number of
outbound WAP calls in months 1-2 )/(average of number of outbound WAP calls in

months 3-6 )*100.
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PROPN_IB_LOW_DUR

Proportion of total of duration of voice calls received in low rate hours over last 6 months.
Calculated as total duration of inbound voice calls received in low rate hours over last 6

months divided total duration of inbound voice calls received over last 6 months.

; aal SMS services over last 6
’ peommnths to average revenue

e la r\ onths (1-2) with respect
B-6). omparison of last two
average number of times

nded in months 1-2)/(average

PCT_CHNG_BILL_AMT

Percent chang -_,a- [ _‘__A_‘ respect to the bill

amount for 1}" N ﬁ hs with the first four

months. This variﬁ is cale ount fi@wonths 3-6 average bill
amount for months 1-2 )/(average bill amount for months 1-2 )*1 0.

- L ,
G483V El NIngINg
Subsorlpm] identifier.

ammmfu UNIANYAY

Total of revenue amount over last 6 months.

TOT_PROF_AMT

Total profitability amount over last 6 months.



CUST_ID

Business key for the customer

NAME

Customer Name

AULININTNEINS
AR TUNN NN Y
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Appendix B

SAS Program Neural Network Cross validation Coding

/* 10-fold cross validation SAS program
ODS LISTING CLOSE; . i
LIBNAME CLVSC "c:\dmnn|&o
LIBNAME CLVTMP "c
LIBNAME CLVIN dmr
DATA clvin.time;
current_start=tin
current_endztiv ;
time:current_ art;

run;

/* pricipal comp
PROC PRINCOMP [ 27 OUT=CLVIN.PRIN;
RUN;
PROC DATASETS LIBRAR
RUN;

PROC DATASETS
i

/*the marco'ek@ata |

RUN;

%LET SEED = | "[ 45;

:ﬁgﬁﬁwﬂw§Wﬂwnﬁ
ki aebiiRGE:

IF (12004 +1-_N_

€000 0

- OUTPUT TRN;
END;

ELSE DO;
_C000002 + 1;
OUTPUT TST;



END;
RUN;
PROC DMDB DATA=TRN OUT=0OUTSAS DMDBCAT=CBH,;
VAR prin1 prin2 prind prind prin5 prin6 prin7 prin8 prin9 prin10
prin11 prin12 prin13 prin14 prin15 prin16 prin17 prin18 prin19 prin20 prin21

RUN;

/* first time train the big I

PROC NEURAL DATA
INPUT 7
prin1 prin2 phn
prin12 prin13 pii

prelim 5 randout out ,
nloptions absgconv=1e:14; —— -
P 9 f;ﬁf ;
- -
archi mlp hidden=16;
train outest=oe estiter=1 tech '*"'3’!.:, " w7l
score data 'tr 1o

score data w

II
5

RUN;

DATA TRN;

f:;ﬂouﬂ'}]‘i’lﬂﬂﬁw g1
ammmmumawmaﬂ

THERANDOM = RANUNI(86);

RUN;

/*THEN, DIVIDE THE DATASET INTO 10 GROUPS BASED ON THE RANDOM NUMBER*/
PROC RANK DATA=TRN OUT = TRNRANKED GROUPS = 10;



VAR therandom;

RUN;

PROC RANK DATA=TST OUT = TSTRANKED GROUPS = 10;
VAR therandom;

RUN;

%MACRO RUNIT;
%LET W=1;
/* DO LOOP 10-FO!
%do x =0 %to 9;
/* Delete exist data
data test&x.; ‘
set tstranked;
where therando
run;
data train&x.;
set trnranked;
where therandom =
run;
%let w=%eval(&x+1);
%if w=10 %then w=0; _

/*train the netwert
-

A

1]

PROC NEUE
INPUT

3" prind prin5 prin6 prin

prin1 prin2 prix prin8 prin9 prin10 prnd1

prin12 prin13 pr|n1ep E 15 prin16 prin17 pr|n1wn19 prin20 prin21 prin22

RS IBENINGINT

|n|t|alﬂ-:'st rioweight00 outest= rlowight&x

ARTRININUNINYA Y

q prelim 5 randout outest=w&x. ;
nloptions absgconv=1e-14;
archi mlp hidden=16 ;

train outest=oe estiter=1 tech=levmar;



score data=train&x. nodmdb out=traindata&x. outfit=trainfit&x. role=train;
score data=test&x. nodmdb out=testdata&x. outfit=testfit&x. role=test;

run;

PROC APPEND BASE =CLVIN.TRAINDATA DATA =TRAINDATA&X:;

RUN;
PROC APPEND BASE =CLVIl
RUN; , ,
PROC APPEND BA a..,......; DATA
RUN; ‘
PROC APPEND BASE
RUN;

/* SQUENCE THE RATASE

DATA TRAINDATA& 4
SET TRAINDATAE;
DIFFERENCE = P_TOT.
RUN:
DATA TESTDATA&X.:
SET TESTDATA&X.
a0

DIFFERENCE = P_TOT_REV. AT
RUN: =
- -
PROC SORT DA
BY DIFFERENCE;
RUN: 4

ﬁﬁﬁﬂﬁﬂﬂﬁw g1
QWMNQ SNRANENAL

q. DATA TRNTMP&X;
SET TRAINDATA&X. (OBS=20);
RUN;



QRIFINIUNRIINYIA Y

q

DATA TSTTMP&X;
SET TESTDATA&X. (OBS=20);
RUN;

DATA TRAINDATA&X. ;

SET TRAINDATA&X;
IF _N_>20;
RUN;

DATA TESTDATAR
SET TESTDATAG)X,
IF_N_>20;
RUN;

/"DELETE RECOR

RUN;

PROC NEURAL data=traindatat : Ibcat=t 3 'testdata:testdata&x.;
input J
prin1 prin" _
" ey ———————— ..
. LA . i
prin12 prin !": | | P 22
prin23 prin24 pan2s pri

target tot_rev_amt/ level=int;

initial inest= rlowelgi!&é outest=roweight&w.;

pﬂﬁﬁeﬂi‘l’l HVI?‘W 2113

nloptl s absgconv="1e-14;

score data=traindata&x. nodmdb out=trainscore&x. outfit=trainfits&x. role=train;

score data=testdata&x. nodmdb out=testscore&x. outfit=testfits&x. role=test;

run;
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PROC APPEND base =clvtmp.trainscore data =trainscore&x.;
run;

PROC APPEND base =clvtmp.trainfits data =trainfits&x.;

run;

PROC APPEND base =clvtmp.testscore data =testscore&x.;

run;

PROC APPEND base =clvimg

run;

var _sse_;
output out= clvia
run;
proc means
var _tsse_;
output out= clvi '.
run;
ods listing close;
e
%LET X=%EVAL(&4 fﬁﬂ:
. B -

J,‘
Y

/*SWAP THE DAk

proc datasets

delete trali& Ast&x

ﬂUEJ'JVIHVI?WEHﬂ'ﬁ

proc asets library = worknodetalknollst

qwaraa&m"ﬁfuum'mmaﬂ

proc datasets library = work nodetails nolist;

ibrary = work nodetails nolist;

change testdata&x.=test&x.

run;



dm 'clear log";
%end;

%MEND RUNIT;
%RUNIT;

/*CALCUATE THE TIME DURA
%MACRO LOWERERR,;
data clvin.tsse;
set clvin.tsse;
set clvin.tsse(where =i
tsse=_tsse_;
run;
%do %until (tsse It @
Yrunit,
ods listing;
proc means da —'civi
var _sse_; y
output out= clvin.sse; ' '
run;
proc means data= clvm tes

var _tsse_;

output out= V
run;
ods listing closeg

%end;

dﬁuﬂ?ﬂﬂﬂﬁw 8113

%LOWERE

’QWl@ﬂﬂ‘imﬁJWﬂﬂB’lﬁﬂ

ODS GRAPHICS ON;
PROC MEANS data=clvin.trainfits;
var _sse_;

output out= clvin.sse;



RUN;

PROC MEANS data=clvin.testfits;
var _tsse_;

output out= clvin.tsse;

RUN;

DATA clvin.time;
set clvin.time;

current_end=time();
time=(current_end-
put time;
RUN;

ODS GRAPHICS
ODS HTML CLOS'v

Lyl

AULININTNEINS
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SAS Program Neural Network Cross validation Coding

PROC ARBOR data=EMWS.Part_TRAIN
Criterion=ENTROPY
alpha=0.2

Leafsize=80

Mincatsize = 10
Maxbranch=2
Maxdepth=10
Padjust=

input %NOMINPUTS
/ level=nominal;
target TOT_REV_AMT /1

; \v:

Performanc‘S

NodeSize=20000

ﬂumwﬂmwmm

ure ASE

ammmmummmaﬂ

CVSeed = 12345

SUBTREE BEST



MAKEMACRO NLEAVES=nleaves;
save
MODEL=EMWS.Tree_LEMTREE
SEQUENCE=EMWS.Tree_OUTSEQ

RUN;
QUIT;

Lyl
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Appendix C Quality Measure Methods Study

Table Sample. Confusion matrix of record pair classification

Actual Classification

Match ( Non-match ( D~T)

Match (M) True matches al ~ False non-matches also called

se negatives (FN)

Non-match (U ) False matches-also ca : rue non-matches also called

gatives (TN)

'"//4 ADN

Accuracy is measured +|EN| u

2. Recall is measured as rg€ = | \\ 0 known as sensitivity.
& »v \ Nl
CalC 'i" -\.L'\ '\-,;‘ |+|FP|.

4. ROC curve (Receiver operating aract tic. rVe) is plotted a he true positive rate (which is the

3. Spedificity (which is the true negativ: %

recall) on the vertical axis agai ------a-' @ n,.the horizontal axis for a varying threshold.

5. False positive rate is measured as f -_“.:_..

\ote that for = (1 = spec). As this measure

includes the number of TN, i ersfrom-the s ac uracy and specificity.

T
iF |

ﬂUEI’J'VIEWl?WEﬂﬂ‘i
awwmﬂmum'mmaﬂ



Appendix D Decision Tree Prediction Reference

Main Tree

ehezany
RO AT

Branch Tree A| *

afmar.q
.‘-atm s

& H(,“aﬂ =

Branch Tree C ]

Branch Tree D

UG NENINEINT

e =
I A7 Z0I0h K%l

BSTTE R »

BSTTE Y =<
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Branch Tree (D)

I
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Branch Tree (E)
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Branch Tree (F)
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Appendix E Data fields after PCA

Total outbound call duration (locally)

TOT_OB_CALL_DUR

Total international call duration

TOT_OB_CALL_INTL_DUR

Total outbound data service base on last month

TOT_OB_DATA_CNT_BASE1

Duration per call of Average outbound local call

AVG_OB_CALL_DURPERCALL

Total Number of Full pay

TOT_FULLPAY_CNT

Proportional call on week end calculate weekend callsduration

divided by total call duration last 6 months 2

PROP_OB_WKEND_DUR

Total revenue SMS amount

TOT_REV_SMS_AMT

Percentage of outbound call number per menth

PCT_CHNG_OB_LOC_CNT

1
Proportional outbound local calis duration of per call T.

PROPN_OB_LOC_DUR

10

Proportional duration outbound lg€al on weekend calculate by

duration present month divided by average duration last® months

PROP_OB_WKEND_DUR

1"

Total numbers used promotion

&g

TOT_PRO_CNT

12

Total number partial pay

TOT_PARTIALPAY_CNT

13

Percent in the number changed outbgund data Services & |

|

PCT_CHNG_OB_DATA_CNT

14

Total numbers of days overdue day of payment

TOT_DELINQUENT_DAYS_CNT

15

Percent change outbound call duration.

[}

PCT_CHNG_OB_CALL_DUR

16

' Sl o
e F L Tl T
Proportional voice service revenue amount calCulated by pr"es'er'f’fI

month voice call amount divided by last 6 months revenue voice call

F
= §

amount - i

F)

PROPN VOICE_REV_AMT

17

Total times of overdue 30 days no obtained payment

TOT_30_DAY_DELINQUENT_CNT

18

Total number (times) dropped promotion plan (maybe changed to

another) TOT.PRO.DROPPED_CNT
19 | Total Number of Payment last 6 months TOT_PAY. CNT
20 | Total outbound international calls on weekend base on last 2
months TOT 2OBaINTLoCALLWKEND_CNT_BASE2
21 | Percent change in thesnumbgr of outbeundscall PCT_CHNG OB.CALL CNT.
22 | Percent change in the number of SMS services PCT_CHNG_OB_SMS_CNT
23 | Average of duration outbound call on weekend last 6 months AVG_OB_CALL_WK_DURPERCALL
24 | Percent change in the number of outbound call PCT_CHNG_OB_CALL_CNT
25 | Total revenue charge of present month

TOT_REV_CHARGED_MONTHLY_AMT




26

Proportional Partial Pay calculated by present month partial
payment divided by Total number of partial payments made over

last 6 months

PROP_PARTIALPAY

88

27

Total number of Miss payment overdue date

TOT_MISSPAY_CNT

Ny

i
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