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## CHAPTER I

## INTRODUCTION

Classification or supervised learning is the process in identifying the class or group to which a data belongs, based on the basis of a training set of data whose classes are given. For example, in the task where we want to identify the type of creatures from their DNA sequence, each class is a possible type of creatures while the information to be used for prediction is the DNA sequence. The most logical way is to use our knowledge about the DNA sequence to determine to which kind of animals this DNA sequence belongs. However, the task of machine learning is not only to apply the knowledge that we have learned, but also to extract these knowledge from the data as well. The algorithm for classification will base its decision upon the dataset of DNA sequences with given classes of the creatures, interpret these information in some way and provide an output as a process of decision making called classifier.

The problem we are interested in is called customization, or in some research work is called user-adaptation. A simple description of customization is that there will be additional information about the problem in the form that we will be given an existing machine learning model that has already been trained to be suitable to the dataset in question up to some degree. For general usage, this model will be suitable to a dataset generated from a distribution with high similarity to the distribution of the dataset we are interested in. The main problem of customizationis how we should use this model to boost or improve the result in the task of machine learning, and generally, the task would be inversely viewed as using the cystomization data to improve the model instead of using the model to improve the result from just using the customization data on the task. An obvious and practical real-world example of the problem in customization is Handwriting Recognition.

The situation in handwriting recognition is that we want to predict characters a person has written, with the information about how the writing tool has been stroked. An obvious characteristic of this problem is that every per-
son has different handwriting and there might not be any classifier that can correctly classify handwriting of everyone due to different writing habit. An obvious example would be for the characters with high similarity such as letter " O " and number " 0 " or letter " S " and number " 5 "; different people may write them with the same kind of strokes and hence given a data about the strokes used in writing a character, the result from classification of the character will depend on the writer as well. As a result, we will have to use handwriting data of each person to make a perfect handwriting classifier for himself. As in other tasks of machine learning, the higher the number of data, the higher probability that the resulted model willbe good. Since handwriting of each person differs from each other, each of the input data must be generated by that specific person. Suppose that ve want to have 10 samples of each character from a set of numbers $0-9$ and alphabets $A-Z$. The total number of characters that the person in question must write will be $(10+26) * 10=360$, and that just might not be enough to create a good classifier for characters with similar writing pattern. The reason that handwriting recognition is a perfect task for customization is also because even though handwriting of everyone may be different from each other, but the same character of each person must be based on the same standard that it should be able for a man to read and recognize the character using his prior knowledge in the language. By using the language standard, we can create a classifier that fully employs additional information to perform customization.

Another adyantage of customization is time efficiency. As the model does not have to be learned from scrateh, performing customization is more efficient in time and it does not require the data previously used in mâking the model. One may view castomizationas incrementaldraining which is performed by a new dataset at each time, where the model is adapted to the dataset while retaining the previous information up to some degree. Hence, the approach of customization will be suitable for the dataset of which characteristics can change overtime.

There are many algorithms for customization, but most of them have a common limitation that they usually make use of inner parameters of the model,
and thus they are model-specific (Fu et al., 2000; Lyu et al., 1995; Cao and Balakrishnan, 2005). Knowing the parameters of the model serves as additional information which would likely lead to better performance of the algorithm, but it also acts as additional constraint as well. If every algorithm for customization is model-specific, it will be obvious that we will need to have a customization algorithm for each type of models. This surely will be problematic when the type of the model cannot be identified correctly or when there is no customization algorithm for the model, which might likely be the case for any new kind of model. Therefore, we see the benefits of studying on how to perform customization in the way that can be applied to many types of models.

Though the concept of customization can be used on many tasks of machine learning, but this work will focus mainly on classification, due to the obvious application mentioned above. Also, we will base our interest only on the algorithm that can be applied to many types of models.

### 1.1 Objectives

1. To introduce the approach for performing customization which is not specific to the type of the model.
2. To give the guideline and some examples in how to perform customization that is not specific to the type of the model

## 

1. We will propose a framework and algorithms with the constraints that can be applied to many types of models. 9 \& ? 6
2. We will focus on the task of classification and dimensionality reduction as a preprocess of the classification.
3. We will perform numerical experiments to evaluate the performance of the proposed method.

### 1.3 Procedure

1. Propose the framework for the task or subtask.
2. Propose an algorithm for the framework.
3. Conduct experiments using the proposed algorithm.

### 1.4 Contributions

1. We introduce the approach in performing customization which is not specific to the type of the model and also propose some frameworks and algorithms that belong to this approach.
2. Our work could lead to more development on the algorithms of the same kind.

### 1.5 Organization of the Thesis

We will make the settings of the problem more precise by providing some background knowledges in Chapter 2. In Chapter 3, we will introduce the concept of task-based customization and compare its advantages and drawbacks to the result from model specific algorithms. In Chapter 4 and Chapter 5, we will introduce some frameworks that are based on the concept of task-based customization on classification and dimensionality reduction and also give examples of algorithms that follows the approach, along with numerical results. Conclusion and future work are given in Chapter 6.

## CHAPTER II

## BACKGROUND

### 2.1 Conventions

We state here the definition that will commonly be used in the following sections. We will use an uppercase character such as $X$ to refer to a matrix, while any lowercase character such as $x$ will refer to a constant. The boldface letter such as $\mathbf{x}$ will refer to a vector, and we will denote it as a matrix with one column. Another commonly used convention will be $I_{m}$ which will refer to an identity matrix with $m$ rows. For a dataset $X$, each column of $X$ represents each data where each row represents the value of each attribute.

### 2.2 Customization

Customization or user-adaptation is an approach in modifying/improving the model that is previously trained on a dataset to be better fit to a new dataset. The most useful thing about this approach is that it does not require having the previous data and should be more efficient in the time of operation. However, one obvious drawback could be in the performance of the model resulted from performing customization with the new dataset, comparing with the model that is retrained using both the new dataset and the previous dataset from scratch.

In customization, there will be a problem of how to weight the importance between the previously learned model and customizationdata appropriately in the case that both of these datasets come from the same distribution. However, it coula be proyed as a usefubapproach if the distribution migrates overtime. Each time we perform customization on a model, it will act as trying to make the model be better fit to the new dataset and at the same time slowly making the model forget what it has learned from the previous dataset by a degree. This is why it seems as a good approach to adapt a well learned model to another distribution with some similarity, and it also can be viewed as training an existing model so that it will yield better result with another dataset.

### 2.3 Classification

The task of classification is to predict the value of an attribute of a data, based on the value of other attributes of data as input. There are two tasks which fit this description, namely classification and regression, but the difference between them is in the possible value of the predicted attribute, i.e. the value from classification is discrete and the value from regression is continuous.

### 2.3.1 Weighted Nearest Neighbor

The original k-nearest neighbor algorithm ( $k-N N$ ) (Mitchell, 1997; Hastie et al., 2001; Michie et al., 1994; Han and Kamber, 2000) is considered the simplest algorithm for classification in discussion. The algorithm is based on the idea of voting for the resulted class among $k$ of the most similar training examples, measured in the feature space. In order to improve this algorithm for better accuracy and also for smoother regression in the probability of the prediction, each chosen candidate for voting will be given with its impact on the classification result, based on how close they are to the target of the prediction. One can also view k-nearest neighbor as a special case of weighted nearest neighbor with the weight function $\lim _{k \rightarrow \infty} x^{k}$ when $x$ is the Euclidean distance measured between the training data and input data, or to say the infinite norm $\left(\|\cdot\|_{\infty}\right)$ of the measured distance.

## 

Max Wins (Friedman, 1996) so called voting scheme, is a well-known approachto combine many binary classifiers into one multictass classifier. This method could be easily described as performing voting between all binary classifiers. The most voted class will be the result of the classification for the multiclass classifier.

### 2.3.3 Adaptive Directed Acyclic Graph

Adaptive Directed Acyclic Graph (ADAG) (Kijsirikul et al., 2002) is another approach to combine many binary classifiers into one multiclass classifier.

The method would generally be portrayed as traversing an inverse binary decision tree with each of possible classes as its leaf, as shown in Figure 2.1. The prerequisite requirement of this algorithm is to have existing binary classifiers between each pair of possible classes. At each node, the binary classifier for the pair of respective classes will be used on the data, and the unlikely class will be eliminated from consideration while the more likely one will be passed on along the tree and be used again in the comparison at the next node, until the root is reached with the most likely class. Compared to Max Wins, the main advantage of ADAG is that it requires $n-1$ times of classification by binary classifiers to eliminate $n=1$ unlikely answers instead of $n(n-1) / 2$ times of classification by using Max Wins. However, its prediction result would still be inferior to Max Wins. Another characteristic of ADAG is that, given that there is an improvement on each of subclassifiers, the expected improvement on the classifier created by ADAG should yield greater improvement than Max Wins, since the classification would improve on each of the classifiers along the path from the correct class comparing to linear improvement from Max Wins.

Note that though there is an improved version of ADAG called Reordering Adaptive Directed Acyclic Graph (RADAG) (Phetkaew et al., 2003) which could yield even better result than Max Wins, but its characteristic in relying on error estimation for-each of the binary classifiers would make it be more complicated to use on any classifiers other than support vector machines (SVMs), requiring k-fold cross validation to estimate the error itself, and hence it will


### 2.3.4 Optical Character Recognition

Optical character Recognition (OCR) is a kind of classification task where we want to predict a character given an image of that character. The most usual form of OCR input is the value in each pixel of the image with fixed size of the character. The process of this task usually begins by scanning a paper for the text. After scanning is done, the next step is to separate the whole image into several individual images of characters before performing OCR on each of them. After that, the results are then combined into words and processed back


Figure 2.1: Visualization for Adaptive Directed Acyclic Graph.
into predicted text of the page.

### 2.3.5 Handwriting Recognition

Handwriting Recognition (HWR) is another kind of task in classification that we want to predict characters a person writes, with the information about how the writing tool has been stroked. The most general form of input of this task is the pen stroke that designates the position and traces how the pen is drawn and lift, $\rfloor$ Two-dimensional time series data is generated with the value designating the current position of the pen However, in many cases, features from this time series will be extracted and be used as in normalclassification.

### 2.4 Dimensionality Reduction

Dimensionality reduction refers to a process in reducing the number of attributes of data for further use. Namely, the algorithm for dimensionality reduction will yield the output as a function or process $\mu: \mathbf{R}^{\mathbf{n}} \rightarrow \mathbf{R}^{\mathbf{m}}$ when $n$ is the number of attributes as the input and $m$ is the desired number of attributes.

Instead of using a dataset $M$ for that task as usual, we will use the result from the transformation, $\mu(M)$, as dataset for the task instead.

There are many motivations to perform dimensionality reduction. The most obvious is for the efficiency. Suppose that the task to be performed requires a lot of resource so it cannot satisfy some constraint in time and memory. The choice will be either to change the algorithm or to reduce the load by reducing the size of data. Instead of reducing the number of examples, dimensionality reduction removes some information about each data. The matter to be considered in dimensionality reduction is how to do it in the fashion that the resulted data will be as useful as possible for the task.

Another purpose of dimensionality reduction is not because of limitation, but to improve the result. Ustually,-a dataset may contain many useless information that could be considered as noise. Performing dimensionality reduction will act as attempting to eliminate the most useless information from the data, namely eliminate the noise, and hence it will be useful for the algorithm that is noise sensitive. Another example is in altering the space of decision for the algorithm. Dimensionality reduction may act as transformation of input space in which the algorithm for the task does not effectively perform, and thus alter the possible decision which the algorithm can produce. As a result, the algorithm will be able to handle more complicated task by using dimensionality reduction as preprocessing. A good example is performing nonlinear dimensionality reduction before applying an algorithmewhose decision is based on a limited number of linear planes. In this way we could performbetter on the dataset which requires more complicated space of decision.

The main issues about dimensionality reduction can be described as following. The first is how to determine if the result from optimization should perform well on the upcoming task. That is choosing the value to be optimized with the expectation that the resulted dataset will be good for the algorithm which performs the desired machine learning task. The next issue is how to find the function or create the process $\mu(M)$ that provides good score on that goal, namely the process of optimization. The last one is the constraint or limi-
tation in the space of dimensionality reduction.

### 2.4.1 Linear Dimensionality Reduction

Linear dimensionality reduction is dimensionality reduction with the constraint that $\mu(M)$ must be linear transformation. This can be viewed as projecting the dataset on a linear subspace. Linear dimensionality reduction is important because of the optimization method. Limiting the space of transformation to be linear transformation results in better formulation of the problem and produces the form of semidefinite programming or quadratic programming which could be optimized with a well-known efficient procedure. In such a case, the method yields the optimal solution, not just a good one.

### 2.4.1.1 Principal Component Analysis

Principal component analysis (PCA) (Han and Kamber, 2000) is an unsupervised linear dimensionality reduction algorithm and is usually considered as the simplest form of dimensionality reduction which is widely used. The goal of PCA is to maximize the variance of a transformed dataset with a fixed number of attributes.

Principal component analysis consists of two main steps. The first is to calculate a covariance matrix of the dataset, i.e. the generalization of variances in many dimensions. Each element of covariance matrix $C$ in row $i$ and column $j$ is according to the formula $c_{i j}=\sum\left(x_{i}-\bar{x}\right)\left(x_{j}-\bar{x}_{j}\right)$, or if $X$ is a matrix of the dataset with each row as each of the data that is translated to have zero mean then $C=X X^{T}$.
$C=X X^{T}$.
The second step of principal component analysis is to perform eigenvalue decomposition of the covariance matrix. Since the matrix $X X^{T}$ is squared, symmetric and positive semidefinite, it follows that all the eigenvalues of the matrix are nonnegative real values. We can find the set of orthonormal eigenvectors of the matrix that span the entire space, and we can perform eigenvalue decomposition of the matrix. This means that we can find an orthogonal matrix $U$ that $C=U \delta U^{T}$ where $\delta$ is the diagonal matrix of eigenvalues ordered by their sizes.

Transformation by principal component analysis to reduce the number of dimensions to $m$ will be made by using the $m$ eigenvectors with maximum eigenvalues as the new axis, in which the resulted new attributes are projection of the data on them. Let us consider this to have better understanding of principal component analysis. If we transform dataset $X$ with orthogonal matrix $U$ by projecting the data on its axis, then the new dataset will become $U^{T} X$. We can calculate the covariance of this new matrix as following:


This means that the value of covariance matrix created from the transformed dataset will only exist in the diagonal elements. In another aspect, if we want a dimension that maximizes the variance along that direction, then it will be obvious that the first eigenvector will be the first column of $U$. By repeating this process of choosing the direction in the linear space that is orthogonal to all the already chosen directions, we will get the resulted axis of $m$-dimensional space as the $m$ eigenvectors with the maximum eigenvalues of the covariance matrix.

## 6 O

### 2.4.1.2 Lineary Discriminant Anàlysis $\approx 9 N\} ? \bigcap \tilde{\jmath}$

Linear discriminant analysis (LDA) is among one of the simplest supervised linear dimensionality reduction. The goal of linear discriminant analysis is to find a linear transformation that maximizes the discrimination between classes.

### 2.4.2 KPCA Methods of Mahalanobis Distance Learning for Nearest Neighbor

KPCA methods of Mahalanobis distance learning for nearest neighbor (KMMLN) (Chatpatanasiri et al., 2010, 2008) is a group of algorithms for dimensionality reduction. The idea of this type of algorithms is that given a linear dimensionality reduction, the algorithms make a nonlinear dimensionality reduction in the way that is similar to kernel trick of support vector machine by using Kernel Principal Component Analysis (KPCA) (Schölkopf et al., 1998). The algorithm consists of 3 steps, i.e. finding optimal kernel, performing KPCA, then using linear dimensionality reduction algorithms.

### 2.5 Halton Sequence

When there is the need to perform a well distributed sampling inside a close boundary of n-dimensional space, the easiest way will be to sample with uniform randomization. However, if the result from sampling is made in one or two dimensional box and the result of sampling is visualized by the scattering of the result when viewing the close boundary then, in most cases, one could easily feel that all the sampling result could be better distributed if hand-picked by man, as shown in Figure 2.2. In order to evaluate the sampling quality, there are two values called discrepancy and dispersion which serve as measurements, and can be formulated as following (Choset et al., 2005).


where $D_{1}$ is discrepancy, $\delta$ is dispersion, $P$ is a set of point samples on the space $X, N$ is the number of points in $P, \mathbb{R}$ is the set of possible spaces used in measuring the value, $\mu$ is a measure of space or size of the space and $\rho$ is a metric measuring the distance. Both equations can be interpreted as following: discrepancy measures how the sampling is distributed, comparing the difference between ratio of sampled data and sampling space, while dispersion measures the size of the largest region in which none of the sampling could be found,

Table 2.1: First few terms in Halton sequence for two dimensional space.

| $n$ | $n_{2}$ | $n_{3}$ | $\Phi_{2}(n)_{2}$ | $\Phi_{3}(n)_{3}$ | $\Phi_{2}(n)$ | $\Phi_{3}(n)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | .1 | .1 | $1 / 2$ | $1 / 3$ |
| 2 | 10 | 2 | .01 | .2 | $1 / 4$ | $2 / 3$ |
| 3 | 11 | 10 | .11 | .01 | $3 / 4$ | $1 / 9$ |
| 4 | 100 | 11 | .001 | .11 | $1 / 8$ | $4 / 9$ |
| 5 | 101 | 12 | .101 | .21 | $5 / 8$ | $7 / 9$ |
| 6 | 110 | 20 | .011 | .02 | $3 / 8$ | $2 / 9$ |
| 7 | 111 | 21 | .111 | .12 | $7 / 8$ | $5 / 9$ |
| 8 | 1000 | 22 | .0001 | .22 | $1 / 16$ | $8 / 9$ |
| 9 | 1001 | 100 | .1001 | .001 | $9 / 16$ | $1 / 27$ |
| 10 | 1010 | 101 | .0101 | .101 | $5 / 16$ | $10 / 27$ |

which is a ball in this equation.

In order to achieve better result than randomization and to guarantee the worst case result, one would have to resort to quasirandom sampling, that is using deterministic scheme to determine the sampling sequence, which could be further perturbed by adding some small randomization. One of well-known methods is Halton sequence (Halton, 1960), which could be formulated as following.

$$
p_{n}=\left(\Phi_{b_{1}}(n), \Phi_{b_{2}}(n), \ldots, \Phi_{b_{d}}(n)\right) .
$$

$$
\Phi_{b_{j}}(n)=\sum a_{i j} b_{j}
$$

Where $d$ is the number of dimensions, $b_{j}$ is the $j^{\text {th }}$ prime, and $a_{i j}$ is the $i^{\text {th }}$ digit of number $n$ when written as based $j$ numeral and written backward from behind the decimal, as shown in Cable 2.1. 1 ,

## จุหาลงกรณ์มหาวิทยาลัย



Figure $2.2: 300$ sampled data in two dimensions $\left(\left[0,\left.1\right|^{2}\right)\right.$ and dispersion value measured with box space. The box shows the area which results in dispersion value.

## CHAPTER III

## TASK-BASED CUSTOMIZATION

In this chapter, we will introduce the concept of task-based customization and also provide some backup arguments for the benefit of algorithms that follow this concept.

### 3.1 Concept of Task-Based Customization

As described in Chapter 2, customization is an approach in machine learning to modify/improve a model in order for it to yield better result. The most important requirement for customization is having the new dataset which we want the model to be adapted to. Also, in order to estimate the improvement from customization, it will require the minimum knowledges about the goal, which is the type of the task which the customization is made on. It is obvious that these knowledges are necessary for customization and by some more consideration ones can see that they are sufficient to perform a customization. However, with additional information, we should be able to perform even better.

Suppose that we do not know about any additional information other than the necessary ones for performing customization. It is obvious that the inner decision of the process will not be clarifiable and thus could only be estimated by observing outputs of some inputs we provide to the process. In simpler words, we must treat the process as a black box. Methods for using the information from this black box can be-separated into-two kinds. The first one is to keep the black box forfuture use by conducting some decision process on it and its results instead of using them as the entire process. The other one is to extract the available information from the black box, and then use the information to create a new process that can be clearly identify, and thus discard the black box.

The most common additional information that is used in customization will be the information about the model. Knowing the exact method for calculation of the process will surely yield better understanding than trying to
extract them by observing the results obtained from providing the model with the input. Moreover, once the model is known, the algorithm can alter the inner parameters in meaningful way which will sensibly yield better results.

The other bit of additional knowledge is the algorithm that is used to create the model. Many algorithms may produce similar kind of models which perform the same task. They usually have the same final goal, but the difference between them can be either how they strive to reach that goal or the definition of how they interprete the final goal into the measurement used by the algorithm. For the first case, there are two alternatives in trying to optimize a goal. One method would yield better result but require a lot of resources while the other method may be faster but not guaranteed to provide the optimum solution. For the second case, a good example is dimensionality reduction. The common goal for dimensionality reduction is that the resulted data yields good result for the upcoming task, but each algorithm may interprete the subgoal to achieve this result differently.

### 3.2 Advantages and Drawbacks

An obvious statement is that, ingeneral, model-specific algorithms should yield better result than task-based customization. However, there are many cases in which task-pased customization is necessary due to the lack of information or available methods, e.g. models are in the forms that cannot be interpreted easily, the process is a black box by its nature, there is no algorithm for cosemanaifeffhtufagn ยทรพยากร
จุหาลงกรณ์มหาวิทยาลัย

## CHAPTER IV

## CUSTOMIZATION FOR CLASSIFICATION

In this chapter, we will propose our frameworks in performing customization for classification. We will also propose some algorithms that behave according to each framework and conduct numerical experiments to evaluate their performances.

### 4.1 Customization for Classification by Transforming Input Space

Here we will present the first approach. The intuition behind this approach is based on an expectation that the space described by the original classifier and the customization data could be very similar to each other. By being similar, we expect that the optimal decision boundary for customization data can be transformed into the decision space resulted from the original classifier via the operation that preserves its topology, namely both of these spaces are homeomorphic to each other.

### 4.1.1 Generating sequence of transformation for probabilistic classifiers

### 4.1.1.1 Algorithm

The main objective of this approach is to determine a mapping $\mu: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}$ to be applied to input data, in orderto make the data be better adapted to the classifier. The problem in performing task-based customization for classification is due to the nature of classification that yields discrete output. In the task of classification, there maybe many classifiers which classify data correctly. Suppose that there are some data which are not classified correctly and we want to change or customize the classifier on them. Therefore, the issue is how much of the change should be made. If the change is as small as possible, which should be the ideal case when we want to preserve the result from the original classifier, then the decision boundary will be depended mostly on those data and will not have any effect on surrounding the data as much as they should be. Because of the difficulty in determining the proper decision boundary, we
decide to perform the task on probabilistic values of classification results, which can be thought of as performing regression and will be easier for the task-based constraint. Here, we present an algorithm for generating the mapping for a probabilistic binary classifier in Algorithm 1.
input : an original classifier, customization data
output: transformation sequence
stepsize $\leftarrow$ initial_stepsize;
transform_sequence $\leftarrow \varnothing$;
curdata $\leftarrow$ customization data;
cur_total_prob $\leftarrow \sum \mathrm{p}$ (curdata,classifier);
while stepsize $>$ stepsize limit do
center $\leftarrow$ getnext(halton-sequence);
direction $\leftarrow$ estimate gradient(center,classifier);
transformation $\leftrightarrows$ (center,direction,stepsize);
mapdata $\leftarrow$ transform(curdata,transformation);
map_total_prob $\leftarrow \sum \mathrm{p}$ (mapdata,classifier);
if map_total_prob $>$ cur_total_prob then
curdata $\leftarrow$ mapdata;
cur_total_prob $\leqslant$ map_total_prob;
transform_sequence $\leftarrow$
append(transform_sequence,transformation);
end

Algorithm 1: Generating transformation sequence.
The mapping is sepacated.into many transformation sequences, for its flexibility in order to achieve complicated nonlinear transformation. As shown in Algorithm 1, it will pick the center of each transformation from Halton sequence, to guarantee coverage of the input space. Then according to the current stepsize and estimated gradient, we will have a candidate for transformation described by three factors, i.e. the center of transformation, direction and magnitude. The transformation will be kept if it is likely to lead to better result. The change on space around the center of transformation is calculated as being
influenced by the attempt to move the space at center of transformation to a new position. For simplicity of calculation, we let the change be in the same direction to the change on the center, while the magnitude of the change is calculated by a distribution, proportional to the size of the change on the center. To achieve convergence, stepsize is gradually reduced in each loop.

In order to improve the algorithm, we further consider about the problem with imbalance on the number of training data, i.e. there are some classes with overwhelmingly more or less number of training instances. A problem may arise when using the proposed algorithm by summing up the probabilistic values of predictions resulted from all customization data, which could cause the algorithm to be over-biased on some classes with high number of training instances, as shown in Figure 4.1. In order to be better cope with this problem and to lessen the difference from getting probabilistic outputs from different type of classifiers, we introduce the idea of using an output function. The purpose is to assign more importance to the data with higher probabilistic values, which gives the effect that all customization data will be more likely to be correctly classified, and lessens the effect which will mislead the decision boundary by other customization data. Therefore, instead of using probabilistic values directly, in this paper, we propose using the value from output function $s(x)=1-\left((1-p(x))^{2}\right)$ which its shape is as shownin Figure 4.2.


Figure 4.1: Visualization of the problem in determining objective for mapping. The class of data are shown by depicting each of them as square and circle. The solid line is a likely decision boundary resulted from summing the objective value calculated from each data and the dashed line is the most suitable decision boundary.


Figure 4.2: Plotting of output function $s(x)=1-\left((1-p(x))^{2}\right)$.

### 4.1.1.2 Numerical Results

To demonstrate the usefulness of this algorithm, we generated experimental data in two dimensions. The result for the original probabilistic classifier was determined by equation $p_{1}=\left(\frac{x+y}{\sqrt{2}}\right.$. The decision boundary was a straight diagonal line separating half of the input space, given that the input data was normalized into the range of $[0,1]^{2}$. The probabilistic value was directly proportional to the distance measured from the decision boundary, with the minimum and maximum values of 0 and 1 , respectively. On the other hand, customization data was generated from different distribution, determined by whether values of both attributes were less than 0.7. We applied Algorithm 1 with the parameter initial_stepsize $=0.1$, stepsize_limit $=0.001, \alpha=0.99$ and with changing impact as exponential function: $e^{-x / \beta}$ where $\beta=1$. We conducted an experiment using the mentioned probabilistic classifier, and a weighted nearest neighbor classifier generated from randomly sampled data according to the decision boundary from the equation, using $1 / x^{k}$ as weight function where $k$ is the number of attributes, considering only 10 nearest neighbors for each class. These setting of parameters will be used as default value in the rest of this work. The result is shown in Table 4.1 and can be visualized as in Figure 4.3.

In Table 4.1, the result from classifying mapped customization data using the original classifier yielded some improvement compared to the result from classifying customization data. This means that the process transforms

Table 4.1: Accuracy comparison between customization data, mapped customization data and mapped customization data using the proposed output function.

|  | CUST DATA | MAPPED CUST DATA | OUTPUT FUNCTION |
| :---: | :---: | :---: | :---: |
| ORIGINAL CLASSIFIER | 82.40 | 82.90 | $\mathbf{8 7 . 7 0}$ |
| WNN | 87.00 | 85.30 | $\mathbf{8 9 . 0 0}$ |

the space of customization data to be better fit with the space of the original classifier. However, when we tried using data sampled from the original classifier to create a probabilistic classifier, which was weighted nearest neighbor (WNN), the result from using the weighted nearest neighbor for mapped customization data became worse due to misleading of the probabilistic value from voting. By using the concept of output function, the problem was lessened and the result was shown with obvious improvement.

### 4.1.2 Applying with other classifiers

### 4.1.2.1 Algorithm

In order to apply the algorithm for probabilistic classifiers to all nonprobabilistic classifiers, we propose an algorithm to create a probabilistic classifier from the former one, for the sole use of generation of transformation sequence. To treat the original classifier as a black box, we have to perform sampling and classify them using the classifier, whose result will be used as data to train the generated probabilistic classifier. Mbreover ookep the influence from the nature of the classifier model at minimum, we decide to use an instancebased/classifier. This results in the following algorithm to create a weighted nearest neighbor through sampling for a binary classifier in Algorithm 2.
input : original classifier
output: weighted nearest neighbor classifier
NN_data $\leftarrow \varnothing$;
NN_weight $\leftarrow \varnothing$;
while size(NN_data) < datasize do
newdata $\leftarrow$ getnext(halton_sequence);
predictweight $\leftarrow$ classify(newdata,NN_data,NN_weight);
if predictweight $<0.5$ then
NN_data $\leftarrow$ append(NN_data, curdata);
NN_weight $\leftarrow$ append(NN_ weight, $1-(2 \times$ predictweight) $)$;
end
end
Algorithm 2: Generating a weighted nearest neighbor classifier from an existing classifier.

The main idea for this algorithm is that the newly generated data will be classified by the current classifier. If the classification result is wrong, then the current classifier will be improved by adding the newly generated data as a new instance. The weight of the instance is determined by the weight from the classification result.

For the generated classifier to be appropriately useful, there are two conditions which should be satisfied. Firstly, the classifier should be able to provide probabilistic prediction for each class, in a meaningful sense. Secondly, its decision boundary should/be similarto that of the originaly classifier at least up to some degree. The sampling approach used in the algorithm implies curse of dimensionality, i.e. the amount of sampling required to Satisfy the second condition exponentially increases with the number of attributes. In order to fix this problem, we decide to use the method of combining the result from the generated classifier with the original one.

Given that the weight for the original classifier is higher, the combined classifier will obviously predict the same result as the original, and the generated classifier will act as an alteration on probabilistic values, as in the following equation.

Table 4.2: Accuracy from the generated classifier when using the algorithm that is applicable to non-probabilistic classifier.

| CUSTOMIZATION DATA | 82.40 |
| :---: | :---: |
| MAPPED CUSTOMIZATION DATA | 82.40 |
| MAPPED WITH OUTPUT FUNCTION | 83.20 |

$$
p_{\text {new }}=\left((1+\alpha) p_{\text {original }}+p_{\text {generated }}\right) /(2+\alpha) .
$$

Where $\alpha$ is a small positive real. The drawback of this method is that in order to achieve the same classification result as the original classifier, we have to trade that off with the contintity on the probabilistic value from the generated classifier.

We performed an experiment to evaluate the generated classifier in the previous subsection, using Algorithm 2 with datasize equal to 2,000 . We replaced the original classifier with the generated one while all other parameters were set in the same way as in the previous experiment. The result is shown in Table 4.2.

Comparing results between Table 4.1 and Table 4.2, it is not surprising that the result from using the algorithm that is applicable to non-probabilistic classifier was inferior due to the additional error resulted from having the additional step in generating a probabilisticclassifier from non-probabilistic one. However, the result in Table 4.2 still shoy slight improvement compared to the

## result before mapping. <br> 

We conducted an experiment to demonstrate the improvement made by the algorithm. In order to measure the performance we used the real-world datasets obtained from the UCI machine learning repository (Asuncion and Newman, 2007), pendigits, representing the tasks of classifying numeral digits for handwriting recognition, to demonstrate the task in adapting the classifier to another similar dataset. In the reality, the input data from handwriting recog-

Table 4.3: Accuracy of each transformed subclassifier.

|  | ORIGINAL | TRANSFORMED |
| :---: | :---: | :---: |
| WNN | $99.39 \pm 1.03$ | $\mathbf{9 9 . 6 9} \pm \mathbf{0 . 5 7}$ |
| NEURAL NET | $98.86 \pm 1.42$ | $\mathbf{9 9 . 4 0} \pm \mathbf{0 . 9 8}$ |
| SVMs | $\mathbf{9 9 . 4 6} \pm 0.68$ | $\mathbf{9 9 . 5 9} \pm \mathbf{0 . 6 6}$ |

nition is sequence of pen strokes, which is sequence of time series. However, all 16 attributes in the pendigits dataset were extracted features from this sequence of time series and we used these values for classification. The original training data was used to train the classifier, while the original test data, being generated from different group of users, was separated into two groups for the task of customization and testing. The original training data and the other set of data had 7,494 and 3,498 instances respectively which were almost equally distributed to 10 classes representing digits 0-9, and for each class, we assigned 50 instances as customization data. As a result, we had roughly 750 training data, 50 customization data and 300 test data for each class. The setting of parameters was the default value as stated in the previous subsection and all of data were normalized to be in the range of $[0,1]$.

In this experiment, we used three types of classifiers: weighted nearest neighbor, neural networks (Mitchell, 1997; Hastie et al., 2001; Michie et al., 1994; Han and Kamber, 2000) and support vector machines (Cristianini and ShaweTaylor, 2000), to create one-against-one classifiers between each pair of classes to which the customization was applied. Then these subclassifiers were combined by two nilethods of voting and decision trees. So, there were 45 subclassifiersforceach type which were trained withroughly 1,500 training data. We performed customization on each subclassifier with 100 customization data and the experimental result was taken from about 300 test data for the experiment on subclassifiers and all 2,998 test data for the combined classifier. The results are as shown in Table 4.3 and Table 4.4.

An important note is that in Table 4.3, the value of standard deviation was not from cross validation but was the standard variation from the classifier of each class. Thus, high value of standard deviation means that there were high

Table 4.4: Accuracy of the combined classifier created from transformed subclassifiers.

| COMBINING METHOD | ALGORITHM | ORIGINAL | TRANSFORMED |
| :---: | :---: | :---: | :---: |
| MAX WINS | WNN | 97.80 | $\mathbf{9 8 . 1 3}$ |
|  | NEURAL NET | 95.43 | $\mathbf{9 6 . 9 0}$ |
|  | SVMs | 97.67 | $\mathbf{9 8 . 3 7}$ |
| ADAG | WNN | 97.80 | $\mathbf{9 8 . 1 0}$ |
|  | NEURAL NeT | 95.76 | $\mathbf{9 7 . 7 3}$ |
|  | SVMs | 97.67 | $\mathbf{9 8 . 3 7}$ |

Table 4.5: Accuracy of each transformed subclassifier when using generated subclassifiers to determine the transformation.

differences in difficulties in classifying each pair of digits. This fact is obvious since some digits like 1 and 7 are harder to classify apart with writing strokes, compared to classification between 0 and 4 which there are differences in the numbers of pen strokes, curve of the pen strokes and direction of pen strokes. For the experiment on the method that is appliable to non-probabilistic classifiers, we used Algorithm 2 to generate weighted nearest neighbor classifiers with 2,000 data. The results are shown in Table 4.5 and Table 4.6.

In Table 4.5 and Table 4.6 , we did not conduct the experiment with weighted nearest neighbor on this matter since it is more realistic to use the data used in weighted nearest neighbor itselffinstead of generating newdata. The results obviously imply that the generated probabilistic classifierobtained by transformation is worse than the original classifier. However, there still exists the problem about curse of dimensionality as previously stated. Since pendigits has sixteen attributes then it will require at least $2^{16}=65,536$ for the data to exist in every orthants; each sector determines the positiveness of the value in each axis. So it can be seen by how sparse the generated dataset with 2,000 instances is in the sixteen dimensional space.

Table 4.6: Accuracy of the combined classifier created from transformed subclassifiers when using generated subclassifiers to determine the transformation.

| COMBINING METHOD | ALGORITHM | ORIGINAL | TRANSFORMED |
| :---: | :---: | :---: | :---: |
| MAX WINS | NEURAL NETWORK | $\mathbf{9 5 . 4 3}$ | 95.00 |
|  | SVMs | $\mathbf{9 7 . 6 7}$ | 94.96 |
| ADAG | NEURAL NETWORK | $\mathbf{9 5 . 7 6}$ | 94.80 |
|  | SVMs | $\mathbf{9 7 . 6 7}$ | 94.70 |

Though the result was not good for data with many attributes, in the case of a small number of attributes, this method was still able to yield satisfying result. The other issue is that though the classifiers are already probabilistic but each probabilistic classifier may return the value of probability in different sense so it may be a good idea to also use this method to generate a probabilistic classifier to guarantee the worst case in determining transformation sequence.

### 4.1.3 Overall Framework

Combining with the algorithm previously mentioned, we will get the framework of customization for classification as shown in Figure 4.4. All diagrams in our works follow this description. A block with rectangular shape represents a process and an oval shaped block represents data. A solid arrow represents the relation of being input to a process while a dashed arrow represents the relation of a process generating its output. A dashed box covers parts of the diagram that are kept as important result for continual usage. In this diagram, the box also shows the process within acustomized classifier? $\tilde{\delta}$

The framework starts with the originalclassifier which we want to perform customization on. Next, wegenerate a probabilistic classifier to be used in the process from the customization data and the original classifier. Then we determine the transformation sequence to make the customization data be better fit to the generated classifiers (since the generated classifiers have the same decision boundary to the original classifiers, the transformed customization data will also be better fit to the original classifiers as well). The customized classifier consists of the transformation sequence and the original classifier. Each time
classification is performed, the input data will be mapped with the transformation sequence then the mapped data will be classified by the original classifier, giving the prediction.

### 4.2 Customization for Classification by Patching

Here, we will present another alternative approach. The goal of this approach is to use customization data to classify if the result from the original classifier is trustable in a region. Otherwise, we will classify it with the other classifier created from the customization data instead. In our case, we will combine these processes into a classifier called patcher, which contains the same set of classes as those of the originat classifier with one more class representing that the answer should be left to the original classifier. The reason that we name this approach patching is because this method provides the intuition that the result from the original classifier will be corrected in untrustable region by patching it with the result from another classifier, while the result in trustable region which needs no correction will be left as is. Thus, this gives the intuition as the original classifier is patched to fix the bad result.

### 4.2.1 Algorithms

We will present four algorithms which belong te this approach in this subsection.


Algorithm 3: Patching using 1-nearest neighbor.
Algorithm 3 is the simplest among the four algorithms of this group which will be presented within this section. The idea is to use 1-nearest neighbor and
use the result from the original classifier if the data from 1-nearest neighbor is classified by the original classifier correctly.
input : original classifier, customization data
output: patching classifier
data_queue $\leftarrow$ customization_data;
NN_data $\leftarrow \varnothing$;
3 correctset $\leftarrow \varnothing$;
4 while notempty(data_queue) do
$5 \quad$ data $\leftarrow$ dequeue(data_queue);
6 if classify_1nnpatcher(data,NN_data,original_classifier)
$=$ data.class then
correctset - append (correctset,data);
end else
if classify (data,original classifier) $=$ data.class then
data.class =original_classifier;
end
NN_data $\leftarrow$ append(NN_data, data);
foreach correctdata in correctset do

classify_1nnpatcher(correctdata,NN_data,original_classifier) $\neq$ data.class then
remove(correctset, corrē̄ctdata);
น ํำ.
end
 end
end
Algorithm 4: Patching using 1-nearest neighbor with the reduced number of instances.

Algorithm 4 is a slight modification version of Algorithm 3 in order to reduce the number of data used in the 1-nearest neighbor patcher. The idea is to add one data into the patching classifier at a time, and try not to add it if it
is classified correctly. Different from Algorithm 3, the classifier resulted from using Algorithm 4 will also depend on the order of data used in the algorithm. The procedure which we try to reduce the number of training data for 1-nearest neighbor will reduce the time used in classification and will also reduce the complexity of decision boundary, which might yield better result as well.

input : original classifier, customization data
output: patching classifier
data_queue $\leftarrow$ customization_data;
patch_data $\leftarrow \varnothing$,correctset $\leftarrow \varnothing$;
while notempty(data_queue) do
data $\leftarrow \leftarrow$ dequeue(data_queue);
if classify_patcher(data,patch_data,ori_classifier) = data.class then correctset $\leftarrow$ append(correctset,data);
else
if classify_patch $($ data, patch_data) $)=$ ori_classifier then
data.radius $\leftarrow$ find_radius(data,patch_data,correctset); patch_data $\leftarrow$ append(patch_data,data);
else if classify (data,ori_classifier) $=$ data.class then
data.radius - find_radius(data, patch_data,correctset);
foreach ball in patch data do
ball.radius $\leftarrow$ reduce_radius(ball,data);
end
patch_data $\leftarrow$ append(patch_data,data);
else
foreach ball in patch_data do
ball.radius $\leftarrow$ reduce_radius(ball, data);
end
end
foreach correctdata in correctset do:
Qif classify(correctdata,ori_classifier) $\neq$ correctdata.class then

Algorithm 5: Patching with a reduced number of hyperspheres.
Algorithm 5 will create open balls or hyperspheres without boundary
with customization data as their centers. The result within the region of each ball is classified as belonging to the same class as the customization data which is the center of the ball. The result for undefined region is taken from the original classifier. The algorithm will perform similarly to Algorithm 4 except that the region of the hypersphere requires different handling. First of all, each hypersphere must not intersect with others, and that is why when there are some changes in patch_data, the algorithm will require more complicated procedure. Note that there are two functions that require more description in Algorithm 5. For the first one, reduce_radius will shrink down an existing hypersphere if the hypersphere is the cause of wrong classification or if the two arguments intersect with each other. If the wrong classification is caused by a new hypersphere then it will make the two hyperspheres become almost touched, and if it is a new data in different class then it will make the radius of the hypersphere half of the distance between the two instances. For the second one, find_radius will be used when a new hypersphere or data is added. The function will try to make the new hypersphere as large as possible with some constraints that it must not intersect with other hyperspheres and that its radius is not more than half of the distance between its center and other instances not in any patch region. Since this may not be very obvious we will provide a proof that this algorithm will terminate as in Proposition 1.

Proposition 1. Algorithm 5 will eventually terminate.
Proof. In each loop, the algorithm will dequeue and perform at least one of the following actions; add data from the queue into correctset in the case that the data is correctly classified by the current classifier or add data from the queue to patch data then reduce radius of an existing hypersphere in order to fix the result of the current classifier. Each time enqueue is performed, the data must be taken from correctset, which causes the total numbers of data in the queue, correctset and patch_data to always be the same. In each loop when enqueue is performed, it must also add another instance to patch_data or reduce the size of a hypersphere. Adding an instance to patch_data will cause the total number of instances in correctset and the queue to be lower as well and will eventually make the queue empty. The size of the hypersphere can be reduced for a limited number of times, bounded by the total number of instances. And if the radius
is at the lowest possible, then there cannot be an intersection with any other data, which causes the loop to perform other action instead. When both of these actions are not performed any longer then the number of instances in the queue cannot be increased. Hence, the loop will terminate.

```
input : original classifier, customization data
output: patching classifier
patch_data \(\leftarrow\) customization_data;
foreach data in patch_data do
    \(s \leftarrow\) patch_data which \((. c l a s s ~+~ d a t a . c l a s s) ; ~\)
    data.radius \(\leftarrow \min _{x \in s} d(\) data,\(x) / 2 ;\)
end
```


## Algorithm 6: Patching with intersectable hypersphere.

Algorithm 6 is different from the rest in that it allows intersection of regions, as long as they are both of the same class. The algorithm will make the radius of each hypersphere half of the distance between the center of the hypersphere and the closest instance in a different class.

### 4.2.2 Numerical Results

In this section, we conducted experiments on the pendigits dataset and the classifiers in the previous section. Also, to better demonstrate the result, we decided to also use other datasets from the UCI machine learning repository called optdigits, representing the task of optical character recognition. The dataset optdigits represents image of digits $0-9$ in $8 \times 8$ pixels, resulted in 64 attributes each of which is an integer in the range of 0-16 reflecting grayscale value of the images. The dataset was separated by the group of writers in the same way as pendigits, consisting of 3,823 instances of original training data and 1,797 instances that were used for customization and testing. For each class, 50 instances were assigned as customization data, and thus we had roughly 380 training data, 50 customization data and 130 test data for each class. We used principal component analysis to reduce the number of attributes to 16 , the same as in pendigits, and then normalized the value of these 16 attributes to be in the range $[0,1]$ before preparing the data for the experiments in the same way. The

Table 4.7: Accuracy of patched subclassifiers from pendigits data.

|  | ORIGINAL | ALGO 3 | ALGO 4 | ALGO 5 | ALGO 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| WNN | $99.39 \pm 1.03$ | $99.62 \pm 0.83$ | $99.62 \pm 0.82$ | $99.61 \pm 0.85$ | $\mathbf{9 9 . 7 2} \pm \mathbf{0 . 7 4}$ |
| NN | $98.86 \pm 1.42$ | $99.41 \pm 0.74$ | $99.46 \pm 0.71$ | $99.26 \pm 0.93$ | $\mathbf{9 9 . 5 1} \pm \mathbf{0 . 8 4}$ |
| SVMS | $99.46 \pm 0.68$ | $99.63 \pm 0.45$ | $\mathbf{9 9 . 6 5} \pm 0.47$ | $99.63 \pm 0.43$ | $\mathbf{9 9 . 7 5} \pm \mathbf{0 . 3 5}$ |

Table 4.8: Accuracy of patched subclassifiers from optdigits data.

|  | ORIGINAL | ALGO 3 | ALGO 4 | ALGO 5 | ALGO 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| WNN | $99.58 \pm 0.90$ | $99.53 \pm 0.92$ | $99.62 \pm 0.82$ | $99.61 \pm 0.85$ | $\mathbf{9 9 . 7 2} \pm \mathbf{0 . 7 4}$ |
| NN | $98.22 \pm 2.02$ | $98.23 \pm 2.03$ | $99.46 \pm 0.71$ | $99.26 \pm 0.93$ | $\mathbf{9 9 . 5 1} \pm \mathbf{0 . 8 4}$ |
| SVMs | $\mathbf{9 9 . 8 0} \pm \mathbf{0 . 3 7}$ | $99.78 \pm 0.39$ | $\mathbf{9 9 . 6 5} \pm 0.47$ | $99.63 \pm 0.43$ | $\mathbf{9 9 . 7 5} \pm 0.35$ |

experiments on combined classifiers are shown in Table 4.7, Table 4.8 and Table 4.9. Since the algorithm can be applied to multiclass classifiers without any modification, we also conducted an experiment on combined classifiers, and the result is shown in Table 4.10.

The result from Table 4.7, Table 4.8, Table 4.9 and Table 4.10, show that the proposed algorithm improved the classification result in most cases, Algorithm 6 provided the best result among the four proposed algorithms which perform customization for classification by patching. An interesting issue is the result from applying the algorithms with multiclass classifiers. In Table 4.9 and Table 4.10, applying the algorithms with multiclass classifiers brought worse result in most cases, with the exception of Algorithm 3. For Algorithm 4 and Algorithm 5, their results depended on the order of the data used in the algorithms, and applying the algorithms with_multiclass classifiers gave more bias resulted from the order of the data. For Algorithm 6, as the radius of the ball was calculated from the distance to the other data with different class, using the algorithm with multiclass classifiers provided smaller radius of the hyperspheres compared to using the algorithm on each subclassifier because the number of data in different classes had increased.

Now we compare both frameworks of transforming input space and patching. Transforming input space seems like a good approach in performing con-

Table 4.9: Accuracy of combined classifier from patched subclassifier.

|  | ALGORITHM | ORIGINAL | ALGO 3 | ALGO 4 | ALGO 5 | ALGO 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PENDIGITS | WNN | 97.80 | 98.10 | 98.10 | 97.97 | $\mathbf{9 8 . 5 0}$ |
| MAX WINS | NEURAL NET | 95.43 | 96.83 | 97.36 | 96.46 | $\mathbf{9 7 . 6 7}$ |
|  | SVMS | 97.67 | 98.37 | 98.50 | 98.17 | $\mathbf{9 8 . 6 3}$ |
| PENDIGITS | WNN | 97.80 | 98.20 | 98.10 | 98.03 | $\mathbf{9 8 . 5 0}$ |
| ADAG | NEURAL NET | 95.76 | 97.30 | 97.40 | 97.03 | $\mathbf{9 7 . 7 3}$ |
|  | SVMS | 97.67 | 98.33 | 98.07 | 98.17 | $\mathbf{9 8 . 6 0}$ |
| OPTDIGITS | WNN | 97.22 | 97.07 | 96.38 | 97.22 | $\mathbf{9 7 . 3 0}$ |
| MAX WINS | NEURAL NET | 93.60 | 93.99 | 94.06 | 93.83 | $\mathbf{9 4 . 3 7}$ |
|  | SVMS | 98.54 | 98.54 | 98.15 | $\mathbf{9 8 . 6 1}$ | 98.54 |
| OPTDIGITS | WNN | 97.22 | 97.07 | 96.68 | 97.22 | $\mathbf{9 7 . 3 0}$ |
| ADAG | NEURAL NET | 92.60 | 93.06 | 92.37 | 92.75 | $\mathbf{9 3 . 2 9}$ |
|  | SVMs | 98.54 | 98.54 | 98.38 | $\mathbf{9 8 . 6 1}$ | 98.54 |

tinuous changes to create a more suitable classifier. However, an obvious drawback from transforming input space is the high number of parameters of the algorithm which is also due to applying the algorithm to the task of classification which yields discrete result. In contrast, patching is much simpler and has few parameters which cause it to have much less problem in overfitting. The idea of patching is to use the result fromeach of two classifiers, the original one and the one created from customization data. We can give some estimation like lower bound or expected performance of a classifier resulted from patching with both classifiers. Suppose that we determine whether we should believe the original classifier by random then the expected accuracy of the new classifier should be the average value of the accuracy fromboth classifiers. Moreover, by the fact that our decision is based on a plausible reasoning, the resulted classifier from patching should obviously yield better result than the average accuracy of both classifiers? Comparing the result from Table 4.4 and Table 4.9 which are the results from transforming input space using probabilistic value of pendigits and patching, patching by Algorithm 6 yields better result. However, this is due to difficulty in transforming input space. In summary, transforming input space is an approach with high potential but is hard to achieve and patching is a simple method but has limited potential in both upper bound and lower bound of the result.

Table 4.10: Accuracy of patched combined classifier.

|  | ALGORITHM | Original | Algo 3 | Algo 4 | Algo 5 | Algo 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pendigits Max Wins | WNN | 97.80 | 98.40 | 97.97 | 98.17 | 98.27 |
|  | Neural Net | 95.43 | 97.73 | 97.40 | 96.83 | 96.83 |
|  | SVMs | 97.67 | 98.27 | 97.30 | 98.10 | 98.30 |
| PENDIGITS ADAG | WNN | 97.80 | 98.40 | 97.97 | 98.17 | 98.27 |
|  | Neural Net | 95.76 | 98.03 | 97.26 | 97.20 | 97.26 |
|  | SVMs | 97.67 | 98.27 | 97.30 | 98.10 | 98.30 |
| Optdigits <br> Max Wins | WNN | 97.22 | 97.07 | 95.07 | 97.22 | 97.30 |
|  | Neural Net | 93.60 | 93.99 | 89.67 | 93.83 | 93.99 |
|  | SVMs | 98.54 | 98.46 | 96.92 | 98.61 | 98.69 |
| OptDIGITS ADAG | WNN | 97.22 | 97.07 | 95.07 | 97.22 | 97.30 |
|  | Neural Ne | 92.60 | 93.06 | 88.97 | 92.91 | 93.06 |
|  | SVMs | 98.54 | 98.46 | 96.92 | 98.61 | 98.69 |

### 4.3 Customization for Classification with Nonlinear Dimensionality Reduction

This framework is based on the idea of transforming input space as well, but with a different method in finding the transformation. Instead of finding sequence of small transformations, this framework will use dimensionality reduction to find the transformation between both input spaces. This framework is shown in Figure 4.5 and the resulted classifier is shown in Figure 4.6.

The framework begins with generating data that represents the original classifier by randomization for its attribute values and uses the class from prediction of the original chassifier. After that, we will embed the space of this data and the customization data into a bigher-dimensional space. We then use supervised linear dimensionality reduction algorithms, suchas KMMLN, with the expectation that it fill align both data setsfon each other without changing their topology. After that we will perform regression such that the data in that space should be mapped back into the space of the original classifier based on the value of the generated data. The new classifier will work by transforming the test data into the space that aligns it with the data belonging to the original classifier. After that, the values of attributes of the data in the original space corresponding to the test data will be calculated by regression, and that attribute values will be used by the original classifier for prediction.

### 4.3.1 Numerical Results

We show the experimental result of the proposed framework. For visualization, we used 2-dimensional data with no noise and with two possible classes, to test how the framework performed on each kind of basic linear transformation. We used the same customization data and test data while varying the original classifier which is 1-nearest neighbor generated from the space that can be mapped onto customization data perfectly by translation, scaling, and rotation. All the data in this experiment is shown in Figure 4.7.

The reason for us to choose 1-nearest neighbor as the original classifier is for easiness in the step of generating data that represents the original classifier. In this case, we used the data in 1-nearest neighbor directly. The next issue was how to embed both data into the same space. An easy implementation may be to use translation, or any kind of rigid transformation that makes both datasets not overlap with each other, and even easier, we may add another dimension whose value represents the dataset where each data comes from. The visualization of this is as in Figure 4.8.

Note that, this framework relies mainly on the expectation that the algorithm for nonlinear dimensionality reduction, which is the algorithm in the group of KMMLN in this case, will be able to align both datasets onto each other. To achieve this result, we considered both the method of embedding and the inner process of the KMMLN algorithm. In this experiment, we used the algorithmoKDNE, KLMNN and/KNCA which are the kernelized versions of linear dimensionality reduction algorithms DNE (Zhang et al., 2007), LMNN (Weinberger and Saul, 2009) and NCA (Goldbergenetral. 2005) respectively, and the algorithms for them are already stated in the original paper of KMMLN (Chatpatanasiri et al., 2010, 2008). The results are shown in Table 4.11 and Table 4.12.

The results show the accuracy when using an original 1-nearest neighbor classifier and the accuracy of 1-nearest neighbor with customization data. There is clearly significant improvement compared to the original classifier, and some improvement compared to 1-nearest neighbor on customization data. How-

Table 4.11: Result from customization using linear dimensionality reduction algorithm.

|  | ORIGINAL | CUSTOM DATA | DNE | LMNN | NCA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TRANSLATION | 83.6 | $\mathbf{9 3 . 4}$ | 83.6 | 83.5 | 83.7 |
| SCALING | 86.0 | $\mathbf{9 3 . 4}$ | 86.0 | 86.1 | 86.3 |
| ROTATION | 88.6 | $\mathbf{9 3 . 4}$ | 88.6 | 88.6 | 88.6 |

Table 4.12: Result from customization using the KMMLN algorithm.

|  | ORIGINAL | CUSTOMDATA | KDNE | KLMNN | KNCA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TRANSLATION | 83.6 | 93.4 | 87.0 | 93.8 | $\mathbf{9 7 . 9}$ |
| SCALING | 86.0 | 93.4 | 87.7 | $\mathbf{9 4 . 1}$ | 87.9 |
| ROTATION | 88.6 | 93.4 | 91.0 | $\mathbf{9 3 . 6}$ | 91.1 |

ever, two issues need to be noted. First is that all the three datasets in this experiments are simple linear transformation from a dataset with really simple decision boundary, as shown in Figure 4.8. The second issue is that though the numerical result looks fine but from visualization, the two datasets did not align on each other when using KMMLN, with the exception of performing KNCA on the translation dataset which yielded much more significant difference compared to other cases in the experiment. Thus, the algorithm may not have much potential in higher dimensional datasets with more complicated decision boundary.

In conclusion, the frameworkseemsitg have the potential to yield satisfying result, but we could not bring experimental results as we expected yet. So we only present this framework here as if may be a good idea for further development in this line of work ow $M$ dy


Figure 4.3: Visualization of results from transforming generated probabilistic classifiers.


Figure 4.4: Framework of customization for classification by Transforming Input Space.


Figure 4.5: Framework of customization for classification with nonlinear dimensionality reduction.


Figure 4.6: New classifier from the framework for customization of classification with nonlinear dimensionality reduction.

(a) Customization data

(b) Test data

(c) Original data for $1-\mathrm{nn}$ by translation
(d) Original data for 1-nn by scaling

(e) Original data for 1-nn by rotation

Figure 4.7: Visualization of generated dataset.

Figure 4.8: Embedding the data into a higher dimension.
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## CHAPTER V

## CUSTOMIZATION FOR DIMENSIONALITY REDUCTION

In this chapter, we will propose a framework for performing customization for the task of dimensionality reduction. We will also propose an algorithm for dimensionality reduction with additional constraint that the dimensionality reduction is performed with linear function; it is linear dimensionality reduction. The additional constraint in this case reduces the generality for customization to a subgroup of dimensionality reduction. However, the group of algorithms that perform linear dimensionality reduction is still large enough to have considerable impact. With this limitation, we can provide theoretical result up to much more extent than performing it on the much larger set that includes nonlinear dimensionality reduction.

### 5.1 Framework of Customization for Dimensionality Reduction

The goal of dimensionality reduction is finding a mapping function $\mu$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ that will retain the most usefulness of the data, where the definition of usefulness can bedifferent for each algorithm by the objective and constraint on $\mu$. In the most general case where there is no constraint on function $\mu$, this problem can be solved by training another dimensionality reduction $v: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ based on the customization data and then combining the result when the set of customization data is transformed by $\mu$ and $v$.

There seemto be nn other feasible approaches for customization on dimensionality reduction, due to its nature that is different from classification and regression. The goal for dimensionality reduction is that the resulted data must retain the most useful information, and by any definition of the usefulness, it cannot be measured with just a sole data, $\mathbf{k}$. This is because the usefulness cannot be determined by just its own nonmapped quality such as class for classification or continuous value for regression that can be used to determine the objective, but it must be measured by the information of values of many data
in a dataset. This is completely different from classification and regression that we want the result from the process to be as close as possible to another value associated with the data.

Suppose that $\mathbf{k}$ is transformed by $\mu$ and $v$ to be $\mu(\mathbf{k})$ and $\nu(\mathbf{k})$ respectively, and that the values of $\mu(\mathbf{k})$ and $\nu(\mathbf{k})$ are dependent on each other up to some degree since they are both generated from $\mathbf{k}$ by the procedure. Let us define $\rho$ as a function which $\rho(\mathbf{k})=\left[\mu(\mathbf{k})^{T} v(\mathbf{k})^{T}\right]^{T}$. If we perform unsupervised dimensionality reduction on the dataset that is mapped into $\rho(\mathbf{k})$ then it will result in the mapping onto a coordinate of a space that will try to align the value of $\mu$ and $v$ on each other based on the dataset. Thus we can find the most feasible mapping using a dataset $X$ by using all the data used in generating the original dimension reducer and customization data. However, since we might not have the data used in generating the original dimension reducer by the setting, we would have to compromise with just using the customization data to represent the data distribution in the space

The process of combining two results from dimensionality reduction can be thought of as performing unsupervised dimensionality reduction on the data resulted from both dimensionality reduction. The data resulted from $\mathbf{k}$ which will be used in the unsupervised dimensionality reduction is written as $\left[\mu(\mathbf{k})^{T} v(\mathbf{k})^{T}\right]^{T}$. Following this procedure, we give the framework for customization for dimensionality reduction as shown in Figure 5.1 and the resulted new dimension reducer is as shown in Figure 5.2.

## ศนยวทยทรพยากร

### 5.2 Combining Results from Linear Dimensionality Reduction <br> 

For the most general formulation of linear dimensionality reduction with $n$ attributes, we can write the linear transformation (Wylie and Barrett, 1982; Nicholson, 2001) as $f(\mathbf{x})=A \mathbf{x}+\mathbf{b}$ where $A$ is an orthogonal matrix of size $n$ whose rows are sorted in the order of importance and $\mathbf{b}$ is a vector of size $n$. Given a training procedure for linear dimensionality reduction $f(\mathbf{x})$, one can determine all the $n^{2}+n$ parameters of $f(\mathbf{x})$ within $A$ and $\mathbf{b}$ by observing the


Figure 5.1: Framework for customization for dimensionality reduction.
output given to a set of $(n+1)$ vectors. The simplest of them is a normalized vector in eachidimension and the zero vector, which resulfs in the following:

$$
\begin{aligned}
& A=f\left(I_{n}\right)-\mathbf{b} 1_{\mathbf{n}}{ }^{T} \\
& =f\left(I_{n}\right)-f\left(\mathbf{0}_{\mathbf{n}}\right) \mathbf{1}_{\mathbf{n}}{ }^{T} .
\end{aligned}
$$

The customization data will be used to train another linear dimension reducer with the same objective as the original given procedure, resulting in another transformation matrix. We will use $M^{T}$ and $N^{T}$ to denote the transformation


Figure 5.2: The new dimension reducer as the result of using the framework.
matrix belonging to the original procedure and the transformation matrix cre-


Q
If we want to perform dimensionality reduction of a dataset with $n$ dimensions to a space with $m$ dimensions, the most idealistic way will be to combine $m$ most important linear spaces resulted from both procedure. The basis for the most important linear space with $m$ dimensions of a linear transformation can be represented with the first $m$ columns of $M$ where each of the columns is a basis vector. For combining two such spaces of the same dimension into a new linear space with the same dimension, we propose considering covariance from all the basis vectors of both spaces, fixing the mean to be at origin. The later process will be to find the $m$ most suitable basis vectors for a new
$m$-dimensional linear space that gives the greatest variance. This process can be easily described as using the $m$ most important orthonormal basis vectors of both transformation matrices as data to perform PCA, with the mean fixing to be the zero vector. With this interpretation, the procedure will yield the same result as using each normal basis vector along with the unit vector in the opposite direction which will have in the mean of the all the vectors to be zero, and have a covariance matrix with twice the value of covariance matrix of basis vectors with zero mean.

In the case that we want to give a certain weight $\sqrt{\alpha}$ and $\sqrt{1-\alpha}$ to $M$ and $N$ respectively, we can perform scaling on the basis vectors from each matrix with that weight.

Proposition 2. Performing PCA on the data which are any orthonormal basis vectors that span the same linear space as $M$ and $N$, with the mean fixed to be zero vector, will always yield the same result.

Proof. PCA is dependent on calculation of covariance matrix $C$, which follows the formula $C=D D^{T}$ when $D$ is the matrix with each column as a data that is translated to have zero mear.From the view of each element in the matrix, this formula can alternatively be written as,

when $C_{i j}$ and $D_{i j}$ are the walues of the matrix in row $i$ and column $j$ respectively. If we view it from the perspective of each data, $C$ could be written as follows,
where $\mathbf{D}_{\mathbf{k}}$ is the $k^{\text {th }}$ row of $D$.

The last equation implies that covariance matrix of a dataset is the summation of covariance matrix for each data, using the same mean. In matrix form, this can be written as:

$$
C=[M \mid N][M \mid N]^{T}=M M^{T}+N N^{T} .
$$

Any set of orthonormal basis vectors that represent the same $m$-dimensional linear space as a set of orthonormal basis vectors $D$ can be written as $D O$ where $O$ is an orthogonal matrix with $m$ rows. This can be visualized as $O$ represents all possible sets of orthonormal basis vectors in $m$ dimensions, and $D$ is the transformation that aligns the sets of basis vectors to the linear subspace. As shown in the equation, covariance matrix $C$ of a matrix with the data as orthonormal basis of two linear subspaces weighted by $\sqrt{\alpha}$ and $\sqrt{1-\alpha}$ can be calculated as:

$$
\begin{aligned}
C & =\left[\sqrt{\alpha} M O_{M} \mid \sqrt{1-\alpha} N O_{N}\right]\left[\sqrt{\alpha} M O_{M} \mid \sqrt{1-\alpha} N O_{N}\right]^{T} \\
& =\left(\sqrt{\alpha} M O_{M}\right)\left(\sqrt{\alpha} M O_{M}\right)^{T}+\left(\sqrt{1-\alpha} N O_{N}\right)\left(\sqrt{1-\alpha} N O_{N}\right)^{T} \\
& =\alpha\left(M O_{M}\right)\left(M O_{M}\right)^{T}+(1-\alpha)\left(N O_{N}\right)\left(N O_{N}\right)^{T} \\
& =\alpha M O_{M} O_{M}^{T} M^{T}+(1-\alpha) N O_{N} O_{N}^{T} N^{T} \\
& =\alpha M I_{m} M^{T}+(1-\alpha) N I_{m} N^{T} \\
& =\alpha M M^{T}+(1-\alpha) N N .
\end{aligned}
$$

Thus we will obtain the same coyariance matrix from eigenvalue decomposition which will yield the same transformation matrix.

An important note is that the resulted basis vectors from the linear transformation will not be-ordered by the importance in each dimension for the data according to the algorithm for linear dimensionality reduction, but with the probability that the dimension should be'selected as the result from combination of the two linear transformations. So if the user want to sort the importance of each axis in the new linear space as in the capability of the linear dimensional reduction algorithon, he must perform the algorithm for linear dimensionality reduction on the customization data after they are transformed by the new linear transformation.

Another note is that this process can also be viewed as combining the unimportant linear space, as they will yield the same result. The importance of this aspect is that since the time taken in calculation of PCA also depends on the number of data, it will be faster to do this if the resulted dimension is more
than half of the original, i.e. $2 m>n$.
Proposition 3. Inverse view of combining linear space with low importance will yield the same result as combining linear space with high importance.

Proof. Let $M=\left[M_{1} \mid M_{2}\right]$ and $N=\left[N_{1} \mid N_{2}\right]$ be both orthonormal vectors which fully span the space where $M_{1}$ and $N_{1}$ span an $m$-dimensional linear space. We want to proof that the $m$-dimensional linear space resulted from PCA of $\left[\sqrt{\alpha} M_{1} \mid \sqrt{1-\alpha} N_{1}\right]$ with zero mean is the same to the least important $m$-dimensional linear space from PCA of $\left[\sqrt{\alpha} M_{2} \mid \sqrt{1-\alpha} N_{2}\right]$.

Let $C_{1}$ and $C_{2}$ be covariance matrices of $\left[\sqrt{\alpha} M_{1} \mid \sqrt{1-\alpha} N_{1}\right]$ and $\left[\sqrt{\alpha} M_{2} \mid \sqrt{1-\alpha} N_{2}\right]$ respectively.

$$
\begin{aligned}
C_{1} & =\mid \sqrt{\alpha} M_{1}\left(\sqrt{1-\alpha} N_{1}\right]\left[\sqrt{\alpha} M_{1} \mid \sqrt{1-\alpha} N_{1}\right]^{T} \\
& =\alpha M_{1} M_{1}^{T}+(1-\alpha) N_{1} N_{1}^{T} \\
C_{2} & =\alpha M_{2} M_{2}^{T}+(1-\alpha) N_{2} N_{2}^{T} .
\end{aligned}
$$

Since $M$ is an orthogonal matrix

$$
\begin{aligned}
& M M^{T}=I_{n}=\left[M_{1}\left[M_{2}\right] M_{1}\left[M_{2}\right]^{T}=M_{1} M_{1}^{T}+M_{2} M_{2}^{T},\right. \\
& M_{2} M_{2}^{T}=I_{n}-M_{1} M_{1}^{T} .
\end{aligned}
$$

Let $C_{1}^{T}=U \Lambda U^{T}$ be the result from eigenvalue decomposition of the covariance matrix.

$$
\begin{aligned}
& =I-\left(\alpha M_{1} M_{1}^{T}+(1-\alpha) N_{1} N_{1}^{T}\right) \\
& =I-C_{1} \\
& =I-U \Lambda U^{T} \\
& =U(I-\Lambda) U^{T} .
\end{aligned}
$$

Since $C_{2}$ is summation of two positive semidefinite matrices, $C_{2}$ is a positive
semidefinite matrix as well. The result is that eigenvalues of $C_{2}$ which are the diagonal elements of $(I-\Lambda)$ are nonnegative and are sorted in reverse order to eigenvalues of $C_{1}$. Since eigenvectors of both $C_{1}$ and $C_{2}$ are the same but in reverse order, this proves that the resulted linear space spanned by the $m$ most importance eigenvectors of $C_{1}$ is the same to the linear space spanned by $m$ least importance eigenvector of $C_{2}$.

We will let both spaces be equally important by setting $\alpha=0.5$. This will yield the same result as letting both weighting terms $\alpha$ and $1-\alpha$ be 1 which will simplify the calculation. This setting will be used for all the following proofs in this section.

### 5.2.2 Theoretical Results

Proposition 4. We can fully describe a linear space spanned by the set of orthonormal basis vectors $M$ with $M M^{T}$.

Proof. First, we will prove that for any orthogonal matrix $O$ with $m$ rows, the space spanned by any $M O$ which is the same space will result in the same value.


For the inverse, since $M M^{6}$ is both/symmetric and positive semidefinite, we can perform eigenvalue decomposition on $M M^{T}$. If the space spanned by $M$ is an $m$-dimensional dinear space then rank of $M$ will be $m^{\circ}$ and as the result the rank of $M M^{B}$ will be $m$ as well since it is a product of two matrices with rank $m$. Other than that, all of its eigenvalues will be 1 as well. Therefore, by performing eigenvalue decomposition and eliminating all the elements with 0 in the eigenvalues, we will get the following,

$$
\begin{aligned}
M M^{T} & =N I_{m} N^{T}, \\
& =N N^{T},
\end{aligned}
$$

where $I_{m}$ is an identity matrix with $m$ rows and $N$ is another orthonormal basis vectors with the equal number of rows and columns to $M$. Hence, from the equation,

$$
\begin{aligned}
M M^{T} & =N N^{T} \\
I_{m} & =M^{T} N N^{T} M \\
& =M^{T} N\left(M^{T} N\right)^{T}
\end{aligned}
$$

and thus $M^{T} N$ is an orthogonal matrix which transforms $M$ into $N$ and that both $M$ and $N$ span the same linear space.

From the result of Proposition 4, we will now refer to a linear space spanned by a set of orthonormal basis yectors $M$ with the matrix $M_{S}=M M^{T}$.

Proposition 5. Let $\mathbf{k}$ be a unit vector and $X_{S}$ be a linear space, $X_{S} \mathbf{k}$ is the projection of $\mathbf{k}$ on the space $X_{S}$.

Proof. Let $X$ be a set of orthonormat basis of $X_{S}$ that is $X_{S}=X X^{T} . X^{T} \mathbf{k}$ is the projection of $\mathbf{k}$ onto each of the orthonormal basis of space $X_{S} . X\left(X^{T} \mathbf{k}\right)$ can be viewed as multiplying each of the orthonormal basis vectors of $X_{S}$ with the value that $\mathbf{k}$ is projected on them. Hence, $X_{S} \mathbf{k}$ is the projection of $\mathbf{k}$ on the space $X_{S}$.

Definition 1. Let $A, B, C$ and $D$ be the sets of orthonormal basis vectors which span an $m$-dimensional linear space. We say that the difference between the space spanned by $A$ and $B$ is equal to the difference between the space spanned by $C$ and $D$ if and only if there exists an orthogonal matrix $O$ which causes the space spanned by $A O$ and $B O$ be equivalent to the space spanned by C and D respectively. \&f

Definition 1 arises from the property that the operation of an orthogonal matrix will be equivalent to a sequence of rotation and reflection centered at the origin, which will preserve the distance between any vectors in the space. We will have another constraint for a function which measures difference between two linear spaces.

Definition 2. Let $M$ and $N$ be two sets of orthonormal basis vectors. A function $f(M, N)$ is a measure of difference between the spaces spanned by both $M$ and $N$ if and only if,
i) $f(M, N)=f(N, M)$,
ii) $f(M, N)=f(O M, O N)$,
iii) $f(M, N)=f\left(M O_{M}, N O_{N}\right)$,
where $O, O_{M}$ and $O_{N}$ are any orthogonal matrices.

In Definition 2, the first condition is from that the function must be reflexive since it is a measure of difference. The second condition is from Definition 1. The third condition is from that the function should yield the same output for any orthonormal basis yectors that span the same space.

Proposition 6. Let $M$ and $N$ be twoo sets of orthonormal basis vectors which span an m-dimensional linear space within an n-dimensional space. We can measure the difference between them with the function $f(M, N)=\left|\operatorname{det}\left(M^{T} N\right)\right|$

Proof. We will prove that the function satisfies every condition in Definition 2.

For the first condition, by the property of determinant that determinant of a matrix yields the same value to determinant of its transposed matrix, we can conclude that the function is reflexive. $\delta M \& \cap\}$


For the second condition, we will prove that if the differences within two sets of linear spaces are equivalent then the function will provide the same value. Suppose that $M$ and $N$ be two sets of orthonormal basis vectors and $O$ be an
orthogonal matrix.

$$
\begin{aligned}
f(O M, O N) & =\left|\operatorname{det}\left((O M)^{T} O N\right)\right| \\
& =\left|\operatorname{det}\left(M^{T} O^{T} O N\right)\right| \\
& =\left|\operatorname{det}\left(M^{T} N\right)\right| \\
& =f(M, N) .
\end{aligned}
$$

For the third condition, we will prove that any basis vectors which span the same space will yield the same result. Let $O_{M}$ and $O_{N}$ be orthogonal matrices with $m$ rows. All the set of basis vectors which span the same space as $M$ and $N$ can be written as $M O_{M}$ and $N O_{N}$.

$$
\begin{aligned}
f\left(M O_{M}, N O_{N}\right) & =\left|\operatorname{det}\left(\left(M O_{M}\right)^{T} N O_{N}\right)\right| \\
& =\left|\operatorname{det}\left(O_{M}^{T} M^{T} N O_{N}\right)\right| \\
& =\left|\operatorname{det}\left(O_{M}^{T}\right) \operatorname{det}\left(M^{T} N\right) \operatorname{det}\left(O_{N}\right)\right| \\
& =\left|\hat{\operatorname{det}}\left(O_{M}\right)\right|\left|\operatorname{det}\left(M^{T} N\right)\right|\left|\operatorname{det}\left(O_{N}\right)\right| \\
& =\left|\operatorname{det}\left(M^{T} N\right)\right| \\
& =\mid \operatorname{lin})
\end{aligned}
$$

This results from the property of multiplicative distribution of determinant and from the fact that the determinant of an orthogonal matrix is $\pm 1$ from its definition that an orthogonal matrix multiplying to its transposed matrix will result in an identity matrix.

## ค9 \% \& <br> Q

To get a better understanding of the function in Proposition 6, we first consider the case that $m=1$ The function $\operatorname{det}\left(M^{T} N\right) \mid$ will become the absolute value of dot product between two vectors. Its absolute value is the result from that the spanned linear space is in both positive and negative directions of the basis vectors.

Furthermore, we will consider $\min \left(\operatorname{eig}\left(N^{T} M_{S} N\right)\right)$ where $\operatorname{eig}(X)$ is the function that returns all of the eigenvalues of $X$. The minimum eigenvalue will reflect the result of using $\mathbf{k}$, a vector in $N_{S}$, which minimizes the function
$\mathbf{k}^{T} M_{S} \mathbf{k}$ for all the vectors in $N_{S}$. The function can be interpreted as projecting $\mathbf{k}$ onto $M_{S}$ and projecting it back onto $N_{S}$. Hence, the eigenvalue will be $\cos ^{2}(\alpha)$ when $\alpha$ is the angle between $\mathbf{k}$ and $M_{S}$ which also serves as the angular difference between $N_{S}$ and $M_{S}$.

Proposition 7. Let $M$ and $N$ be two sets of orthonormal basis vectors which span an m-dimensional linear space. The function $f(M, N)=\left|\operatorname{det}\left(M^{T} N\right)\right|$ will have its maximum value if and only if $M$ and $N$ span the same linear space.

Proof. We will state a proof that both sets of orthonormal basis vectors will span the same space if and only if the value of the function is 1 . The sufficient condition uses the knowledge that has been previously applied.

$$
\begin{aligned}
f\left(M, M O_{M}\right) & =\left|\operatorname{det}\left(M^{T} M O_{M}\right)\right| \\
& =\left|\operatorname{det}\left(M^{T} M\right)\right|\left|\operatorname{det}\left(O_{M}\right)\right|
\end{aligned}
$$

$$
\equiv 1 .
$$

For the necessary condition, let us consider the following equation:


By the property of determinânt, its valuequil be equivalent to the multiplication of all singular values of the matrix. So if there is a pair of $M$ and $N$ that cause the value of $f(M, N)>1$ then there will be at least an eigenvalue of $M^{T} N N^{T} M$ that is higher than 1 since $M^{T} N N^{T} M$ is a symmetric positive semidefinite matrix. Suppose that $\mathbf{k}$ is the unit eigenvector with the maximum eigenvalue of
$M^{T} N N^{T} M$, it will follow that the eigenvalue of $\mathbf{k}$ will be equal to:

$$
\begin{aligned}
\mathbf{k}^{T} M^{T} N N^{T} M \mathbf{k} & =(M \mathbf{k})^{T} N N^{T}(M \mathbf{k}), \\
& =(M \mathbf{k})^{T} N_{S}(M \mathbf{k}) .
\end{aligned}
$$

Since $M$ is an orthonormal basis vector and $\mathbf{k}$ is a unit vector, $M \mathbf{k}$ will be a unit vector that lies in the space spanned by $M$ and $(M \mathbf{k})^{T} N_{S}(M \mathbf{k})$ can be viewed as dot product between the unit vector and the projection of that unit vector onto the space $N_{S}$. Since projection does not increase the size of vector, it is clear that $(M \mathbf{k})^{T} N_{S}(M \mathbf{k}) \leq 1$ and that 1 is the maximum value of $f(M, N)$

From Proposition 7, the main contribution of the function $|\operatorname{det}(M, N)|$ is that it can provide an answer if two sets of orthonormal basis vectors span the same space, without requiring any further interpretation. However, difference between two linear spaces cannot be fully described with one real value due to its degree of freedom.

Now, let us consider space $M_{S}^{T}=M M^{T}$ and $N_{S}=N N^{T}$. If the space $N_{S}$ is exactly the same as $M_{S}$, then all orthonormal basis vectors of $N_{S}$ must be in $M_{S}$. Therefore,

where $I_{m}$ is an identity matrix with $m$ rows
The diagonal elements of $N^{T} M_{S} N^{W}$ Will be 1 iffand only if each basis vector of $N_{S}$ in $N$ is in $M_{S}$ since $M_{S}$ can be interpreted as projection of the vector onto that space. Moreover, if that is the case then $N_{S}$ will span the same space as $M_{S}$ and the projection of each different orthonormal basis vector in $N$ will still be orthogonal to each other. So we can conclude that $N^{T} M_{S} N=I_{m}$ if and only if $M_{S}=N_{S}$.

From Definition 2 which defines the constraint for functions that measure the difference between linear spaces from its orthonormal basis vectors. We can derive the constraints for functions that measure the difference between linear spaces using the matrix representing the spaces directly.

Proposition 8. Let $M_{S}$ and $N_{S}$ be two m-dimensional linear spaces. A function $g\left(M_{S}, N_{S}\right)$ is a measure of difference between the spaces if and only if,
i) $g\left(M_{S}, N_{S}\right)=g\left(N_{S}, M_{S}\right)$,
ii) $g\left(M_{S}, N_{S}\right)=g\left(O M_{S} O^{T}, O N_{S} O^{T}\right)$,
where $O$ is any orthogonal matrix with $n$ rows.
Proof. From Definition 2, we can obviously see that $g\left(A A^{T}, B B^{T}\right)=g\left(C C^{T}, D D^{T}\right)$ if and only if $f(A, B)=f(C, D)$.

For the first condition, assume the first condition in Definition 2.

$$
\begin{aligned}
f(M, \bar{N}) & =f(N, M) \\
g\left(M M^{T}, N N^{T}\right) & =g\left(N N^{T}, M M^{T}\right) \\
g\left(M_{S}^{T}, N_{S}^{T}\right) & =g\left(N_{S}^{T}, M_{S}^{T}\right) .
\end{aligned}
$$

For the second condition, assume the second condition in Definition 2.

$$
\begin{aligned}
f(M, N) & =f(O M, O N) \\
g\left(M M^{T}, N N^{T}\right) & =g\left(O M(O M)^{T}, O N(O N)^{T}\right) \\
g\left(\bar{M} M^{T}, N N^{T}\right) & =g\left(O M M^{T} O^{T}, O \bar{N} N^{T} O^{T}\right) \\
g\left(M_{S}, N_{S}\right) & =g\left(O M_{S} O^{T}, O N_{S} O^{T}\right) .
\end{aligned}
$$

## 

$$
\begin{aligned}
& \text { Assuming the third condition in Definition } 2 . \\
& f(M, N)=f\left(M O_{M}, N O_{N}\right) \\
& g\left(M M^{T}, N N^{T}\right)=g\left(M O_{M}\left(M O_{M}\right)^{T}, N O_{N}\left(N O_{N}\right)^{T}\right) \\
& g\left(M M^{T}, N N^{T}\right)
\end{aligned}=g\left(M O_{M} O_{M}^{T} M^{T}, N O_{N} O_{N}^{T} N^{T}\right), ~ \begin{aligned}
g\left(M M^{T}, N N^{T}\right) & =g\left(M M^{T}, N N^{T}\right) \\
g\left(M_{S}, N_{S}\right) & =g\left(M_{S}, N_{S}\right) .
\end{aligned}
$$

Since the third condition from Definition 2 is always true by the definition of the linear space, it needs no further consideration.

Proposition 9. We can measure difference between two linear spaces $M_{S}$ and $N_{S}$ with $g\left(M_{S}, N_{S}\right)=\operatorname{eig}\left(M_{S}+N_{S}\right)$ where eig $(X)$ is the sorted eigenvalues of matrix $X$.

Proof. We will prove that the function $g\left(M_{S}, N_{S}\right)=\operatorname{eig}\left(M_{S}+N_{S}\right)$ satisfies all the conditions in Proposition 8.

For the first condition, since matrix addition is associative, this is really obvious.

$$
g\left(M_{S}, N_{S}\right) \equiv \operatorname{eig}\left(M_{S}+N_{S}\right)=\operatorname{eig}\left(N_{S}+M_{S}\right)=g\left(N_{S}, M_{S}\right)
$$

For the second condition,

$$
\begin{array}{r}
g\left(O M_{S} O^{T}, O N_{S} O^{T}\right)=\operatorname{eig}\left(O M_{S} O^{T}+O N_{S} O^{T}\right), \\
=\operatorname{eig}\left(O\left(M_{S}+N_{S}\right) O^{T}\right) .
\end{array}
$$

From the eigenvalue decomposition, let $M_{S}+N_{S}=V \Lambda V^{T}$.


The last line of the equation can be considered as extracting the eigenvalues


$$
\begin{aligned}
g\left(M_{S}, N_{S}\right) & =\operatorname{eig}\left(M_{S}+N_{S}\right) \\
& =\operatorname{eig}\left(V \Lambda V^{T}\right) \\
& =\operatorname{eig}(\Lambda) \\
& =g\left(O M_{S} O^{T}, O N_{S} O^{T}\right)
\end{aligned}
$$

Let us further analyse the function in Proposition 9. It is quite obvious that the function is better as a measurement of difference between two linear spaces than the function in Proposition 6, due to its output which has $n$ degree of freedom when $n$ is the number of dimensions. For the case that both spaces are the same:

$$
\begin{aligned}
\operatorname{eig}\left(M_{S}+M_{S}\right) & =\operatorname{eig}\left(2 M_{S}\right) \\
& =2 \operatorname{eig}\left(M_{S}\right)
\end{aligned}
$$

which means that it will have $m$ eigenvalues which are 2 and the rest of $n-m$ eigenvalues from calculation will be zero

Proposition 10. Let $M_{S}$ and $N_{S}$ be two m-dimensional linear spaces. We can fully describe the difference between $M_{S}$ and $N_{S}$ with the matrix $D_{M N}=U^{T} M_{S}^{T} U$ when $U^{T}$ is the eigenvectors of $N_{S}$ sorted by its eigenvalues.

Proof. Since the number of dimensions of $M_{S}$ and $N_{S}$ are equal, they will have same set of eigenvalues. As a result of eigenvalue decomposition, we have:
$M_{S}=V A V^{T}$,
$N_{S}=U \Lambda U^{T}$,
where $V$ and $U$ are orthogonal matrices. From Proposition 8 the difference between $M_{S}$ and $N_{S}$ will be equal to the difference between $\Lambda$ and $U^{T} M_{S} U$. Since $\Lambda$ is also the eigenvalue part fromeigenvalue decomposition of $U^{T} M_{S} U$. It follows that the difference between $M_{S}$ and $N_{S}$ can be fully described with the matrix $D_{M N}=U^{T} M_{S} U$.
arix $D_{M N}=U^{T} M_{S} U$.
Also, a function $h(D)$ can completely measure the difference from the difference matrix $D$ with $h(D)=g(\operatorname{eig}(D), D)$. By Proposition 8 , we will have the following constraint: $h(D)=h\left(O D O^{T}\right)$ if and only if $\operatorname{Oeig}(D) O^{T}=e i g(D)$.

From Proposition 10, the first note is that $D_{M N}=U^{T} M_{S} U$ and $D_{N M}=$ $V^{T} N_{S} V$ are not necessarily the same matrix but they both fully describe the differences which are equivalent to each other.

The constraint in Proposition 10 gives us some guideline in performing pairwise comparation of the difference. However, there is the following problems that given two symmetric positive semidefinite matrices $A$ and $B$, how to efficiently compute an orthogonal matrix $O$ such that $A=O B O^{T}$, and how to compute $h(D)$ that will yield the same output if and only if the difference are equivalent.

Theorem 1. Let $M_{S}$ and $N_{S}$ be two m-dimensional linear spaces, the m-dimensional linear space $X_{S}$ which is spanned by the eigenvectors with $m$ highest eigenvalues of $M_{S}+N_{S}$ is the optimal mean of $M_{S}$ and $N_{S}$ in the sense that it will minimize the value $\max _{\mathbf{k}^{T} M_{S} \mathbf{k}=1 \text { or } \mathbf{k}^{T}{N_{S}}_{S} \mathbf{k}=1} \mathbf{k}^{T} \Upsilon_{S} \mathbf{k}$ when $Y_{S}$ is any $m$ dimensional linear space, meaning that it will minimize the angular difference between any vectors in $M_{S}$ or $N_{S}$ and the new linear space.

Proof. From Proposition 3, it is enough to prove the result when $m$ is not greater than $n / 2$, since performing the process on the none important space will yield the same result. From this, we will be able to use the assumption that $M_{S}$ and $N_{S}$ do not intersect each other at any place other than the origin.

Let $X_{S}$ be an $m$-dimensional linear space that serves as a mirror plane which transforms the space of $M_{S}$ into $N_{S}$ back and forth; i.e. for a unit vector $\mathbf{k}$ in $M_{S}$ or $N_{S}$, there will be another unit vector $j$ in the other linear space such that the result from both of their projection on $X_{S}$ will be exactly the same but has the exactly opposite direction of projection. This can be visualized that the linear space $X_{S}$ will act as a mirror between $M_{S}$ and $N_{S}$. If $\mathbf{k}$ and $\mathbf{j}$ are both unit vectors that yield the value of angular difference between $M_{S}$ and $N_{S}$ then it can be seen that the angular difference between $X_{S}$ and $\mathbf{k}$ will be equivalent to the angular diffeence between $X_{S}$ and $j \mathfrak{j}$ since the projection from both of them on $X_{S}$ will be at the same place. It becomes obvious that the angular difference between other pair of unit vectors in $M_{S}$ and $N_{S}$ will be lower than this value and thus this $X_{S}$ is an optimal mean space calculated from $M_{S}$ and $N_{S}$ in the sense of angular difference.

Let $X_{S}, M_{S}$ and $N_{S}$ be created from their orthonormal bases $X, M$ and $N$. From the previous definition of $X_{S}, M_{S}$ and $N_{S}$ as in the previous paragraph,
and let $\mathbf{k}$ be a vector in $M_{S}$, we can calculate $\mathbf{j}$, a vector in $N_{S}$ corresponding to $\mathbf{k}$, which will result in the following equation:

$$
\begin{aligned}
\mathbf{k} & =X_{S} \mathbf{k}+\left(\mathbf{k}-X_{S} \mathbf{k}\right), \\
\mathbf{j} & =X_{S} \mathbf{k}-\left(\mathbf{k}-X_{S} \mathbf{k}\right), \\
& =2 X_{S} \mathbf{k}-\mathbf{k}, \\
& =\left(2 X_{S}-I_{n}\right) \mathbf{k} .
\end{aligned}
$$

This relies on the fact that $M_{S}, N_{S}$ and $X_{S}$ have the same number of dimensions and do not intersect each other. That is why for a vector in $M_{S}$, there should be a vector in $N_{S}$ which has equal angular difference from $X_{S}$ and will be projected on $X_{S}$ at the same position but with exactly opposite direction of the projection. That is why we can write the space $N_{S}$ as following:

$$
\begin{aligned}
& =\left(2 X_{S}=I_{n}\right) M\left(\left(2 X_{S}-I_{n}\right) M\right)^{T} \\
& =\left(2 X_{S}, I_{n}\right) M M^{T}\left(2 X_{S}-I_{n}\right)^{T} \\
& =\left(2 X_{S}-I_{n}\right) M_{S}\left(2 X_{S}-I_{n}\right) .
\end{aligned}
$$

Now let us consider the matrix $M_{S}+N_{S}$.

$$
\begin{aligned}
M_{S}+N_{S} & =M_{S}+\left(2 X_{S}-I_{n}\right) M_{S}\left(2 X_{S}-I_{n}\right) \\
& =M_{S}+\left(4 X_{S} M_{S} X_{S}-2 X_{S} M_{S}-2 M_{S} X_{S}+M_{S}\right)
\end{aligned}
$$

$$
\rho_{थ} W^{\rho} \boxminus 4 x_{S} M_{S} x_{S}-2 x_{S} M_{S}+2 M_{S} X_{S}+\stackrel{2 M_{S}}{ }
$$

$\mathbf{k}$ into its elements that are in $X_{S}$ and that are not.

$$
\begin{aligned}
\mathbf{k}= & X_{S} \mathbf{k}+\left(I_{n}-X_{S}\right) \mathbf{k} \\
\left(M_{S}+N_{S}\right) \mathbf{k}= & \left(4 X_{S} M_{S} X_{S}-2 X_{S} M_{S}-2 M_{S} X_{S}+2 M_{S}\right)\left(X_{S} \mathbf{k}+\left(I_{n}-X_{S}\right) \mathbf{k}\right) \\
= & \left(\left(4 X_{S} M_{S} X_{S}-2 X_{S} M_{S}-2 M_{S} X_{S}+2 M_{S}\right) X_{S} \mathbf{k}\right) \\
& +\left(\left(4 X_{S} M_{S} X_{S}-2 X_{S} M_{S}-2 M_{S} X_{S}+2 M_{S}\right)\left(I_{n}-X_{S}\right) \mathbf{k}\right) \\
= & \left(\left(4 X_{S} M_{S}-2 X_{S} M_{S}-2 M_{S}+2 M_{S}\right) X_{S} \mathbf{k}\right) \\
& +\left(\left(-2 X_{S} M_{S}+2 M_{S}\right)\left(I_{n}-X_{S}\right) \mathbf{k}\right) \\
= & \left.2 X_{S} M_{S} X_{S} \mathbf{k}+2\left(I_{n}-X_{S}\right) M_{S}\left(I_{n}-X_{S}\right) \mathbf{k}\right) .
\end{aligned}
$$

Suppose that $\mathbf{k}$ has elements in both $X_{S}$ and in the space orthogonal to $X_{S}$, which is the $(n-m)$-dimensional linear space that does not intersect with $X_{S}$ except at the origin, denoted by $X_{\overline{S 1}}=I_{n}-X_{S}$. If there is only one optimal $X_{S}$ by the definition then the angular difference between $M_{S}$ and $N_{S}$ must be less than $\pi / 2$ which causes the angular difference between any vectors in $M_{S}$ and $X_{S}$ to be less than $\pi / 4$ while also causes the angular difference between any vectors in $M_{S}$ and $X_{S}$ to be higher than $\pi / 4$. For $\mathbf{k}$ to be an eigenvector of $M_{S}+N_{S}, X_{S} M_{S} X_{S} \mathbf{k}$ must be in the same direction as $X_{S} \mathbf{k}$ and $X_{S \perp} M_{S} X_{S \perp} \mathbf{k}$ must be in the same directionas $X_{S} \cdot \mathcal{k}$. If we let the angular difference between $M_{S}$ and $X_{S} \mathbf{k}$ and between $M_{S}$ and $X_{S} \mathbf{k}$ be $\alpha$ and $\beta$ respectively then we will get the following equations:

$$
\begin{aligned}
& \left.\left(M_{S}+N_{S}\right) \mathbf{k}=2 X_{S} M_{S} X_{S} \mathbf{k}+2\left(I_{n}-X_{S}\right) M_{S}\left(I_{n}-X_{S}\right) \mathbf{k}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { จงタคดดงๆ } \left.=2 \cos ^{2}(\alpha) x_{S} \mathbf{k}+2 \cos ^{2}(\beta) x_{S} \mathbf{k}\right) \text { थ }
\end{aligned}
$$

Since $0<\alpha<\beta<\pi / 2$, it follows that either $X_{S} \mathbf{k}$ or $X_{S \perp} \mathbf{k}$ must be the zero vector. This means that eigenvectors of $M_{S}+N_{S}$ must lie in either $X_{S}$ or $X_{S \perp}$ and since $X_{S}$ is $m$-dimensional then there will be $m$ eigenvectors in $X_{S}$ and $(n-m)$ eigenvectors in $X_{S \perp}$.

In the same way as $M_{S}$, angular difference between any vectors in $X_{S}$ and $N_{S}$ must be less than $\pi / 4$ and angular difference between any vectors in $X_{S}$
and $N_{S \perp}$ must be higher than $\pi / 4$. As a result, for any vector $\mathbf{k}$ in $X_{S}$ :

$$
\begin{aligned}
\mathbf{k}^{T}\left(M_{S}+N_{S}\right) \mathbf{k} & =\mathbf{k}^{T} M_{S} \mathbf{k}+\mathbf{k}^{T} N_{S} \mathbf{k} \\
& >2 \cos ^{2}(\pi / 4) \\
& =1 \\
& >\mathbf{p}^{T}\left(M_{S}+N_{S}\right) \mathbf{p}
\end{aligned}
$$

where $\mathbf{p}$ is a vector in $X_{S \perp}$. This means that the $m$ eigenvectors with highest eigenvalues will all lie in $X_{S}$ and are also orthonormal basis vectors. Thus, the linear space resulted from the process is the optimal linear space that minimizes the value of $\max _{\mathbf{k}^{T} M_{S} \mathbf{k}=1 \text { or } \mathbf{k}^{T} N_{S} \mathbf{k}=1} \mathbf{k}^{T} Y_{S} \mathbf{k}$ when $Y_{S}$ is any $m$ dimensional linear space.

In the case that the user want to weight $M_{S}$ and $N_{S}$ in a meaningful way, it seems that the most sensible way is to repeat using the algorithm to find the mean of two linear spaces until it reaches the satisfying precision, instead of providing the weight to the linear space directly. The algorithm for the weighted version of both spaces is shown in Algorithm 7.


จุหาลงกรณ์มหาวิทยาลัย
input : $M, N, m, \alpha$
output: $X$

```
\(A \leftarrow M, B \leftarrow N, X \leftarrow A, a \leftarrow 0, b \leftarrow 1, x \leftarrow 0 ;\)
while \(|\alpha-x|>\beta\) do
    \(X \leftarrow P C A\left(A A^{T}+B B^{T}, m\right) ;\)
    \(x \leftarrow(a+b) / 2 ;\)
    if \(\alpha>x\) then
        \(a \leftarrow x ;\)
        \(A \leftarrow X ;\)
    else
            \(b \leftarrow x ;\)
            \(B \leftarrow X ;\)
        end
end
```

Algorithm 7: Finding the optimal mean between two linear spaces with weight.

In Algorithm 7, $P C A(X, m)$, is the result of using PCA to choose $m$ dimensions from covariance matrix $A_{S_{2}} \alpha$ is a real value in the range $[0,1]$ which is the weight for $N_{S}$ while the weight $\bar{M}_{S}$ will be $1-\alpha, \beta$ is the constraint for precision in calculation for the result, and $m$ is the dimension for both $M$ and $N$.

Note that in the case that $M_{S}$ and $N_{S}$ are obtained by the linear dimensionality reduction of the same dataset, but with a different algorithm, the process of combining them will act as finding the linear space that is good in both objectives.
Theorem 2. (usingither roposed frame eworkof customization for dimensionality reduction in Figure 5.1 on linear dimensionality reduction will yield the optimal result if we can estimate the distribution of data perfectly.

Proof. Let $M_{S}$ and $N_{S}$ be both spaces to be combined which have $M$ and $N$ as sets of their orthonormal basis vectors. According to the framework, to combine two nonlinear spaces we will have to use the results from mapping customization data on both of them in order to estimate the shape of the nonlinear spaces. However, in the case of linear space, the shape of the space can be fully
described with the matrix and we could estimate the distribution from all the data which are used to generate both spaces by the set of all available data in the spaces. Since the mapping is linear, we can represent the result from mapping the data of all input spaces with identity matrix and its negative. Thus, we get the dataset as $[M \mid N]^{T}\left[I_{n} \mid-I_{n}\right]$. The mean of this dataset is clearly zero due to that the vectors resulted from $[M \mid N]^{T}\left[I_{n}\right]$ will come with their negative vectors $[M \mid N]^{T}\left[-I_{n}\right]$. The next step is to perform PCA using this dataset to obtain the following covariance matrix.

$$
\begin{aligned}
{[M \mid N]^{T}\left[I_{n} \mid-I_{n}\right]\left([M \mid N]^{T}\left[I_{n} \mid-I_{n}\right]\right)^{T} } & =[M \mid N]^{T}\left[I_{n} \mid-I_{n}\right]\left[I_{n} \mid-I_{n}\right]^{T}[M \mid N] \\
& =[M \mid N]^{T}\left(I_{n} I_{n}^{T}+\left(-I_{n}\right)\left(-I_{n}\right)^{T}\right)[M \mid N] \\
& =[M \mid N]^{T}\left(2 I_{n} I_{n}^{T}\right)[M \mid N] \\
= & =2[M \mid N]^{T}[M \mid N] .
\end{aligned}
$$

Since scaling of a matrix will not affect its eigenvectors, we will instead use the matrix $[M \mid N]^{T}[M \mid N]$ which can also be calculated as covariance matrix of the dataset $[M \mid N]^{T}$ with its mean fix to zero. By further analysis of the matrix:


Now, let usconsider a yector $\mathbf{k}$ which is an eigenvectorof the matrix $M M^{T}+$ $N N^{T}$ with eigenvalue $\lambda$.

$$
\begin{aligned}
& {\left[\begin{array}{cc}
I_{m} & M^{T} N \\
N^{T} M & I_{m}
\end{array}\right]\left[\begin{array}{c}
M^{T} \\
N^{T}
\end{array}\right] \mathbf{k}=\left[\begin{array}{c}
M^{T}+M^{T} N N^{T} \\
N^{T} M M^{T}+N^{T}
\end{array}\right] \mathbf{k}} \\
& =\left[\begin{array}{c}
M^{T} \mathbf{k}+M^{T} N N^{T} \mathbf{k} \\
N^{T} \mathbf{k}+N^{T} M M^{T} \mathbf{k}
\end{array}\right] \\
& =\left[\begin{array}{c}
M^{T} \mathbf{k}+M^{T}\left(\lambda \mathbf{k}-M M^{T} \mathbf{k}\right) \\
N^{T} \mathbf{k}+N^{T}\left(\lambda \mathbf{k}-N N^{T} \mathbf{k}\right)
\end{array}\right] \\
& M^{T} \mathbf{k}+\lambda M^{T} \mathbf{k}-M^{T} M M^{T} \mathbf{k} \\
& N T+\lambda N^{T} \mathbf{k}-N^{T} N N^{T} \mathbf{k} \\
& {\left[\bar{M}^{T} \mathbf{k}+\lambda M^{T} \mathbf{k}-I_{m} M^{T} \mathbf{k}\right.} \\
& \left.N^{T} \mathbf{k}+\lambda N^{T} \mathbf{k}-I_{m} N^{T} \mathbf{k}\right] \\
& {\left[M^{T} \mathbf{k}+\lambda M^{T} \mathbf{k}-M^{T} \mathbf{k}\right.} \\
& N^{T} \mathbf{k}+\lambda N^{T} \mathbf{k}-N^{T} \mathbf{k} \\
& \lambda M^{T} \mathbf{k} \\
& \lambda N^{T} \mathbf{k} \\
& { }_{\lambda}\left[M^{T}\right] \\
& \text { k. }
\end{aligned}
$$

From the above equation, if a vector $\mathbf{k}$ is an eigenvector of $M M^{T}+N N^{T}$ with eigenvalue $\lambda$ then $[M \mid N]^{T} \mathbf{k}$ will be an eigenvector of $[M \mid N]^{T}[M \mid N]$ with eigenvalue $\lambda$. Since the matrix $[M \mid N]^{T}[M \mid N]$ is multiplication between $[M \mid N]$ and its transpose, the rank of $[M \mid N]][M \mid N]$ Will be equal to the rank of $[M \mid N]$, and thus its maximum value will be the lesser between its number of rows and columns/which are nand $2 m$ respectively. 0 The result is that in the case that the number of rows of $[M \mid N]^{\mathrm{T}}[M \mid N]$ is higher than $n$ the other eigenvectors which are not corresponding to any $[M \mid N]^{T} \mathbf{k}$ when $\mathbf{k}$ is an eigenvector of $M M^{T}+N N^{T}$ will have zero eigenvalue. One may say that the matrix will have no other eigenvector. So a vector $\mathbf{k}$ will be the eigenvector of $M M^{T}+N N^{T}$ with the $i$-th maximum eigenvalue if and only if $[M \mid N]^{T} \mathbf{k}$ is the eigenvector of $[M \mid N]^{T}[M \mid N]$ with the $i$-th maximum eigenvalue. Hence, the space resulted from performing PCA on $M M^{T}+N N^{T}$ will be the same as the space
resulted from performing PCA on $[M \mid N]^{T}[M \mid N]$ after the vector is mapped onto $[M \mid N]^{T}$, that is the result from applying the framework for dimensionality reduction on linear dimensionality reduction. Thus, we can say that using our proposed framework for dimensionality reduction on linear dimensionality reduction will yield the optimum result.

### 5.3 Numerical Results

We demonstrate the performance of our proposed algorithm with some datasets from the UCI Machine Learning Repository, whose details are shown in Table 5.1. In the same way to all of our previous experiments, the data were normalized into the range of $[0,1]$. After that, we separated the data into 4 groups of equal size and performed cross-validation among them. Two of the groups were used as original training data to train the given linear dimensionality reduction process, while the other two of them were used as customization data and test data, resulted in $\frac{4!1!}{2!1!}=12$ combinations in total. The result was compared with the result from original linear dimensionality reduction and the one trained from customization data.

Table 5.1: Detail of all datasets used in the experiments of combining results from linear dimensionality reduction. The numbers of attributes shown are the numbers of attributes used in dimensionality reduction, omitting some useless attributes like index or specific name.


For the linear dimensionality reduction used in the experiments, if one want to use some algorithms with clearly defined objective as the value in optimization then the score can be easily measured from the transformed test data in the same way. However, in our experiments, we used PCA. Since PCA sorts basis vectors for linear space by variance of the data in each axis, the objective
is not well-ordered. So as in many research works, we decide to use the value of determinant and trace of covariance matrix which are the values of products and summation of eigenvalues of the matrix respectively. The perfect result of PCA then will align the axis so that all non-diagonal elements of the covariance matrix will be zero. Since we calculate the mean of the value from cross validation, we will use the natural logarithmic value of determinant instead of using them directly to retain the sense of arithmetic mean. The result is shown in Table 5.2.

Table 5.2: Result from using the proposed frameworks with linear dimensionality reduction. Numbers whose values are minimal in their rows are typeset bold. The second column shows the reduced dimension. All of the equal values are different in higher precision.


It is clearly shown in Table 5.2 that the result from combining both linear
spaces is better than that from the covariance matrix of mapped data, measured by the value of logarithm of determinant and trace which both reflect the eigenvalues of the covariance matrix. Ones might think that combining two models is similar to the idea of customization for classification by patching, but there are some significant differences. The first thing is that combining two linear spaces with this algorithm performs with both of them on equal ground, while the patching approach in customization for classification treats them differently. The second issue is that, customization for classification by patching predicts the result using one of the two models, and with plausible bias, the result is expected to be an improvement. However, combining linear spaces based on the hypothesis that both of these spaces should be the same but is differed due to variation or error in both datasets. Thus, the most likely best linear space is the linear space taken as a mean of them and the improvement in the experimental result is based on different reason which is less obvious than customization for classification by patching.

In order to demonstrate that this algorithm is applicable for dimensionality reduction that will be later used in classification, we conducted other experiments by performing customization on dimensionality reduction before classification. The experiments were conducted on datasets optdigits and pendigits whose data were normalized into the range of $[0,1]$ as in all of our previous experiments. However, the dataset optdigits used in this experiment did not have dimensionality reduced by PCA since this experiment was about dimensionality reduction as well, and thus dataset optdigits had 64 attributes. We performed 10 -fold cross validation between data used for eustomization and test data. We used linear discriminant analysis as dimensionality reductioh algorithm and 1-nearest neighbor for classification. The result is shown in Table 5.3.

In Table 5.3, for dataset optdigits, we can be quite certain that the proposed algorithm yielded better result, but for pendigits, it was only the case that the data was reduced to one dimension that was an improvement from both linear spaces. The main difference between both of these datasets is the numbers of attributes; optdigits has 64 attributes, pendigits has 16 attributes. Therefore, performing dimensionality reduction on optdigits with the same number of dimen-

Table 5.3: Classification accuracy after performing customization upon dimensionality reduction. (G) and (S) are the results from original data and customization data respectively, and $(\mathrm{N})$ is the one created from both models with our algorithm.

| dataset | $m$ | LDA(G) | LDA(S) | LDA(N) |
| ---: | :--- | :--- | :--- | :--- |
| optdigits | 1 | $33.28 \pm 4.03$ | $33.61 \pm \mathbf{6 . 0 1}$ | $32.23 \pm 5.09$ |
|  | 3 | $77.69 \pm 2.98$ | $78.19 \pm 3.63$ | $78.58 \pm \mathbf{3 . 1 9}$ |
|  | 5 | $87.65 \pm 3.01$ | $88.70 \pm 4.74$ | $\mathbf{8 9 . 1 5} \pm 3.01$ |
|  | 7 | $93.32 \pm 2.12$ | $92.65 \pm 3.26$ | $\mathbf{9 3 . 8 2} \pm \mathbf{2 . 4 3}$ |
|  | 9 | $95.55 \pm 1.70$ | $95.60 \pm 2.35$ | $\mathbf{9 5 . 8 3} \pm \mathbf{1 . 9 1}$ |
| pendigits | 1 | $39.45 \pm 2.11$ | $38.88 \pm 4.16$ | $\mathbf{4 0 . 5 6} \pm 3.33$ |
|  | 3 | $81.22 \pm \mathbf{2 . 2 6}$ | $78.33 \pm 1.74$ | $80.99 \pm 2.48$ |
|  | 5 | $93.45 \pm 1.41$ | $91.54 \pm 1.05$ | $91.57 \pm 1.10$ |
|  | 7 | $97.54 \pm \mathbf{0 . 8 8}$ | $97.51 \pm 0.93$ | $97.05 \pm 0.77$ |
|  | 9 | 98.43 | 1.14 | $98.69 \pm 0.92$ |
| $98.31 \pm 0.61$ |  |  |  |  |

sions yielded the better result due to having larger numbers of choice, while it might be hard to determine a good projection for pendigits. Also note that the ratio of the number of data used in calculating LDA(G) to the number of data used in calculating LDA(S) was about twice for both optdigits and pendigits. The other noteworthy issue is where the yalue of each attributes of optdigits and pendigits came from. A value in each attributes of optdigits corresponds to the grayscale color in each pixel of an $8 \times 8$ image, while the attributes of pendigits has various meaning and many different interpretation. By the nature of linear dimensionality reduction, it is better fit to the task that each attribute has similar meaning like optdigits since the underlying distribution of the data will more likely be in linear subspace and yield the suitable result upon them. One might argue with the previous statement aboutlinear dimensionality reduction being better on optdigits than pendigits using the accuracy when both of them are reduced to the same number of dimensions as shown in Table 5.3 that the value in pendigits is higher and both of them has the same numbers of classes corresponding to the numbers $0-9$. This was likely resulted from that the data obtained directly from pixels of optdigits are distributed sparsely in high dimensional linear space while data obtained from feature extraction of pendigits lie densely in lower dimensions with more complicated distribution.

## CHAPTER VI

## CONCLUSION AND FUTURE WORK

### 6.1 Conclusion

We have introduced the idea of performing task-based customization. We consider the task in performing customization for classification, sometimes called adaptive classification, which is the field that research in customization is most active on. We introduce three frameworks in performing customization for classification and provide some algorithms according to the frameworks. We then conduct the experiments with real-world datasets, and show the numerical results.

In Chapter 5, we consider the task in performing customization for dimensionality reduction, which could be the preprocess of classification. We propose the framework of customization for dimensionality reduction which seems to be the only sensible one due to the constraint of dimensionality reduction. We further consider the special case of dimensionality reduction which is linear dimensionality reduction in the process of combining result from two dimension reducer which is the only way to perform customization that can be applied to nonlinear dimensionality reduction as well. We propose an algorithm, and provide some theoretical results. We state that the algorithm will yield the optimal result in combining the result from two linear dimensionality reduction. We further state that this optimal algorithmin customizationfor linear dimensionality reduction can be thought of as a special case of our proposed framework for dimensionality reduction. After that we conduct the numerical results on the algorithm for linear dimensionality reduction to show its performance as the process of dimensionality reduction and as preprocess for classification.

### 6.2 Future Work

There are many other tasks in machine learning to which we can apply the concept of task-based customization. Other than that there is also room for many frameworks and variations of the algorithm to be created. As shown in

Chapter 5, the wide applicability of task-based customization could result in the weakness for theoretical bit, but by applying additional constraints on the model, it can provide theoretically satisfying result up to a degree. One might argue that restricting the process with additional constraints conflicts to naming it as task-based customization and its mentioned advantage to the modelspecific ones, but the main point here is that if the range of the algorithm that this approach can be applied to is wide enough then it still be useful enough in this matter.
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