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CHAPTER I 
 

INTRODUCTION 
 
 Time series prediction is an application of the estimation of the future values 

according to historical data [1]. Examples of data series include physically observed 

data series (sunspots, weather, etc.), mathematical data series (integrals of differential 

equations, Fibonacci sequence, etc.), and financial data series (prices, stock, rates, 

etc.). Prediction is necessary for preventing undesirable events by forecasting the event, 

identifying the circumstances preceding the event, and taking corrective action so the 

event can be avoided. In financial market, it is profitable investment. Financial prediction 

is a particular application in time series prediction. Since the nature of the financial data 

is highly non-stationary, financial forecasting is considered as a difficult problem, and is 

a challenging application in time series prediction. 
 In the past, various approaches have been developed for time series prediction. 

Among them, linear regressive method such as autoregressive (AR) and autoregressive 

moving average (ARMA) models have been the most used method in practice [2]. The 

linear models are usually inadequate for financial time series. The nonlinear methods 

such as neural networks have become very popular. Many different types of neural 

networks such as multilayer perceptrons (MLP) and radial basis function (RBS) have 

been proven to be universal function approximations, which make neural networks 

attractive for time series modeling [2]. Artificial neural networks (ANNs) have shown 

great ability in the modeling and forecasting of nonlinear and non-stationary time series 

in various fields of study due to their innate nonlinear property and flexibility for modeling 

[3].  

The wavelet transform has been introduced as a powerful tool for the analysis of 

time series due to its ability to separate a real signal into sub-signals at different  levels 

of resolution, which improve the ability of artificial neural networks to capture valuable 

information in sub-signal and successfully forecast the original signal [4]. There are 

several approaches proposed for time series prediction by wavelet transform. They are 
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based on autoregressive (AR) model [5], threshold autoregressive (TAR) model [4], 

autocorrelation shell representation [2], multiscale autoregressive (MAR) model [7], or 

neural network [2], [6], [8]. In Soltani et al. [5] and Zheng et al. [9], the Haar wavelet 

transform was used. This choice of the Haar transform was motivated by the fact that the 

wavelet coefficients are calculated only from data previously obtained in time. 

A number of techniques have been implemented to perform time series 

forecasting. In this work, the undecimated wavelet transforms and the neural network will 

be applied to predict the time series. 

The goal of this thesis is to model the historical data in order to accurately 

forecast future values. In this study, three main sets of data were analyzed: the Crude oil 

prices, the Sunspot series, and the Mackey-Glass time series. We applied a 

combination of wavelet transform and neural network to predict one step ahead of the 

time series. The prediction task is simplified by decomposing data into different scales 

of resolution and predicting the coefficients of each scale by a multilayer perceptrons 

neural network. Experimentally, the level of decomposition was determined from 1 to 5 

and there were five types of wavelets: Haar, Daubechies4, Daubechies6, Daubechies8, 

and Daubechies10 considered.   

This thesis is organized as follows: Chapter II describes the background 

knowledge of wavelet transform and neural networks. Implementation of prediction is 

elucidated in Chapter III. The result of prediction of three data is then summarized in 

Chapter III.  Finally Chapter IV presents the conclusion as well as the discussion for 

future work. 

 

 



CHAPTER II 
 

BACKGROUND KNOWLEDGE 
 

 This chapter provides a summary of important theoretical backgrounds that are 

required in this research. It contains two main sections: wavelet transform (WT) and 

neural network (NN). 

 
2.1 Wavelet Transform 
 

A wavelet transform is the representation of a function by wavelets [10]. 

Wavelets are a set of basis functions in Hilbert space . An important property of 

the wavelet basis is to provide a multi-scale analysis, involving a hierarchical sequence 

of nested subspaces  of the function space V  (i.e. ), 

where the spaces  satisfy a natural scaling condition 

2L ( )R

jV 1 1j j jV V V" "− +⊂ ⊂ ⊂ ⊂

jV s'

12( ) ( )j jf t V f t V +∈ ⇔ ∈                                                (2.1) 

In order to use the idea of multi-scaling, it needs two basis functions: the scaling 

function ϕ  (the father wavelet) and the wavelet function ψ  (the mother wavelet). There 

are many wavelet functions that can be used in wavelet transform such as Haar 

wavelets, Daubechies wavelets, Morlet wavelets. Haar wavelets may be a good example 

to help us understand a wavelet transform.  

Haar wavelets was introduced in 1910 by Alfred Haar is defined by 

1,        10
2

t≤ <  

          ( )tψ =  1,−     1 1
2

t≤ <                                                (2.2) 

       0, .otherwise
 

The function ψ  defined above can be obtained from the Haar scaling function: 
 

     01, 1t≤ ≤                                                    (2.3) 

         0, .otherwise
 ( )tϕ =
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 The natural scaling condition (2.1) tell us that ( )tϕ  can be expressed in terms of 

a weighted sum of shifted 2( )tϕ  as 
  2( ) ( )k

k Z
t a tϕ ϕ

∈

k= −∑                                                   

(2.4) 

with appropriate coefficients ka k, ∈Z . Then, a family of functions can be generated 

from the basis functions by scaling and translation by 

    22 2/
, ( ) ( )j j

j k tϕ ϕ t k= −                                               (2.5) 

for all . j k, ∈Z

The complement of  in jV 1jV +  is defined as  which means that . 

It consequently implies that . Thus wavelet function 

,jW 1 0V V W= ∪ 0

10W V⊂ ( )tψ  can be expressed by 

a weighted sum of shifted 2( )tϕ  as 
  2( ) ( )k

k Z
t b t kψ ϕ

∈

= −∑                                                   

(2.6) 

with appropriate coefficients kb k, ∈Z . Similarly, a family of functions can be generated 

from the basis functions by scaling and translation by 

    22 2/
, ( ) ( )j j

j k t t kψ ψ= −                                              (2.7) 

for all  j k, ∈Z

 

 

 

 

 

          2 2( ) ( ) ( )t t t 1ϕ ϕ ϕ= + −  
 

 

                                                                                2 2 1( ) ( ) ( )t t tψ ϕ ϕ= − −  
 

Figure 2.1: The Haar Scaling function and the Haar wavelet function. 
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Figure 2.2: Nested Vector Spaces Spanned by the scaling Function. 

 

Let ( )f t  be the function 

        j k j k J k J k j k j k
j k k j J k

f t c t a t dψ ϕ, , , , , ,( ) ( ) ( ) ( )
∈ ∈ ∈ ≤ ∈

= = +∑∑ ∑ ∑∑
Z Z Z Z

tψ              (2.8) 

where is a pre-determined level of decomposition. This means that a function J f  is 

decomposed into difference scales of resolution. The discrete wavelet transform (DWT) 

corresponds to represent function or data in terms of coefficients that are associated 

with difference scale of resolution. These coefficients are determined into two 

components, the approximation of the data is the first component and the second 

component is detail. 

A function f can be decomposed into a low frequency part  and a high 

frequency part . Then, the decomposition of 
1a

1d f  is represented by 1 1f a d= + . The 

decomposition is performed on  in order to obtain finer scales.  That is . 

Thus, recursive decomposition for the low frequency parts follows the directions that are 

illustrated in Fig. 2.3 and 2.4.  

1a 1 2a a d= + 2

 

 

 

 

 

 

 

 

 2W 0W  0V   
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                       f                                                          11a 2a Ja −                  Ja  
 

                                                          1d 2d 1Jd −                 Jd  
 

Figure 2.3: The recursive decomposition. 

 

                       f                                                          1a 2a 1Ja −                 Ja  
 

                                                                                   1d 2d 1Jd −                 Jd  
 

Figure 2.4: The recursive reconstruction. 

 

From the result of recursive decomposition, low frequency parts 1, , Ja a… are the 

approximation of ,f  and high frequency parts 1, , Jd d…  are the details of f . Fig. 2.3 

and 2.4 illustrate a wavelet decomposition and reconstruction of  levels which 

corresponds to 

J

   1 2J J J 1f a d d d d−= + + + + +"                                             (2.9) 
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2.2 Neural Network 
 
 A neural network [11] is a mathematical model that is able to capture and 

represent complex input/output relationship. The architect of artificial neural network is 

inspired by the observation of biological nervous system which is a part of a human 

brain. Our brains contain many neurons. Each neuron has three principal components: a 

cell body, an axon, and dendrites as shown in Fig. 2.5. The dendrites act as a neuron’s 

input receptors for signal incoming from other neurons. The cell body effectively 

evaluates these incoming signals and determines the output. The axon is a signal long 

fiber that carries the signal from the call body out to other neurons as the neuron’s 

output channel. The information is transferred across a synapse by electrochemical 

voltage. 

 
Figure 2.5: A biological neuron. 
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The basic artificial neuron is shown in Fig. 2.6.   

 

 
 1x

 

 

 

 

 

 

Figure 2.6: A basic artificial neuron. 

 

We see that the connections, , transfer the signals,iw ix , into the neuron by 

computing the weighted sum of input and fed through an activation function to produce 

an output. Its output is equal to 

                                                                                         (2.9) 
1

(
n

i i
i

output f x w
=

= ∑ )

The values  can be interpreted as a weight representing the importance of 

that specific input 
iw

ix  and f is the activation function, which is sigmoid function, linear 

function or other function. The neural network model is created by interconnecting many 

of basic neurons. It captures the information from data by learning and stores the 

information among its weights.  

 

 

 

 

 

 

 

 

2x  

 

1w  

f  ∑  

nw  

2w  output  

nx
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2.2.1 Multilayer Perceptrons 
 
 In this part, we focus on the multilayer perceptrons (MLPs). This model consists 

of a set of sensory units that constitute the input layer, one or more hidden layer of 

computational nodes, and one output layer of computational nodes as shown in Fig. 2.7.  

 
level    i                            j                               k 

 

connection weights 

input 
layer 

 

 

hidden 
layer 

output 
layer 

 

Figure 2.7: Three-layer multilayer perceptrons. 
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2.2.2 Learning Algorithm 
 

 Backpropagation algorithm is one of the most popular used for training neural 

network [12]. It used a set of pairs of input and output values (called patterns). An input 

pattern is fed into the network to produce an output, which is then compares with the 

actual output pattern. After all the pairs of patterns in the training set are treated, the 

weights are adjusted to minimize the difference between the actual value and the output 

of the neural network. The gradient descent is the original method to adjust the weights 

toward convergence. The goal of training is to search an optimal set of connection 

weights in the manner that the performance function ( )E  of the network output can be 

minimized. 

                                                   21 (
2 k k

k
E t o= −∑ )                                                    (2.10) 

where  is the output of  training pattern and  is the target correspond to  

training pattern. Since the training makes use of the actual output, the backpropagation 

method is referred as a supervised learning. 

ko thk kt
thk

 In this study, we focus on the neural network, which is trained by the 

backpropagation algorithm using the conjugate gradient method to adjust the weights. 

The backpropagation algorithm adjusts the weights using gradient descent often 

converges very slowly. The conjugate gradient method produces generally faster 

convergence than using gradient descent. 



CHAPTER III 
 

THE PREDICTION 
 
3.1 The method 
  
 This chapter shows how to predict the time series. In this work, we will compare 

the result of the prediction by the sole neural network (NN) to that of the combination 

between the wavelet transform and the neural network (WTNN). The prediction by the 

NN is as follows. The determination of network structure is a user-defined process, 

where the number of input nodes and the number of the hidden neurons were pre-

determined. Although the MLP is a universal functional approximation, no universal 

guideline exists in choosing the appropriate network structure for forecasting 

application. The number of input node corresponds to the number of past data. Since 

there is no theoretical result suggesting the best number of past data for prediction 

problem, we will experimentally vary this parameter on each data. However, the number 

of hidden node is similarly analyzed in the same way. 

In this work, the training of the neural network, the feed forward neural network 

known as the multilayer perceptrons with one hidden layer is simulated to perform one- 

step ahead prediction. The backpropagation based on the conjugate gradient descent 

is utilized to perform weight adjustment. The value of initial weights is randomized. In 

order to remove the effects of initial values, 50 experiments (runs) were performed. We 

used the window size in the past as input to predict the next value. If the window size is 

too narrow, main point may fall aside, while if the window size is too wide, useless inputs 

may act as noise. In order to predict the future value, 1(x t )+ , the past information of 

preceding values, n 1( ( ), ( ), ..., ( ))x t x t x t n 1− − + , is fed in the input layer. The input 

and output of neural network is shown in Fig. 3.1. 
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Figure 3.1: Two time steps of input and output of the neural network. 
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After that, the prediction by the WTNN is determined. There are four main stages 

of the process. A diagram of our process is shown in Fig. 3.2. 

 

 

Predict the next value of each scale 

by neural network 

Decompose the Time Series into different 

scales using Wavelet Transform 
 

 

 

 

 

 

 

Predict the next value of the Origin Time Series 

using Inverse Wavelet Transform 

 

 

 

 

 

 

Compute the error 

Figure 3.2: Diagram of our process. 
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3.1.1 Wavelet decomposition 
 

In this work, the time series are discrete. The wavelet transform for discrete data 

is provided by particular version known as the “à trous” algorithm. The à trous wavelet 

transform is a redundant transform, i.e. decimation is not carried out. The redundant 

transform based on an n-length input time series has an n-length coefficients for each of 

the resolution levels. Hence, information at each resolution scale is directly related at 

each time point. It decomposes the original time series into detail and approximation 

components. The main motivation of using wavelet decomposition is (give more useful 

information about the signal than is directly obvious form the signal itself) to decompose 

signal into various simpler components which are easier to be modeled (predicted). The 

original time series can be expressed as an additive combination of the wavelet 

coefficients at the different resolution levels. 

Let  be the original time series. We compute the approximation 

wavelet coefficients using the following convolution with the low-pass filter h: 
0c t x t( ) ( )=

1 2( ) ( ) ( )j
j j

l
c k h l c k l

∞

+
=−∞

= ∑ +

1+

                                     (3.1) 

After the recursive of the approximation wavelet coefficients, we compute the 

detail wavelet coefficients by taking the difference between consecutive resolutions: 

1j j jw t c t c t( ) ( ) ( )+ = −                                         (3.2) 

Then, the wavelet expansion of the original time series in term of wavelet 

coefficients up to the resolution level is given by J

1
( ) ( ) ( )

J

J
j

jx t c t w t
=

= +∑                                         (3.3) 

This equation is also provided a reconstruction formula for the original time 

series.  
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The low-pass filters, , which we used was a Haar, define as h 1 1
2 2h ( , )= . Then, 

1
1 12
2 2

j
j jc t c t c t( ) ( ) ( )+ = − + j

1+

                                  (3.4) 

1j j jw t c t c t( ) ( ) ( )+ = −                                               (3.5) 

The choice of the à trous wavelet transform was motivated by two reasons. 

Firstly, the wavelet coefficients are calculated only form data obtained previously in time. 

We see that, at any point time, t , we never use information after  in calculating  the 

wavelet coefficients. And the second point, if the data is updated, we do not have to 

recompute the wavelet of the full signal. Diagram of decomposition with à trous 

algorithm is shown in Fig. 3.3. 

t

In this study, the time series is decomposed into the approximation and detail 

coefficients by decomposition level  from 1 up to 5 and five types of wavelets: Haar, 

Daubechies4, Daubechies6, Daubechies8 and Daubechies10.  

, ,l

The wavelet transform is employed to preprocess the data to be input of the 

network. Fig. 3.4 is an example of decomposition by Haar of the Oil price data. 

 

 

 c1 h h c0 h c2 

d1 d2 d3 

c3 
 

 

 

 

Figure 3.3: Diagram of decomposition with à trous algorithm. 
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3.1.2 Neural network prediction 
 

After the decomposition of the original time series, we got the set of the 

coefficients, . Soltani et al. [13] have proposed the prediction of 

each level of the coefficient by 

{ 11 ,,,, dddc JJJ …− }

1

( ) ( ( ), ..., ( ), ( ), ..., ( )).j J J j jd t f c t c t n d t d t n+ = − + − + 1, ...,

1 1( ) ( ( ), ..., ( ), ( ), ..., ( )).J J J j jc t f c t c t n d t d t n+ = − + − +                               (3.6) 

1 1 1   J= .         (3.7) j

where  is the number of decomposition levels and the window size, respectively. 

The window size is defined according to the structure of the NN. So, there are 

,J n

1J +  of 

neural networks and the number of input nodes of each network is equal to )1( +× Jn . 

Fig. 3.5 illustrates this step. 

 

 

 

2 ( )c t

2 ( 1)c t −

2 ( 2)c t −

2 ( )d t

2 ( 1)d t −

2 ( 2)d t −

1( )d t

1( 1)d t −

1( 2)d t −

2 ( 1)c t +

 

Figure 3.5: Illustration a network of wavelet coefficient  by 2 level of decomposition. 2c
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3.1.3 Wavelet reconstruction 
 

In this stage, after we obtained the coefficients of each level. The wavelet 

reconstruction of the original time series in term of wavelet coefficients is given by 

1

J

J
j

jx t c t w t( ) ( ) ( ),
=

= +∑                                             (3.8) 

which is the à trous reconstructing algorithm. Fig. 3.6 shows idea of first three steps. 

 

 

 

 

 

 

 

wavelet  
decomposition 

(2 levels) 

NN c2 

NN w2 

NN w1 

sum 
x 

c2 

w1 

w2 

c2(t+1) 

w1(t+1) 

w2(t+1) 
x(t+1) 

Figure 3.6: Illustration an idea of first three steps. 

 

 

3.1.4 Error measurement 
 

Prediction quality is measured by means of the average relative variance, which 

is also known as normalized mean squared error (NMSE).  

2

2 1
2

21

1

1 1

N

k kN
k

k k N
k

k
k

x x
NMSE x x

N x xσ

ˆ( )
ˆ( )

( )

=

=

=

−
= − =

−

∑
∑

∑
                                    (3.9)                        

where 1

1

N

kN
k

x x
=

= ∑  is the average and kx  and ˆkx  are the exact value and the predicted 

value, respectively. A value of 0NMSE =  indicates prefect prediction while a value of 1 

simply corresponds to predicting the average [2].  
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3.2 Time series Prediction 
 
 In this section, we present the results of the experiments. Three benchmarks: the 

Crude Oil Price, the Sunspot time series, and the Mackey-Glass time series were chosen 

to validate our proposed method. Each of the data sets was divided into two parts: the 

training set and the testing set. 

 

3.2.1 The Crude Oil Price 
 
The Crude Oil Price data is available from the website of US Department of 

Energy, EIA’s web site (http://tonto.eia.doe.gov/dnav/pet/pet_pri_spt_s1_w.htm). In the 

experiments performed in this work, the data consists of averaged weekly WTI spot 

price (US$/bbl) that cover the period from 7 January 2000 to 30 December. The total 

number of data points is 313 were use for our implementation, 264 total points were 

used for the training and the remaining 49 were used for testing the accuracy of the 

prediction. The period of the Crude Oil Price data is shown in Fig. 3.7. 
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Figure 3.7. The Crude Oil Price data. 
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 The prediction by the NN was carried out in the first step. The appropriate 

number of input nodes and the number of hidden nodes were determined by mere 

experiments. For the number of input node, it varies from 2 to 9, which is shown in Fig. 

3.8. 
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 Figure 3.8: Result of Prediction by the NN of Oil Price data.  

 

Table 3.1 shows the NMSE result of the prediction by the NN. It shows that the 

window sizes of more than 5 do not yield better prediction result. So we choose the 

window size of 5 as reference for the window size of the WTNN. The optimal NMSE is 

0.10192, occurring at 16 nodes of neuron, as shown in table 3.1.  

 
Number of window size 
neurons 2 3 4 5 6 7 8 9 

4 0.11749 0.11539 0.11167 0.10380 0.10292 0.10367 0.10430 0.10717
8 0.11514 0.11573 0.11598 0.10587 0.10705 0.10865 0.10379 0.10599

16 0.11828 0.11552 0.11153 0.10192 0.10726 0.10447 0.10961 0.10953
32 0.11665 0.11346 0.11418 0.10398 0.10674 0.10892 0.10655 0.10364

 

Table 3.1: Result of Prediction by the NN of Oil Price data 
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After that, the method the WTNN is applied for prediction. Start at wavelet 

decomposition of data into different scale. Here we considered five types of wavelets 

with five decomposition levels. Architecture of neural network in this stage, the number 

of neuron node is same as above, i.e. 16 neurons, and the number of output node is 

one. In case of the number of input node, it depends on levels of decomposition. For 

example if number of decomposition level is 3, there are 4 sub-series of . 

Then the number of input node is 4x5.  Fig. 3.9 shows the NMSE of each wavelets and 

level of decomposition comparing to the NMSE of the NN shown in the solid line.  

3 3 2 1, , ,c w w w
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Figure 3.9: Comparison of NMSE between the NN and the WTNN with the 

number of neuron is 16. 

 

 Fig. 3.9 indicates clearly that the prediction by using the WTNN is better than 

that of the NN. Fig. 3.10 shows the comparison between observed value and predicted 

value of the WTNN of Daubechies10 with 4 level of decomposition that obtained the 

optimal result of the NMSE is 0.08936. From this result it is shown that the error of 

prediction decreased by 12.33%. 
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Figure 3.10: comparison between observed value and predicted value of the 

WTNN (Daubechies10 with 4 level of decomposition). 
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3.2.2 The Sunspot time series 
 

The annual average number of sunspots during the period from 1700 to 1979 

was studied here [1]. Fig. 3.11 shows the sunspot time series from 1700 to 1979. The 

sunspot data is a classical example of a combination of periodic and chaotic 

phenomena and activity is cyclical about every 11 years. The sunspots of years 1700 

through 1920 were chosen to be the training set and single step prediction of the 

sunspots of year 1921 through 1979 was predicted.  
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Figure 3.11: The Sunspot data. 

 

Data has periodicity about every 8 to 9 years. The appropriate number of input 

nodes is determined mainly by trial and error that varied from 6 up to 12. The result of 

prediction by the NN is shown as Fig. 3.12. It shows that the window size is equal to 9 

give the better prediction than the other. The optimal NMSE is 0.13059, occurring at the 

number of neuron node is 32 as shown in table 3.2. Fig. 3.13 shows the NMSE of each 

wavelets and level of comparing to the NMSE of the NN shown in the solid line. 
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Figure 3.12: Result of Prediction with only the neural network 

 

 
number of window size 
neurons 6 7 8 9 10 11 12 

4 0.17257 0.15714 0.14594 0.13319 0.13601 0.13434 0.13567 
8 0.17342 0.15904 0.14568 0.13387 0.13684 0.13933 0.13784 
16 0.17373 0.15775 0.14636 0.13159 0.13602 0.13909 0.14164 
32 0.17370 0.15750 0.14660 0.13059 0.13600 0.13740 0.14090 

 

Table 3.2: Result of Prediction by the NN of the Sunspot data 
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Figure 3.13: Comparison of NMSE between the NN and the WTNN with the 

number of neuron is 32. 

 

 Fig. 3.13 indicates that the prediction result by using the WTNN is better than 

that of the NN. Fig. 3.14 shows the comparison between observed value and predicted 

value of the WTNN of Daubechies6 with 4 level of decomposition that obtained the 

optimal result of the NMSE is 0.101522. From this result, it is shown that the error of 

prediction decreased by 22.26%. 
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Figure 3.14: comparison between observed value and predicted value of the 

WTNN (Daubechies6 with 4 level of decomposition). 
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3.2.3 The Mackey-Glass time series 
 

 This data set is a solution of the well-known Mackey-Glass [14] time-delay 

chaotic differential equation defined as follows: 

10

0 2 0 1
1

( ) . ( ) . ( )
( )

dx t x t x t
dt x t

τ
τ

−
= −

+ −
 

 We consider here τ =17 (MG17). Fig. 3.15 shows the Mackey-Glass time series. 

The data was sampled every 6 points, as usually recommended for the Mackey-Glass 

time series. Then, the task of prediction is to predict the value  from the values 

 generate a 1000 input/output data patterns and the 

first 500 patterns are used for training set, followed by testing data set of 500 patterns. It 

is clearly seen that the number of input node is four. So, we only try to find the number of 

neuron node. Table 3.3 shows the NMSE using different number of neuron node. It 

shows that the NMSE yields an optimal value of 0.00092 when the number of neuron 

nodes is 32. 

6(x t + )

8  We6 12 1( ), ( ), ( ), ( )x t x t x t x t− − − .

 
 

0 100 200 300 400 500 600 700 800 900 1000
0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

 
Figure 3.15: The Mackey-Glass Time series. 
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number of neuron node NMSE 

4 0.00294 
8 0.00156 

16 0.00119 
32 0.00092 

Table 3.3: Result of Prediction by the NN of Mackey-Glass  
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Figure 3.16: Comparison of NMSE between the NN and the WTNN with the 

number of neuron is 32. 

 

Fig. 3.16 shows the comparison of NMSE between the NN and the WTNN of the 

Mackey-Glass time series. It indicates that the prediction by using the WTNN is better 

than the NN. Fig. 3.17 shows the comparison between observed value and predicted 

value. It is found that the optimal NMSE, 0.00045, is achieved with Haar wavelets and 5 

levels of decomposition. It shows that the error of prediction decreased by 51.85%. 
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Figure 3.17: comparison between observed value and predicted value of the 

WTNN (Daubechies6 with 4 level of decomposition). 
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Besides, the scatter plot of propose method is closer to the ideal line than that of 

the NN as shown in Fig. 3.18 for the Crude Oil Prices, Fig. 3.19 for the Sunspot, and Fig. 

3.20 for the Mackey-Glass time series. Table 3.4 shows comparison of the correlation 

coefficient of the NN to the WTNN that is consistent with the NMSE. Therefore, it 

supports that the proposed method yield better result than the NN. 

 

 
  correlation coefficient 

Data NN WTNN 
Curde Oil Prices 0.95196 0.95684 
Sunspot 0.93479 0.94825 
Mackey-Glass 0.99914 0.99978 

 

Table 3.4: Comparison of the correlation coefficient between the NN and the WTNN. 
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      (a)                                                         (b)  

Figure 3.18: The scatter plot of the Crude Oil Prices data  (a) the predicted by the WTNN 

versus the observed (b) the predicted by the NN versus the observed. 
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      (a)                                                         (b)  

Figure 3.19: The scatter plot of the sunspot data (a) the predicted by the WTNN versus 

the observed (b) the predicted by the NN versus the observed. 
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      (a)                                                         (b)  

Figure 3.20: The scatter plot of the Mackey-glass time series (a) the predicted by 

the WTNN versus the observed (b) the predicted by the NN versus the observed. 
 



CHAPTER IV 
 

CONCLUSION AND DISCUSSION 
 

This thesis focuses on the one step ahead prediction of time series using the 

wavelet transform and the neural network (WTNN). Three data sets were tested: the 

Sunspot (SS) series, the Mackey-Glass (MG) time series and the Crude Oil Price (COP). 

Experimentally, the level of wavelet decomposition ranges from 1 to 5 and we consider 

wavelets: Haar, Daubechies4, Daubechies6, Daubechies8, and Daubechies10. 

The Normalized Mean Square Error (NMSE) of prediction from WTNN was 

compared to the NMSE of the prediction from the Neural Network (NN). In general, the 

WTNN yields less error (0.13059 to 0.101522 for the SS, 0.00092 to 0.00045 for the MG, 

and 0.10192 to 0.08936 for the COP) which signifies the success of our method. 

Nevertheless, the running time of the WTNN is more than the NN. Since, there are J+1 

networks to be trained, where J is level of decomposition, where the NN has to train a 

single network. 

It is worth noting that the error of prediction varies with the levels of wavelet 

decomposition as well as the choice of the wavelets. From the three data sets that we 

analyzed, it is found that only 3 levels of wavelet decomposition gave satisfactory results 

and Daubechies6 was a good candidate for the choice of the wavelets. 

During the study, we found that there are some suggestions that should adjust to 

improve the result of prediction. Since, a wavelet transform is decomposition of the high 

frequency component and the low frequency component of the input signal at various 

scales. In particular at the coarsest scales of decomposition, we will get the highest 

frequency component. Experimentally, we found that the prediction of this component is 

not good compare with the other component. Thus, if the prediction of the highest 

component was applied by the other methods that more appropriate, its result of 

prediction may be more accurate. Moreover, our research applied the wavelet 

decomposition with only the wavelets family of Daubechies. However, there are many 

wavelets families that are interesting to be used in our method. 
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