CHAPTER 5

EXPERIMENTAL SETTING AND RESULTS

This chapter presents the experimental setting and results. The

experimental data, which are used in this research, are Thai words and English words.

W of which is designed to compare and
Z.

We present the results of our exp

contrast the various choices

5.1 Dataset 7 |

Since ther€ i varlable Thai corpus based, which contains Thai
polysemous words in public, so/if: this resea; e use a Thai corpus, which contains
Thai polysemous words & tr_'}" 3 x“? : is created by (Kanokrattanukul,
2001). According _te (Kanokrattanukul,“2001)“the“polysemous words and their

ke

ngkok Business" newspaper

, 2000 with thtal size of 132 MB. The

contexts were randc ":

from November 1%, 1999 to Octobe

corpus of #3 /huad/ containg-sense of #3 /hua“pnd has 2,200 samples. The corpus of
v /kepl/ corﬂn%& @%ﬂ/ﬂdﬁa%&ﬂ‘ ;;]nmsiach instance of #>
/hua4/ and m’uﬂ(epl/ was hand-tagged with its Sense defined inmt‘be Thai Royal
o A EO P 8 W4} B o
were nof provided in the dictionary. The characteristic of Thai text language is that
there is no word boundary in Thai written text. Therefore, the collected data which
contained the polysemous words #7 /hua4/ and v /kepl/ must be word-segmented.
The segmentation was processed automatically by (SWATH, 2002) which is a Thai
word segmentation program from the NECTEC (SWATH, 2002). The error correction

was verified manually based on the context. There are twenty senses of #7 /hua4/ and
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nine senses of uiv /kepl/ in the corpus. The definitions, derived senses and examples

of +3 /hua4/ and /v /kepl/ are presented in Table A.1 and Table A.2 of Appendix A,

respectively.

5.1.1.2 Scope of the Data

All occurrences of #7 /hua4/ and ifiv /kepl/ as an individual word are
the data of this study. Since we ve all possible meaning of %2 /huad/
and iv /kepl/, we include at co-occurr immediately with

However, some occu

data. The pattern of

L.

O

e -ﬁ a\\\ her lexical units. They are:

\ Unladwlaiuoiisien...
12 OMpOLN ¢ and reduplicative words that have
have the new meanings, or the

= meaning of each parf 15 totally ‘ hanged from its original

70 A

m Eg amﬂuuNammm’nﬁuua&ﬂma aswu'nunu.auu 5Tﬂﬂ

ﬂUEl’J’T’TEWI‘ﬁW g1N3

Proper jhames.

AR FEH SRR B

2. ¥i7 /hua4/ which has parts of speech other than noun and «fiv /kep1/

which has parts of speech other than verb will be excluded. For example:
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5 o o & a e o d v o -
(i) ...8amidenvzuaudaizaginlainaein e InewmSendsw
BT

(ii) ...ozlsly Tlfindwddn usanfiGuiAviin muee 9 inaaliiuns...

5.1.2 English Dataset

Although this thesis focus loping methodology of word sense
disambiguation in Thai, we Want {o s ﬁ that the research approach can
also work well for English m the experiments to show

\\

. nted 0 the Computing Research
Laboratory (CLR) ( gdu)) i s ‘ ‘ The data set consists of

outn \ that contains the noun
vhi h have interest word. Table 5.4
presents sense distribut Aining 2 o terest word. Each instance of
“interest" has been hand-tagged with i : ix senses defined in the Longman

Dictionary of Contemporary-£aglisi (LDOCE) (Procter 1978). The definition of

—_

tal Sefting v/ m
UBINBENINEINT

e evaluate our method using sources of sense-tagged corpus. In

reQIRR GO VA YR

applied o classify test data. Our approach, however, is purely unsupervised. When we

5.2 Experim

perform the experiments with test data, we need to use sense-tagged corpus to
evaluate the maximum accuracy of our approach in which test instance is clustered

with its true sense tag.

Two Thai corpus, #7 /huad/ corpus and /v /kepl/ corpus, contains

sentences, which have sense of 3 /hua4/ and v /kepl/. For training data of %> /hua4/
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and (v /kepl/, we select all 2,200 sentences from each Thai corpus of %3 /hua4/ and

uiv /kepl/. For the test data, we select 30 % randomly of size of training data of %%

/hua4/ corpus and v /kepl/ corpus. So each test data of sense of w2 /hua4/ and /v

/kepl/ contains 660 sentences. The number of size selection of test data is arbitrary

selection. The bigger size of test data is the more coverage of sense distribution that

we obtain. Table 5.1 and table 5.2 presents sense distribution of the training data of %%

/hua4/ and ifiv /kepl/ respectively.

f vi2 /huad/

. ~lNo. of Senses
Head y, ﬁ 506
Entity 7/ %No
Viewpoint //1 38
Bulb BE 59
Brain i 38
Front . \ 33
Intelligence a (i) \ 8
Top i A\ 77
Titles or names S AE 56
Concentrate Y 55
Topics SN 60
Machine part TR 50
Headline — 41
Hair ARV, 37
Early hours
Chief
Emotion
Heading
Talent 5
Head of coin_

ALY

Wﬁ‘ﬂﬂ?ﬂi

2; Sense Distribution of /v /kep1/

To charge 627
To take 322
To gather 295
To hide 61
To arrange 41
To purchase 20
To kill 10
To pick up 7
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English corpus contains 2,369 sentences which have interest word.
Testing data contains 600 samples which were randomly selected. Table 5.3 presents

sense distribution of the training data of interest word.

Table 5.3: Sense Distribution of interest

Senses No. of Senses
readiness to give attention 361
_ quality of causing attention to be g1V e 11
activity, subject, etc., whicl -\\ ﬂ j drattention to | 66
advantage, advancementsor favc — 178

a share (in company, busines /m : 500
money paid for the use'® ;W“hxf\\\% 1,253

which is used in this thesis

As we desé

in Section 4.5 of Chapter an summary the ste ur experiments as follows:
Training Phase

Step 1

'or for word i is derived
frot e , oﬁrs. Close neighbors are all
s that co-occur with i in a sentence or a larger context.

A ‘H&M‘ﬂ Rt —

have ambiguated }/ord " /hua4/ in the training data Each word in

R RS ATURRATN AR 2o

has 2 senses. The first sense is head and the second sense is bulb.

1.1 Fifld-feature-vector-as-word

(1) anwaz (Uu lasenan Tuse g 526U wa A & deg I 1deu wiode daw

oy oo &4 o v v &
(ll) (WHZU LUBNAIN YIBN AT a3 ¥ 70 (W31 @ad ¥1 8IS 1‘[] LAEN aan viay

In sentence (i), A% /khon/ (word i) co-occurs with & /mii/ (word j). In

sentence (ii),nay /hom/ (word i) co-occurs with 2 /cha/ (word ).
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Examples of ifiu /kepi/ which co-occur other words are followed:

(iii) na /kot1/ & Yqymn 1ae (fim A Liiv na la & ms 18ew

(iv) s /tuua/ ald wés nzwe Tu auias Aaudre v § uas 10t 990 AR Bun
(v) gn /thuuk1/ aus. ¥aeld gn ifiv 8n 1 sauzt vnesidTes ga Rdn

(vi) 18 /1ai2/ uaz & ms 1d v ¥u 6 i au 6w 5100 u

(vii) iu /hun2/ u3dm A 60 T Wfiu u 7 9z el iy ngx Nu

An example ’/
/kotl/(
1.2 Fo eaiure. vee o\ representation. The feature

vector i tence of a ‘ r in windows size +2. Word

gl/ (word i) co-occurs with ng

veetors are i ( -'4 \
3 - ent

wm S eeIjﬂ ’ are \\

formed

and words j co-occur in a

d as word vectors are also
lich represented by the matrix
form. Thi b it .-f; -o rrence matrix whose rows and
. s and element entries indicate the

ing word pairs.

' ‘['H 1), we have word i is Au

/khon/ and word j is & /mu/ In sentence (ii), word i is nax /hom

occurrence matnx orm as shown i m Table 5.4.

IMAANINEIRY. ...

feature can represent the scores of measures of association which

is the log-likelihood ratio. From Table 5.4, each entry of co-
occurrence matrix can be computed by the formula of log-
likelihood ratio which is described in Sub-section 4.3.1 of Chapter
4.
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Table 5.4: Co-occurrence Matrix

Ay Y vau ) a3
Au 0 1 0 0 0
Y 1 0 0 0 0
vay 0 0 0 1 1
| 0 0 1 0 1
2113 0 0 1 1 0
1.4 Reduce the dimensic ord vectors. We use Singular Value

2.1 Createg€ontext vect:

VD) / e the dimension of word vectors.
2 ngmal number of columns, or

tors are derived from word

vedtors A douftext’ rect ?\ d"(or sum) of the vectors of

the words og¢cu ter we use SVD reduce the

dimension fﬁﬁf; \ \ te the context vector from

o

reduced mia :'-, exar uppose the co-occurrence matrix in

ension by SVD and had word vectors
(aw); v(iD), v(7), V(amms)

iitence (1) is summation of

cctor %entence (i1) is summation

of v(#) and v(ans). g

ﬂ‘lJEl’J“flﬂﬂﬁwmﬂ‘i

ep3

IR AR AR THHO G o

similar contexts. The centroid of cluster is the representation of a

sense. Sense representations are computed as groups of similar
contexts. This set of context vectors is then clustered into a
predefined number of clusters or context groups. An example is
shown in Figure 5.1, the clustering step has grouped context

vectors. In this thesis, the number of clusters is from manual
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inspections of cluster results and is not fully automatic. This thesis
approach takes explicitly specified to create the number of clusters
which are 20 clusters of 7 /hua4/, 9 clusters of (v /kepl/ and 6
clusters of interest. These predefined cluster numbers are from the
number of the training data senses distribution which is the result

of word sense analysis.

L) \‘ \ A \\" O, @ Conexivectons
%‘:\;\ «»"’ - for Senze |

hﬁ-;_: - ' Context vectors
i for Senae 2

O Context vector
for Sense n

Test Phase

Compute e feature vectors for
iéiise vector in the training
or QEI‘I target word in the test

data. The li.imilarity measure between context vector of test data and

-3 L
jr iGH mwgil’qﬂiﬁomputed via cosine
@Bﬁm&ﬂﬂ. e context vector which is closest to the
nse,_vector.is 'siﬁ i i eﬁ( to that sense
qq Wiﬁﬁ aﬁitfi] i‘lﬁs m ﬁ!ﬁﬁmﬂﬁ tEjshold value

is defined to measure the similarity between the context vector of test

data, we will bu

data and sense vector. We use arbitrarily a cosine threshold of 0.5. The
performance of a clustering algorithm can be evaluated using sense-
tagged data in which context vector of test data being clustered are

compared with their true sense tags.
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@ <« @ Contextvectors
@ ©> for Sense |

@ ¢ ontext vectors

for Senae 2

Oc ontext vectors

for Sense n

A contexr veotor
ofa test sample

| results compared with the

iv /kep1/ respectively. Table

5.7 shows experimental S €01 \par with the baseline system for the
. 20l [

disambiguation of interest word. Mfsk ) of Table 5.5, Table 5.6 and Table

5.7 shows sense definitions. Thé pi r 7 anc all are shown in the second column

and the third column of Tables3.5; [at cand-Table 5.7 respectively. The final

"ab) ¢ Emeasure. In Table 5.5,

column of Table ‘....,,‘_.;.".,;.'..-_'....-- ........................ il
-': > polysemous word %% /huad/

considering the avers

has 70.96% correctnem When the average precision 71

baseline that is 23.00% eorrectness, our dpproach can outperform the majority

baseline systeﬂ%&%i%sﬂeﬁn we&}%ﬂﬁuw Likewise, the

average F meagllre in Table 5.6 shews that the polysemous word siv /kepl/ has
g B P

AR S AT IR e

37.81%."0ur approach can outperform the majority baseline system. With regards to

27% 1s compared with the

an English ambiguous word, the average F measure in Table 5.7 is 70.71%
correctness. Our approach can outperform the majority baseline system since the

average precision 67.05% against with the baseline that is 52.89%.
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Sense Definitions Precision (%) Recall (%) F-Measure (%)
Brain 77.5 89.5 83.07
Bulb 75.9 67.8 71.62
Chief 76.5 70.4 7332
Concentrate 76.5 69.6 72.89
Early hours 70.4 81.5 75.54
Emotion 72.8 71.2 71.99
Entity 61.2 70.8 65.65
Front ‘ 65.8 67.74
Hair ~ 8.6 78.65
Head 4 60.33
Head of coin . e} 66.37
Heading S 62.49
Headline RN 79.71
Intelligence \ ¢ 59.06
Machine part 65.98
Talent — 68.85
Titles or names 19 - /) 66.55
Top 8 = 5. 77.72
Topics 7.2000 5500 67.8 72.20
View point R S. 70.13

Average | 71. 202205 .6 70.96
it h_l__[! - %
- — ., —
= "::'} .‘f? 2 -.3:{2-
T di; epl/.

Sense Definitions ( F-Measure (%)
To arrange - 80.7 78.1 79.38
To charge = 721 as 859 78.40
To gather F Qlel N %_ﬂj" SIS 7207
To hide Wil d Ik g 111l 7971
To keep U 702, 63.7 66.79
Tokill, oo P i b 062
To pick up 84, 11& 27
To purghase by . 0. "~ 66.49
To take 71.8 70.4 71.09

Average 75.58 73.19 74.36
: Baseline = 37.81 %
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Table 5.7: Accuracy of disambiguation of interest

Sense Definitions Precision Recall F-Measure

(%) (%) (%)

readiness to give attention 74.3 85.7 719.59

quality of causing attention to be given 112 74.5 72.81

a_ctivity, subjec't, etc., which one gives 65.2 827 7291
time and attention to

advantage, advancement, or favor 65.7 79.5 71.94

a share (in company, business, etc.) 50.7 65.7 57.23

money paid for the use of money 75.2 60.7 67.18

: 74.8 70.71

the algorithm will have fewer -_si: ; ' .-' t [orm. Firstly, words which have

fewer senses have clearer -aE_;;u‘f ators, as their senses are not closely related, so

fewer senses require.fewer
senses have fewer nunﬂrs of senses,

in a small size of data.

AUEINENNEINg
e a3y e

Methodology

asier to ﬁmmmny samples of all senses

Since there are very few research works which pays attention to Thai
word sense disambiguation and it lacks of Thai repository of word sense corpus, this
thesis will give an example of research work which worked on Thai word sense

disambiguation. According to (Kanokrattanukul, 2001), this research work aims to
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develop a prototype of word sense disambiguation program in Thai (s /hua4/, iy
/kepl/) by using the decision list algorithm. The methodology is based on supervised

learning technique. The precision rate of # /huad/ is 87% while the precision rate of
iv /kepl/ is 80.25%. Table 5.8 shows the comparison the average precision
percentage of sense disambiguation of # /hua4/ and v /kepl/ between

(Kanokrattanukul, 2001)’s work and this thesis work, although the methodology

approaches are different and it actually cannot compare between two methods.

ion rate of disambiguation of )
.and our work.

Table 5.8: Comparison Re
/hua4/ and v

eea De

7 ision Rate (%)

17.// L*Q”\‘;" e Our Work

Polysemous word 1 lylmnk\‘\ N 71.27
Polysemous word «u /kep L/ |/ E&‘ﬁm 75.58
,\ 1 __1 ‘
5.6 Further Investig
However, there aj > paramieters that are out of thesis scope and
have not been exte ‘s_y ely stuc I but these param effget to the performance of

algorithm. They parg “detail as the future works.

These parameters can ﬁdls .

ﬁ%fﬂ“@%ﬂﬂ‘ﬁwmﬂ‘i

cc this thesis uses;feature as 1t£ co- occurrenculthm a small

s BN AR TSR AN B RoRfrerimen

data, the§e parameters can effect to these experimental results of word # /hua4/, ifu

/kepl/ and interest word. Other parameters such as other features, vary windows sizes

and larger data size can have some effect on the algorithm performance.
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Sample Size of Test Dataset Selection

The accuracy of disambiguation of # /huad/, v /kepl/ and interest
word are 71.27%, 75.58% and 67.05% respectively. These experimental results are
based on the experimental setting of sample size of test dataset. The test data size is
30% of training size as we select arbitrary the number of test data size. If the test data
size is larger size, the test data will have sentences which cover every possible sense

to be tested. It will yield better result.

challenge in any clus gfasleis etermine | many optimal number of clusters

should be created automati

This thesis y speeified to create the number of
clusters which are 20 clu Jhua4 usters of iiv /kepl/ and 6 clusters of
) f—u"? = [ = )
interest respectively and they are frém manualinspections of cluster results and are

Table 5.6. It is p031 le that m::an be assigned multiple

possible clusters. However, we used K-Means which is the hard clustering in our

i::,’::::::ﬁmiﬁmmﬁfmm g e chon
Q Wﬂﬁﬂﬂ?ﬁiﬂ N‘VI’]’]\ e ﬂ ¢

The predefined threshold value is defined to measure the cosine
similarity between the context vector of test data and sense vector. The similarity
measure will determine context vector of test data should be assigned to which sense
cluster. If the threshold value is higher, the more overlap between context vector of
test data and sense vector. This will effect that a context vector of test data can be

assigned multiple possible clusters. If the threshold value is lower, there is less
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overlap between context vector of test data and sense vector. This will effect that a
context vector of test data cannot be assigned to any clusters. We use arbitrarily a
cosine threshold of 0.5 since we assume that it will not effect to any cluster
assignment as we count this threshold of 0.5 is the average of cosine value. More
experiments with varying threshold values should be further conducted to exam which

threshold value yields the best result.

AULINENINYINS
AR TN TN
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