CHAPTER 4

DISTRIBUTIONAL SEMANTICS

This chapter describes the distributional semantics method as the

corpus-based approach to solve the problem of word sense disambiguation. The
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“The meaning of entities, and the meaning of grammatical relations
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other enfities.”

For example, if we consider a polysemous word, "fly", that has a
different meaning in a context of A (for example, in texts referring to pilot activity) an
in the context of B (for example in texts about insects). The reason why the word has
different meanings in these different contexts is that it is based on representing a word

(or term) by the set of its word co-occurrence statistics.
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Given the distributional hypothesis, we can expect that words that
resemble each other in their meaning will have similar co-occurrence patterns with
other words. For example, both nouns bank and money co-occur frequently with verbs
like deposit, withdraw, and exchange. To capture this similarity, each word is
represented by a word co-occurrence vector, which represents the statistics of its co-
occurrence with all other words in the lexicon. The similarity of two words is then

computed by applying some vector similarity measure to the two corresponding co-

occurrence vectors.

That is the a W " @its distributional properties in

determined by its use im 1a it af language, anc 't use is explained by its

distribution, the distrib : rn a5 defined ntexts of a word can be seen
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Features are the distinguishing attributes of objeets' that help to
dlfferea W ’}ﬁ \&rﬂ i{“ Mw%q la %Haﬁ}xﬂh&atures that
we use t8 represent the context of the target word in the test data are all surface level
lexical features. These are word-based features that can be observed directly in
whatever text is. We represent the context in which a target word occurs using co-
occurrences. Co-occurrences mean the number of times the interest word co-occurs

with the other adjacent words in the context (e.g. word, sentence, and paragraph).
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4.2.1 Co—Occurrences

Two words are called co-occurrences of each other if they occur within
some specified window of each other without regard to their order. In the corpus-
based framework a word is represented by data about its joint co-occurrence with
other words in the corpus. The representation can be constructed by deciding what
counts as a co-occurrence of two words and specify types of relationship between

occurrences of words.

We store ‘ ces in /Qalled a co-occurrence matrix,

whose rows and columns r¢j £ . WO ell entries indicate the co-
occurrence scores of the ) ample, Table 4.1 illustrates
co-occurrence counts for four udge,’ d clothes in a corpus. The
word judge and legal €0-0 mes ) e matrix entries show the
co-occurrence freque g i i ords.
-
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words that oftelﬂ:o -occur in the samestext. A specxﬂ.case for this type of relationship
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size.

4.2.1.2 Co-occurrence within a small window

Co-occurrence of words within a small window captures a mixture of

co-occurrences. Typically, only co-occurrence of content words is considered since
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these words carry most semantic information. Direction of co-occurrence is
considered, distinguishing between co-occurrences with words that appear to the left
or to the right of the given word. The smaller the window is, the more associative
relations between the words inside the window. If the window size of context is too
large, the context cannot contain relevant information consistently (Kilgarriff and

Rosenzweig, 2000).
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A word w can be represented by a vector in which each component

LWy [w, [w; |W4]'W£W{
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corresponds to a word v occurring in the corpus. The vector components represent
frequencies of co-occurrence: the component associated with word v is the number of
times that v occurs as a neighbor of w in the corpus. A neighbor is a content word

occurring in a context window centered on w. Co—occurrence matrix is constructed to
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show the frequency counts or statistical scores of association between all pairs of
words that form co-occurrences in data. Thus, each word is represented by co-
occurrence vector that shows the association of the other words in sentences

containing the target word.

Instead of using word frequency as a component of vector directly, in
this thesis, we compute the values in the matrix are the log-likelihood ratio between
the corresponding pairs of words. Th c
the matrices. The idea is to emphe \&“ d to weaken incidental word pairs
by comparing their obse 'llx::;: urrence ﬁ- their expected co-occurrence
counts. We selected the log-likelthood test nstead. of choosing the better known x>

i elihood test was applied to all values in

test because Dunning (D og-likelihood test yields good

results with relatively samiples arelnot | ze. The log-likelihood ratio for

each pair of words can be

(4.1)
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ki = frequency of common occurrence of word 4 and word B
k;> = corpus frequency of word 4 — k;,

k2; = corpus frequency of word B — k;,

k22 = size of corpus (no. of tokens) — corpus frequency of 4 —

corpus frequency of B.



4.3.2 Dimension Reduction

Because of its large size and sparseness, we employ Singular Value
Decomposition (SVD) to reduce the dimensionality. We reduce the matrix to 10% of
its original number of columns, or 300 columns, whichever is least. Thus, any matrix
of 3,000 or more columns will be reduced to 300 columns, while those less than 3,000

columns are reduced to 10% of their number of columns. Note that SVD reduces the

number of columns, but not the number of rows. The reduction has two effects.

Firstly, it acts as a smoothing operation, W i:ulting matrix will have very few

columns from a wor ept level semantic space.

Although our appro 1998), our use of log—

likelihood scores ma al technique is to create a
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ord is represented as a vector of

features called a context vector. i conl L each target word is then represented

The confext S co_@xts in terms of the words
that co-occur with the E:o‘;ltextual words rather than with the target word. The reason
F—

behind this inditectiondi t o i med to capture the
meaning of tmyﬂegs mﬁﬂﬁzﬂﬂﬂﬂy o-occur with it, and
by averaging the word vectors of ofite vords=We fi meanings of feature
wordsa 11’11@£ta lﬁl@ﬁlﬁﬁ% ﬁﬁﬁﬁﬁly co-occur

with theﬁ'x in the training data. For example, Figure 4.2 shows the context vector of an
example context of suit containing the words law, judge, statute, and suit. The context

vector is closer to the legal than to the clothes dimension, thus capturing that the

context is a legal use of suit.
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ning clusters in vector space.

Each cluster represents ongfScnSe:of an amb 1s word and can be characterized by

its mean and covariance ma new instance w is then assigned to the

most similar cluster.
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4.5 Methodology

The steps of methodology can be illustrated in Figure 4.3.

TN

Preprocessing ‘
Thai: Word Segmentation

Eng: Stemming

M)

 already preprocessed

AN

Figure 4.3: The Steps of Methodology

Each step which is shown in Figure 4.3 can be described below.

46
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Step 1

1.1 Find feature vector as word vector. Word vectors are derived from

neighbors in the corpus. A vector for word i is derived from the
close neighbors of i in the corpus. Close neighbors are all words
that co-occur with 7 in a sentence or a larger context. The entry for
word j (e.g. money) co-occurs in the vector for i (e.g. bank). The

number of times that word j occurs close to i in the corpus is

Wy,

1.2 Form allefcature ve or

recorded.

'7 representation. The feature

Vector 1S.60=0¢Currende of d within windows size +2. Word

vectorseare 5yicol \ Cti \.. ds.i and words j co-occur in a
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numbert of . e corres )\ ding word pairs. As the same

word rep en, s-the row/column and as the value at (i) is the same

as that at (1 " the co-oeeurrence matrix is always square and
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f ISR 831 (o T2 e A

computed to be the'log-likelihogd ratio between the corresponding
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1.4 Reduce the dimension of word vectors. We use Singular Value

Decomposition (SVD) to reduce the dimension of word vectors.
We reduce the matrix to 10% of its original number of columns, or

300 columns.
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Step 2

2.1 Create context vector. The context vectors are derived from word

vectors. A context vector is the centroid (or sum) of the vectors of

the words occurring in the context.

Step 3

3.1 Create sense vector. The sense cluster can be created by grouping

tors is then élustered into a
S or context groups. The
Sit - rthe centroid of its cluster. We

or clustering since it does not
1se comparisons like the
e use Euclidean Distance
to find the ntext vectors and their centroids.
The cor
the clo

representativc s-for the contex! vectors in their cluster. An example

hortest distance is assigned to

words, the centroids are

ep has grouped context
b and c¢5, ¢6, ¢7, and c8
of the first group is the

centroid labeled SENSE 1, the sense \ﬂ
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tor of the second group is

CLOTHES

Figure 4.4: The derivation of sense vectors.
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Step 4

4.1 Compute similarity measure. Having created the feature vectors for

each of the selected feature word and get sense vector in the
training data, we then build a context vector for each target word
in the test data. The similarity measure between context vector of
test data and sense vector which is created from training data is
computed via cosine similarity measurement. The context vector

ense vector is disambiguated and is

which is closest

4.6 Comparison b roach
The foll 4.2-gives a ummary of the differences
between Schiitze (S d the
by
Table 4.2: Summary of p‘é | itze (Schiitze, 1998) and thesis
approach. ‘%‘
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