CHAPTER 3

LITERATURE REVIEW

In this chapter, we will firstly proceed with a discussion of the problem

we are trying to solve, the definition of word senses in the context of Word Sense

Disambiguation (WSD). This in oduction i /SD will be followed by an overview
D ﬁling a division according to the
approach used. By appr @e primary resource used to

extract information ab

The tas SD syster : 10 res . xical ambiguity of a word

in a given context. The i ‘ abiguity to two different concepts:

etc.). The meaning of “head” pper o E)p part of our body or the
golg _

top position, is another example of polysemy word.
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sentence containing ambiguous words to extraéh a set of feathres used for
disam wﬂ’éﬁ citu%ﬂ qv@macaaﬂr syntactic
analysisqrelations because the part-of-speech of words appearing in the input and
syntactic relation involving ambiguous words can be informative features. Thereafter,
by using the extracted features, the WSD system determine what the possible senses

are and which sense is being used in the given instance.
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The first step involved in the task of WSD is the determination of
different senses for all words in the text to be disambiguated. The determination of
senses can either be exhaustive, i.e. all possible meanings of a given word are
identified, or tuned to the particular domain of the text under consideration. Most
recent work in WSD relies on predefined senses consisting of either dictionary senses,
a group of features or categories (as in a thesaurus), or translations from other

languages.

One of the . in applied lexical semantics is the
definition of word sens % i ﬁd is listed with a number of

ictionary to dictionary. But the

discrete senses and subsen
assumption of a finite ite problematic for natural
languages. Often the v to one another and it is

unclear where to draw a li

Another reSeateh the granularity of sense
distinctions that needs i ) oC . One might expect the major
distinctions between wo osoverla »' . dictionaries which would favor a
coarse-grained sense in order {d-1m ults more comparable. Thesaurus categories
only provide a rather coarse-grained disti ,_ because the categories correspond to
general conceptual ¢! nimal or body it chonly provide very broad
senses. Also, words‘i - gen f“€asily be disambiguated
because they usually have many close ill not be captured by the
thesaurus categories. Dépending on the application, however, this level of sense
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distinctions ald®l need to be mcludeé] in order to be able to dlStln%lSh senses on a

RWTANN I RN

3.2 Word Sense Disambiguation Approaches in Literatures.

With regard to the approaches or strategies employed, there are three
ways to approach the problem of assigning the correct sense(s) to ambiguous words in

context: a knowledge-based approach, which uses an explicit lexicon (machine
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readable dictionary (MRD), thesaurus) or ontology (e.g. WordNet), corpus-based
disambiguation, where the relevant information about word senses is gathered from
training on a large corpus, or, as a third alternative, a hybrid approach combining

aspects of both of the mentioned.
3.2.1 Knowledge-Based Approaches
Under this approach, disambiguation is carried out using information
from an explicit lexicon or ‘“\‘;\;‘f.‘ ase, xicon may be a machine readable
dictionary (MRD), or the The Dicti ' e thesaurus prdvide definitions

sense, which contain a number

(and in some cases exam
of "clue words". The h esC rif in.the dictionary has a higher

overlap of words with t fithe we ’ e context will be chosen. For

ver edge")

ancial institution")

for the interpretation’ o put, these methods generally
compute the number of'clue words appearing in the input-and definitions, as the score

for each candidate sens€. Fhen, the sense with the maximum score is selected. A

variation of tﬂ %@s@oﬂr&lﬂh%w @}Qlﬂt@f the input.
U
¢ o v/
TN T A B
disambiquate ambiguous words. To automatically decide which sense of a word is

intended, he counts overlapping content words in the sense definitions of the
ambiguous word and in the definitions of context words occurring nearby. The by
now classic example mentioned by Lesk is the word cone which can either mean “pine
cone' or “ice cream cone'. Suppose that the word preceding cone in a given sentence is
pine. If we compare the dictionary definitions of pine and cone, we find an overlap

between the two definitions (marked in bold):
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e Pine: kind of evergreen tree

e Cone: fruit of a certain evergreen tree

So if pine occurs in the same context as cone, we can decide by
counting definition overlaps that cone is used in the sense of 'pine cone' in that

occurrence.

Computing every combination of senses using Lesk's idea and seeking

the optimal combination with 1 overlap in entry content words,

however, is computatlonall : of the huge amount of data that

1992) made the appro computing the definition

overlap for all possib ated annealing optimization

algorithm identifies Longman Dictionary of

Contemporary English lated annealing, Cowie et
al. (Cowie et al., f words to the sense level.
When choosing a ce ber of tokens in common
between all the definiti was used. But this method

n contribute to the overlap.

Stevenson and Wilks (Stevenso;gﬂﬂ_ s, 2001).alternately compute the overlap by
B e LA :
normalizing the conffibution of a word to the _by the number of words

algorithm is describedg (ﬁe crsen-a

ﬁ] ﬂ;ﬂ{ﬁ a‘g lexical knowledge
sources such au\j;r(:g'!:‘;a;me and Rigau, 1996; Resnik Richardson and
Smeat. Thesaurus
(YMOWL] ﬁ% mauﬁﬂ'mgwlﬁﬁveral ways,

for example Wilks and Stevenson (Wilks and Stevenson, 1997), Harley and Glennon

(Harly and Glennon, 1997) and McRoy (McRoy, 1992) all use large lexicons
(generally machine readable dictionaries) and the information associated with the
senses (such as part-of-speech tags, topical guides and selectional preferences) to
indicate the correct sense. Another approach is to treat the text as an unordered bag of

words where similarity measures are calculated by looking at the semantic similarity
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(as measured from the knowledge source) between all the words in the window

regardless of their positions, as was used by Yarowsky (Yarowsky, 1992).

The major problem with using MRDs is that dictionaries are created for
human use, and due to inconsistencies automatic extraction of large knowledge-bases
from MRDs has not fully been achieved so far. Regardless of these shortcomings,
MRDs are widely used in WSD for English and provide a ready-made source of

V//

increasingly popular. WordNetanelu ources of information, such

information about word senses.

ology for WSD has become
as definitions and glosses Wotd se which subsume synonyms

semantic relations (hypg , - I my, anto y, meronymy) between

set of lexical information

w1dely available. WordNe ha § iifations as well: its fine-grained sense

3.2.2 Corpus-Jsed Approaches
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which is gaine}lby training on somg corpus, rather than taking itdirectly from an
oS AT AV G B
or on a Faw corpus, where a disambiguated corpus is one where the semantics of each
polysemous lexical item is marked and a raw corpus one without such marking. A
corpus-based approach extracts information on word senses from a large annotated
data collection, a so called sense-tagged corpus. The possible means used to attribute
senses to ambiguous words are then distributional information, context, and further
knowledge that has either been annotated in the corpus or added during pre-

processing. The corpus-based method approach has the advantage that text material is
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easily accessible. The possible means used to attribute senses to ambiguous words are
then distributional information and context words. Distributional information about an
ambiguous word refers to using the distribution of senses in a given corpus. Context is
composed of the words found to the right and/or the left of a certain word, thus
collocational or co-occurrence information. Additional knowledge sources can be
exploited, such as lemmas, part-of-speech (PoS), syntactic annotations, etc. Examples

of corpus-based systems are (Ng and Lee, 1996), and (Yarowsky, 1993) because

The major oach however, remains the
data acquisition bottlen e, 1996). Raw corpora do
not indicate which sens iven context. In order to be

lot of sense-tagged ma abliclylavailabl cially for languages other

sense listings. Another, less t1me ¢ ' bility is the application of less data-

AN .
intensive (with respect to anno'fa‘ted'f s to. WSD, such as bootstrappin
p‘:ﬁ pping

or unsupervised

] i)
Bilingll;] corpora Based on the observation that different senses for

an ambiguous % net words in other
languages. Dﬁﬁ.ﬂﬁﬁ:ﬂm ﬁ ﬁ‘ﬁ)ﬂgﬁl corpora for word
sense dlsamblguatxon They use Hebrew-English and German-English language pair
ooy 55 B G TR 1A B B G i
based onlthe existence of separate translations in the target language. The objective of
this research can be seen as translating a source language sentence to a target
language sentence on a word-to-word basis. For example, the Hebrew tuple, "higdil
sikkuy" (verb-obj) contains the polysemous word higdil is associated with three
English tuples: "increase chance", "enlarge chance" and "magnify chance". However,
the polysemy can be resolved by selecting the tuple, which is most likely to occur,

based on the target corpus, i.e. "increase chance".
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Corpus-based WSD systems can be classified depending on how
learning is handle: Supervised Learning, Unsupervised Learning and semi-supervised

Learning approaches.
3.2.2.1 Supervised Learning Approach

Supervised approaches use annotated training data and basically

amount to a classification task ining on a disambiguation corpus,

probabilistic information or from context words as well as
distributional informatio s of an ambiguous word are
collected. In the testing ] probability computed on the
basis of the training d Trai | g 2 ‘evaluating such as an algorithm
presuppose the existenc ed yra. ] ' - advantage of this approach is
that it yields high accur ‘ '
conditional probability: jor, difficulties ‘of a ns-based approach are the

need for manual sense-

available for English, and eve = corpora are still very small. One
approach to solve the prob - o corpora using for example
WordNet hierarchies (G =

V‘-- 7 X

The di ulty of data sparseness for WSD ms in the fact that there isa
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superviséd WSD systems can roughly be classified into exemplar-based, rule-based,

and probabilistic approaches.

Exemplar-based paradigm, the k-nearest neighbor technique has been
employed most (Dini et al., 2000; Fujii, 1998; Federici et al., 1999; Ng and Lee, 1996;
Hoste et al., 2002). The basic intuition behind the systems based on this method is

that, because of the distribution of linguistic events with low-frequency events, all
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information needs to be taken into account and other learning algorithms are at a
disadvantage because they prune training examples that may be useful models to
extrapolate from (Daelemans et al., 1999). Therefore, all instances encountered during
training are stored in a database and test instances are disambiguated by extrapolating

the class of the nearest neighbors contained in the database.

Rule-based approaches (Li et al., 1995; Martinez et al., 2002; Pedersen,

. decision lists, which search for

l/ild an ordered set of rules on the

e&e rules are then applied to the
———

i in below.

proposed by Rivest (Riv the form (condition, value)

As Rivest observed iSi n-else" rules, in other words
. . . M AN . ;

exceptional conditions W] : ons appear late in the list.

The last condition accep case (G true’ > the system could fail to make

any decision for containing pu}%r each condition in the decision
by o 5
list is applied sequentially untlﬁr'cun?drt is satisfied by the query is found.
S i) 4, : y) sy
Therefore, the valuejxhlch corresp'éﬁ'ds ] is s;lected as the answer

Yarow lists to the task of accent

restoration (a single ﬁ;
1995: Kmomﬁ@ﬁgﬁ g ﬁnﬁjﬁﬁask of word sense
disambiguatio! gl tively ses, each condition
corresponds to%lword collocation, which can be used as evidence tosresolve lexical

i T RPN THEID ) i

Since mianual identification of effective conditions is expensive and inconsistent,

rd is associated with multiple pronunciations). (Yarowsky,

Yarowsky used word collocation, within a fixed window size, obtained from a large
corpus to automatically identify effective evidence types. The effective degree of a
given piece of evidence is estimated as the likelihood that it supports a given sense

candidate more strongly than another.
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Probabilistic approaches. The third technique is the use of different
probabilistic classifiers. Despite its relative simplicity, decision trees and naive Bayes
has been frequently applied in WSD with good results (Chodorow et al., 2000; Gale et
al., 1992d; Leacock et al., 1998; Mooney 1996; Pedersen, 2000; Pedersen and Bruce,
1997a). Various sorts of log-linear models have also been introduced (Bruce and
Wiebe, 1994; Pedersen and Bruce, 1997b; Pedersen et al., 1997; Pedersen, 1998) with

success. Lately, combining various probabilistic classifiers has been tested in order to
reach better results (Escudero et a ~ 000:)Florian et al., 2002; Hoste et al., 2002;
Klein et al., 2002). N \ (/"

g

A /. ¢ probabilities which corresponds to only
1

information and context /
using the information whi available n the corpus itself without the need of any

additional material, suc

First thg' disanabiguafion “algorithm s\ trained on part of the
unambiguous corpus, attributing abilities 10 the context words found to the right
and to the left of the words anéus context, window sizes. This is done using the

Bayes rule

3.1)

) - = -1 1 Sy =
e—* : X )
Whereﬂwl g iguousword w in the context ¢ =

{c1,...,Cn}, the contex “words within the specified context window. Since we are only

P .
interested in (ﬂﬁeirﬂ Mfﬂtj ﬂljﬂn be simplified by
eliminating - which<remains nt’ for ‘all-Senses an@ therefore does not
influence what the best class is. Traifiing as used hese amounts to cawit which senses

aec WA ot 344 11 13 V1E) 1) 2

The context words are assumed to be independent of their position and
of each other. They constitute a bag of words which corresponds to the Bayes

independence assumption. This corresponds to the Bays independence assumption:

P(c;...calsy) = P(ci|sy)P(ca|sy) ... P(ca|si) (3.2)
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Although the words are not independent of each other, the simplifying
assumption allows to adopt an effective model which leads to decisions that can still
be optimal even if the probability estimates are inaccurate due to dependencies

between features (Domingos and Pazzani, 1997).

Testing takes place on the ambiguous text where the algorithm selects

the most probable sense words for each pseudoword according to the Bayes decision

rule.
' x) P(slc)
Plels) p
— C )
2 \ : 'v,\ k) Pleals)Psy)  (3:3)
c'Wo pared to the original sense
words in the disam us ‘and {the percentage correctly disambiguated
instances is calculate ife 1ts;re 'u ely _ €" approach, the naive Bayes
classifier performs rela '2:%9 ially in Ccomparison with other, more

ey, 1996; Escudero et al., 2000).

e algorithm, classification rules are

formulated by recur ach nested partition is based

on the feature value.that ‘“’ information gain ratio
for the current partiticg. The final partitio orrespond @ set of classification rules
where the antecedent ofgeach rule is a conjungtion of the feature values used to form

the conesporﬁl%f}mu&}%@% Elf}ﬁ‘éjmsmn trees depends

heavily on th€! attributes or features which represent the concept of category.

W S e T A

is the overfitting, where the tree is too specialized to the training data. Researchers

have observed that the variance of training data can be reduced by constructing many

decision trees using sampling technique.

There are a number of proposal decision tree algorithms "C4.5"

(Quinlan, 1993) has been used relatively commonly as a benchmark comparison.
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Mooney (Mooney, 1996) and Pedersen and Bruce (Pedersen and Bruce, 1997a)

compared the performance of various word sense disambiguation methods with the

C4.5 algorithm.

3.2.2.2 Unsupervised Learning Approach

A number of experiments have shown that the performance of word
improved by enhancing the volume of

e, 1997). The supervised method,

sense disambiguation can be significant

supervised learning approach (
however, requires considera supervising large-sized training

“that do not need annotated

,Womains easily and quickly

a model by presenting it

data sets. To resolve p

training data and allows on

with some number of m at _ enses ples for a particular. After
training, these models are assign ot fa efined set of meanings to newly
encountered instances of a . petvise s are applied to raw text
material and annotated data i il heec od fot' evaluation. They correspond to a
clustering task rather than a c]gsg@on}(’ I sense tagging) task. Sense tagging is not
possible in a complete since it requires that some characterization
of the senses be provided. Disz al 1g 7 nse’ discrimination can be
achieved through unsupgrvised ¢ ustering: cluster the conats of an ambiguous word
into a number of groups and discriminategbetween them without labeling them

(Pedersen andﬁ'uu @Qs%tﬂ fﬁgﬁ«waﬂﬂﬂ@e is that, so far, the

performance of‘tinsupervised systems lies a lot lower than that of suglrwsed systems

(E““"RTW”T‘)E@’ﬁﬂﬁm RN

The following discussion pays particular attention to Similarity-based
methods and automatic clustering method which were earlier discrimination work by
Schiitze and by Pedersen and Bruce. Pedersen and Bruce (Pedersen and Bruce, 1997b)
explored the use of similarity spaces and first order features, while Schiitze (Schiitze,
1992; Schiitze, 1998) developed an approach based on vector spaces and second

order.
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Similarity-based Methods

The similarity-based method is the computation of similarity between
an input (a new problem) and examples in the training data (previous problems). In
other words, the similarity-based method is defined in term of the method of
computing the similarity (or distance).

Suppose each tramm g ¢ nle is represented by a feature vector. Each

example is positioned in an AN-dimensic pace; where feature f; corresponds to i-
axis. This feature vector is.epresent &e model (VSM) that computes
the similarity between two example angle between the two vector representing the

examples. Note that VSM ma d Text Classification (TC)

ich is represented by a vector

comprising statistical fag or \ document. The similarity
between two example§ x a L 0 nputed. \ CO n of the angle between their
associated vectors. Thigi€anb i folf \ jation:

1'!

(3.4)

1@ s x and y respectively

D

Schiitze (§chutze 1992; Sch e, 1998) applies the vector space model

to word senﬁi lﬂ{l ﬁl ag-l ch word sense not
individual ex ﬂ‘ﬁ;ﬁ) this approac 1s called text-to -category comparison,
and ¢ -1Q- 3 ]é‘ ity between
the m Uﬁﬁﬂdﬁﬁ imﬁﬁﬁe ﬁ‘ﬁ ::1 (E[ by a "word

vector" that is a vector comprising the statistics (e.g. frequency) of its collecting
words. The collocational statistics are usually collected within a fixed proximity.
Then each context is represented by a context vector, which is the sum of word
vectors related to words appearing in the context. This is unlike the vector space

model in Information Retrieval/Text classification. Schiitze's method returns a

positive similarity value even when two given context vectors have no words in
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common. That is two context vectors can be similar when they comprise similar word
vectors. Then, automatic clustering algorithm (Douglass et al., 1992) are used to
cluster each polysemous word into word senses which are also represented by sense
vectors. In practice, Schiitze used the singular value decompositon (SVD) technique
(Berry, 1992; Golub and Loan, 1989) which finds the major axes and reduces the
dimension of the vector space. The similarity between the input and each word sense

cluster is computed by using equation (3.4) to select the word sense with maximal

similarity.

reduced manual supervision
by using automatic clu ' : ., 1992). In the Schiitze’s
approach, words, conte 3 : pre: in a high-dimensional real-

valued vector space. tinguished: word vectors

and context vectors.

frequencies of co- occj“ 1C

times that v occurs as*a neighbor of w in the corpus. AT cighbor is a content word

occurring in a conte EI ntent are the informants
in this appr(éilil (ﬁwﬁlﬁdﬂ gﬁﬂ ﬁ)ﬁ ihoose the vector
dimension: a 1 cal selection which’ focuses on the 1,000 mosty frequent words
o RS M F B AL e o
global s@lection which chooses the 2,000 most frequent words in the entire corpus. In
the global manner, word vectors are computed only for the 20,000 most frequent
words of the corpus. To compute the most frequent words of the corpus, stop words

are excluded. Stop words are conjunctions, prepositions, articles and other words,

which appear often in documents yet alone may contain little meaning.
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Context Vectors and Senses

The context of an instance w is represented by a vector x obtained as
the weighted sum of the word vectors of w’s neighbors. Similar context vectors can be
seen clusters in vector space. Each cluster represents one sense of an ambiguous word
and can be characterized by its mean and covariance matrix. The sense of a new

instance w is then assigned to the most similar cluster.

Schiitze reduc f this feature space using Singular

Value Decomposition, whiel ted techniques such as Latent

Semantic Indexing (Dee semantic Analysis (Landauer
and Dumais, 1997). S ord level feature space into a
concept level semantic nctions between features that

represent similar concep 1 to divide the training data
into a certain numberof clistes en. nan expert examines a small number of
examples (from 10 to 26 1t3 -‘ er, which are applied in determining

(McQuitty, 1966) and ‘ ard's m ard, 1963). Their training

and test set includes olysemous nouns, verbs and ad fjectives collected from the

ACL/DCI W m hich each wofd is
annotated wit ﬁsﬁﬁ ﬁ ﬁlﬁ ﬂ ﬁj ﬂ TWordNet (George
et al., 1993). at it did have access'to was the nymber of senses forreach word and
o QALY STATE LA Y VR o b e o
clusters/iThese clusters were then mapped onto the closest sense from the appropriate
lexicon. The results were reported that 65-66% correct disambiguation depending on
the learning algorithm used. They also tested the expectation maximization (EM)

algorithm (Dempster et al., 1977) for unsupervised learning, which resulted in an

accuracy of about 63%.

T o N2G2 ¢
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3.2.2.3 Semi-Supervised Learning Approach

Semi-Supervised learning is an algorithm that uses a combination of
labeled and unlabelled data. The motivation of semi-supervised learning is that
labeled data is expensive to generate while unlabeled data can usually be acquired
cheaply. Semi-supervised learning combines labeled and unlabeled data during
training to improve performance. The idea behind semi-supervised learning is to
exploit the labeled data (supervi gn ) to acquire information about the

'learning from the unlabeled data

ithms that are semi-supervised

learning are (Yarowsk . wsky completely excluded

manual supervision by ak / fadqu ing - itial training data set from a
dictionary. Yarowsky usg e noise from the decision
list. When significantly 1 iated with a given discourse
are annotated with a ¢ xamples associated with
that discourse are s annotation. Yarowsky's
experimental results show, ethod is equivalent to that
achieved by supervised lea ) used selective sampling with
committees of decision trees. Tte-gom bers are trained on a small set of
labeled examples which arée  then augme : e. number of unlabeled

examples. The labéls

This approach achiev

guddnaninging
QWA PRI AR

usually €onsists of a small number of annotated examples to progressively enhance

examples.

the training data by iteratively acquiring presumably correctly annotated examples
from previous ‘ disambiguation results. To avoid noise data, which comes from
incorrectly, annotated examples, a relatively small number of supervised examples is
used as initial training data (Hearst, 1991). Karov and Elderman (Karov and
Elderman, 1998) used bootstrapping to automatically enhance word sense classifiers

using dictionary definitions and a corpus.
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3.3 Baseline Evaluation
3.3.1 An Upper bound Performance

An upper bound performance is the disambiguation performed by a
human. In case of word sense disambiguation, if a human cannot disambiguate

correctly, it is expected that a machine cannot either. The case that human cannot

i the context is not enough. Gale (Gale et.al,
] hich have no related meanings
boun igher. In disambiguating words

olysemous-such as title) has upper bound only

perform correctly is that the informa

1992a) found that in disa

(homonyms such as bank

that have highly related
65-70%.

_ crformance of the simplest
algorithm. For example, in atdi “amb \ ord occurs 1000 times in a
200 sen ‘2, and 200 times of sense3. If
ases, the algorithm will achieve the

accuracy rate of 60%

v

3.3.3 Base

s a basﬁiﬂ- system, the miést frequ ‘n sense _(MFS) of a word is
chosen as the ¢ uﬂ\sg'lﬂ ﬂaﬂlﬁ {wlﬁlﬁl system always return the
sense that has %‘;e highest frequency in a corpus. &he frequency %flword senses is

orsRAFVEERS AN I B B o

frequenfisense. The baseline system can be computed as follows.

Baseline (MFS) = Frequency of S; in the corpus * 100 (3.5)
Total number of answered senses

Where S; is the sense that has the highest frequency in the corpus.

Total number of answered senses is the same as the number of training data.
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3.4 Our Work Approach

In this chapter, related works in the word sense disambiguation
problem are presented. Our methodology which is presented in this thesis is based on
distributional semantics method as the unsupervised learning approach to solve the
problem of word sense disambiguation. The unsupervised learning approach

corresponds to a clustering task rather than a classification (or sense tagging) task.

i
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