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Robust Fine Granularity Scalability Using Leaky Prediction
for Low Bit Rate Video Coding
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Abstract

Transmission of video over bandwi
networks like the Internet requires a hi
solution capable of adapting to the network ¢
real-time. To address this requireme
committee has approved the MPEG-4 fin
scalability (FGS) profile as a streamin
paper proposes a robust fine granulari
based on MPEG-4 video coding schem.
prediction to improve the temporal
prediction is used to increase error robust
off coding efficiency. The simulation res
proposed algorithm has 2.15 dB gain in P,
original FGS for Carphone sequence.

Keywords: Fine Granularity Scalability (FGS)
Internet video streaming, leaky prediction

1. Introduction

(A

ssion for streaming video have been focused
ideo coding, which is included in MPEG-4
iesprimary objectives of on-going research on
ide0_coding are to achieve high compression
at affordable cost and acceptable complexity.
deonseoding is capable of coping with
3 ‘- [3].
al . scalable coding methods have been
1} oposed for video transmission through
nous \ orks. One of these techniques is the
4 FineGranular Scalability (FGS) scheme, that
Iz "',, time (i.e., at transmission time) to the
vidth variation over heterogonous networks. Some
ey antages, of the MPEG-4 FGS framework are its
Ket-loss | resilience and  flexibility in  supporting
iming application. Recently, techniques that include a
ount of enhancement layer information into the
ion loop have been proposed to improve the
fficiency of FGS [2][4]. However, to minimize
introduced by prediction mismatch,

Multimedia distribution over
becoming increasingly popular. Howevet, the Intern
was designed for computer data conifunication, and
satisfy the necessary requirements for .‘hheffcctive

delivery of multimedia strea that S #Sigi :
challenges. Transmitting digi id %I QEI W
encounters two major problems: bandwidtl variation due :

to heterogeneous access-technologies of the receiversg'

(e.g., analog modem, cable , ¥BS o} 'Y LY % B!
dynamic changes in nefyor ?\3( , €O Ed u . .
events) and packet-losses, or errors. very desi (] 27 Video Codin

have a video-coding scheme that can adapt to the channel
conditions [1][2].

Compared to video codecs for CD-ROM coded by
MPEG-1 or TV broadcast coded by MPEG-2, codecs
designed for the Internet require greater scalability, lower
computational complexity, greater resiliency to network
losses, and lower encode/decode latency for video
conferencing. New algorithms specifically targeted at
Internet video are being developed. Most recent efforts on

1 Nal ‘ ort is required at the decoder.

peri~tve propose a novel scheme for
o oti ompensation in FGS coding by
troducing leaky=prediction technique into prediction
loop. The remainder of this paper is organized as follows.

i escribe.the video coding scheme. Then
H escribed in Section 3. In Section
il ion‘résults“of the improvements of video

quality obtained by using the pewly proposed scheme are
ﬁ)l%loutlined in Section 5.

2.1. Layered video coding

A non-scalable video encoder generates one
compressed bitstream. In contrast, a scalable video
encoder compresses a raw video sequence into multiple
layers. One of the compressed layers is the base layer,
which can be independently decoded and provide coarse
visual quality. Other compressed layers are enhancement



layers, which can only be decoded together with the base
layer and can improve visual quality. Therefore, the
complete bitstream (i.e., the combination of all layers)
provides the highest quality.

2.2. Fine granularity scalability

The basis idea of FGS is also to code a video
sequence into a base layer and an enhancement layer. The
FGS encoder and decoder are depicted in Fig. 1 and 2,
respectively. The base layer uses nonscalable coding
scheme to reach the lower bound of the bit-rate range and
the difference between the original picture and the
reconstructed picture is coded by using bit-plane codx D, ;.

bitstream of the FGS enhancement layer
truncated within any number of bits per pici
encoding completion. The decoder shoule
reconstruct an enhancement video from
and the truncated enhancement layer bitstreag
enhancement layer, video quality is prog
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of bitplanes for each DCT block is zigzag ordered into an
array. A block bitplane is formed as an array of 64 bits
and a block is taken one from each absolute value of the
DCT coefficients at the same significant position. In
order to cover a wide range of bit rate, there is a need to
combine FGS with temporal scalability so that not only
picture quality can be scalable but also temporal
resolution (frame rate) is able to scale [5][6][7].

2.3. Comparison of scalable video coding
techniques

The objective of video coding for Internet is to
ize the video quality over a given bit rate range. The
hould be partially decodable at any bit rate
rate range to reconstruct a video signal with
uality at that bit rate. The distortion-rate
indicates the upper bound in quality for
ique at any given bit rate. Layered
iques change the nonscalable single
\\ curve with two stairs. The desired
Chieve the continuous curve that parallels
\ t arve with a single bitstream and it is
\ fideo coding technique.
ajor difference between FGS and the layered
coding, techniques is that, the FGS coding
code a video sequence into two layers, and
[ ement bitstream can also be truncated into any
ber of\ bit§ within each frame to provide partial
eme proportional to the number of bits decoded
el frame. As a result, FGS provides the continuous
bil ycurve illustrated in Fig. 3 [7].

*‘u\ﬁ; 14

:&

i DIC

hniq

ca

S
2]

Distortion-rate

S 0
Bitplane coding of T c@ﬁcn
tec

the basic coding nique for FGS. The FGS
enhancement layer encoder takes the original frame and
reconstructed frame as input and produces a FGS
enhancement bitstream. The difference between the
original and reconstructed frames is transformed by the
DCT to generate the DCT coefficients. After obtaining all
DCT coefficients of a frame, bitplane shift operation can
be performed. Then the maximum absolute value of the
DCT coefficients is obtained and the maximum number

Curve
i 5 Desired

Objective

&yered e
alable

]
WAL

3. Improved MPEG-4 FGS Codec Using
Leaky Prediction

K Non-Scalable

Video Coding

> Channel Bit rate

performance

3.1. FGS Encoder

We propose a novel scheme for improving motion-
compensation in FGS coding by introducing the notion of
the extended base layer that includes an integrated base
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and enhancement layer. It is very clear that the s

reconstructed of references have higher quality than that DBL,,- =Bi+ DEL,,- 2
of the original FGS scheme. As a result, when the Substitute eq. (2) into eq. (1),

network bandwidth is available enough to transmit the

enhancement to the decoder, this scheme can provide F‘ = (Bi_l +a D"'l)mc +Bi+ DEL.i

higher quality. But if the decoder can not receive the . R

enhancement layer bitstream used for reconstruction the =(B._)pn +Bi+(@Di1), + Dy,
=17 mc mc W

references due to the limited network bandwidth, the
difference between reference used in the encoder and the _ -

decoder will cause drifting error and error propagation. =B, +Di ©)
Then, the leaky prediction technique that introduced into where
the motion-compensation prediction loop for decreasing

any error, is presented in Fig. 4.

Bi = (Bi—l)mc + Bi (4)

i = (aD,--x),,,c + DEL_i &)

the recursive formula of D, in eq. (5), we

N
N

19
e

)mc + DEL.i—l ))mc + DEL,i

+Dp;i 2))me +D£u-1 D +Dg;,; (6)
diin eq. (6), it is obviously seen that any

Fi 4. Struct f th
e e ot e propos e fipal residual D; will be attenuated in this

As illustrated in Fig. 4, we describe work.

form the base and enhancement layers. For
frame, the original frame at time i is denoted F,. :
base layer, the reconstructed frame of previous
time i-1) is denoted B, and residiyer

Decoder

decoder is shown in Fig. 5, the leaky
asladded at the enhancement layer with

DBL_,. (the subscript BL,i means the ;

At the enhancement layer, the differe valu
previous frame between original and r structed frame

A

is encoded and it is denoted D;-;. The lei(ﬂ factor is L7

denoted .. Then, the original ﬁﬂtﬁ 1’%5%ﬂ ﬂ j QAl €
eq. (1) ‘ .

F,=(B, +aDi), + Dy, (y

By the subscript mc m%ﬂt%ﬁﬁﬂﬁnm u |

motion compensation version of (B,._1 +aDi-). The e .
coded version of the residue error as the base layer is
A Figure S. Structure of the proposed decoder
denoted B;and the quantization error is denoted Dy .
A By assume that there is error at the enhancement

The relationship between D, ,, Bi and Dg, ; is layer for frame F,,, we denote the received




enhancement layer bitstream D;-2 and the transmission

A

error is denoted A D;—;. Thus we have

Dy, =Di2+ADi (7)

and the reconstructed version of Di-2 is denoted D3 .
Thus

bi—2 =(aDis),, + Di-2
=(@Di-3),, +Dg , , —ADi-=. ®

Comparing eq. (6) and (8), the difference betwee:

and Di—2 is AD;-;.
Now we back to the frame F, . B

there is no error at the enhancement I
F,_,and F,. Thus

bi-l = (abi-2)mc +Dg

=((@Di3),, + Dy, , —
+D

EL,i-1 *

The difference between D;i-; and D is
Now we move to the frame E and obtain
Di =(aDiu),, + D,

A

= (@((@(@ Di-3),, + Dy, , - AW
it DEL,i—l ))mc + DEL,i =

The difference between D; and D; is ﬁ(A Di2).

3.3. Leaky prediction "" s
|

Leaky prediction is a a-uﬂe:l

increase error robustness, which ma trade-off with codin?

efficiency [8]. In the proposed scheme, the fir:
bitplanes of the enha@nﬁ%ﬁjs .%H
back to the spatial domain lising and fis ‘att

by a leakage factor Off before added into the frame
memory. Therefore, the drift or the difference between
the encoder and decoder will be attenuated. If the leak
factor is set to zero, the drift will be removed completely.

4. Simulation Results

The experimental results have been examined to show the
performance of the proposed scheme. The MPEG-4 VM.

ZF o ——
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18.0 codec is used for the base layer [9]. From the fig. 6-
9, the coding efficiency of the proposed scheme is
compared with the original FGS coding. The carphone
sequence in QCIF format is used for testing and every
GOP has 20 frames of 1 I-frame and 19 P-frames. The bit
rate of base layer based on the TM5 rate control is 32
kbps, and the frame rate is used at 30 frame/s. The
leakage factor o was in the range of 0 and 1. If the
leakage is more than 0.5, PSNR is mostly equal to the
leakage at 0:=0.5 at high bit rate and PSNR is less than
the leakage at 0=0.5 at low bit rate. As the leakage is less
than 0.5, PSNR is less than the leakage a=0.5 at high bit

ate and we will obtain a little increase in PSNR if the
w at a=0.5 at low bit rate. The best value of the

/O.S. As shown in Fig. 6, the proposed scheme,

/ PSNR of Carphone as base layer bit rate =32kbps.

%= org
=6~ newa=05 3
—+ 1-loop MC-FGS

) ' L L
400 600 800 1000 1200
bit rate (kbps.)

e 6. PSNR versus bit rate comparison between
d,scheme and original FGS of the Carphone
;.x- rate of base layer is 32kbps.).

20 J phone as base layer bit rate =32kbps.

- o

o=y 1

P o,

- s
I

[
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e
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" i : .
%

W™ X W B
frame number
Figure 7. Comparison of the video quality in PSNR of
the Carphone sequence between original FGS and

proposed scheme (The bit rate of base layer is 32kbps
and the total bandwidth is 96 kbps.).



PSNR of Carphone as base layer bit rate =32kbps.

|
e = 5
33+ of. s HEVICY l*; — new a=0.5 1
a ‘; LR Y --- 1-loop MC-FGS
A ]
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scheme (The bit rate of base layer is
the total bandwidth is 480 kbps

Figure 8. Comparison of video quality in P%
Carphone sequence between original FGSW‘W
S 4

b. The proposed scheme

Figure 9. The 44™ frame of Carphone sequence that was
encoded by the original FGS and the proposed scheme.
The bit rate of base layer is 32kbps and the total
bandwidth is 480 kbps.
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as set the leakage at o. = 0.5, has 2.15 dB gain in PSNR.
Moreover the coding efficiency of all P-frames of the
proposed method is higher than the original PSNR over
the original FGS at medium and high bit rate and has 0.27
dB loss in PSNR at low bit rate. From Fig. 7, our results
show that the coding efficiency of all I-frames have same
quality for every coding method in this paper, and due to
I-frame coding does not use temporal prediction. Then
the error that is in previous P-frames of the proposed
method is lower than the original FGS at high bit rate as
depicted in Fig. 8. All frame, does not effect to I-frame
(the I-frame insertion can also stop error propagation.).
From Fig. 9, comparison of the visual quality of the

ing and the proposed scheme. As the bit rate of
i$:32kbps and the total bandwidth is 480 kbps.
It bserved around the face region that the

’ \\'j ame of Carphone sequence between the original

wHvisu. 1 the area around the face region from the

propws better than that of original FGS.

/ 5."«;330nc‘l‘u\s‘io}s~

n. Simulation results show that the
, as set the leakage at ot = 0.5, has 2.15
over the original FGS.
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Abstract

Transmission of video over bandwidth variation
networks like the Internet requires a highly scalable
solution capable of adapting to the network condition in
real-time. To address this requirement, the \ -

committee has approved the MPEG-4 fine gr _-\\h

scalability (FGS) profile as a streaming vid 7 ht:

this paper, we propose an adaptive lea
algorithm of a leaky prediction to improve
compensation in low bit rate FGS coding
results show that the proposed algori
increase of PSNR over the traditional
motion compensation FGS.

Keywords: Fine Granularity ~ Sca
MPEG-4, Internet d
adaptive leaky prediction

1. Introduction
Multimedia distribution over the
becoming increasingly popular. However, the
preliminary designed for computer data com g
and has yet to satisfy the necessary requirements
effective delivery of multimedia streams. Tras
digital video over the Internet encdunters ¢

RCE1S

MPEG-4 Fine-Granular Scalability (FGS) scheme, that
can adapt in real-time (i.e., at transmission time) to the

bandwidth variation over heterogonous networks. The
ncoder estimates the channel bandwidth before

nd compresses the base layer into the rate

; channel bandwidth. Therefore, this

arantees the quality of base layer

' ilie enhancement layer, the residual signal
Omp S

ed_by bit-plane coding [4][5]. Some key

e MPEG-4 FGS framework are its

- rcSilience and flexibility in supporting

';K- lication. Recently, techniques that include

; enhancement layer information into

i \\i have been proposed to improve the
ciency:

“‘1\ of FGS by introducing leaky

ama

iq into prediction loop of a codec
owever, the choice of leakage factor is
_ ing" to characteristic of each video
efice and available channel bandwidth.

this paper, we propose an adaptive leakage factor
hin of @ leaky prediction to improve the motion-
msation in FGS coding at bit rate lower than 256
khe remainder of this paper is organized as
slirSection 2, we describe the improved MPEG-
gileaky prediction, and our proposed

problems: bandwidth variation doé
access-technologies of the receiye s (e.g.,
modem, cable modem, xDSL, etc.) orfue to dyi
changes in network conditions (e.g., ¢ ngestion) and
packet-losses or errors. This is very desirable to have a
video-coding scheme that can be ada tedéoﬂe vary
channel conditions [1][2]. uﬂ ’nm
Comparing with video codécs -Ri c
by MPEG-1 or TV broadcast c8ded by MPEG-2, codecs

designed for the Internet require greater scalabilitﬁ

ICI0r algorithm of leaky prediction in
O ¥ presents our simulation results
between original FGS and 1-loop
eme [7]. Finally, the conclusion is

pari
MC-FGS coding -
drawn in Section 5.

i L)
fj wiﬂﬁ%@c ing Leaky Prediction
asis' id original FGS coding is also to

code a video sequence into a base layer and an

enhancemént layer. The b r uses nonscalable
lower computationa @m 0 u%ﬁ@\ﬁr ;t]e ound of the bit-rate
resilience to network 19ssés. and|1 r al ange. Theldiffere between the original and the

video conferencing. ANew algorithms specifically
targeted at Internet video are being developed. Most
recent efforts on video compression for streaming video
have been focused on scalable video coding. The
primary objectives of on-going research on scalable
video coding are to achieve high compression efficiency
at affordable cost and acceptable complexity. Scalable
video coding is capable of coping with problems
resulted from bandwidth variation [3].

Several scalable coding methods have been
successfully proposed for video transmission through
heterogonous networks. One of these techniques is the

reconstructed picture is coded by using bit-plane coding
of the DCT coefficients into the enhancement layer. The
bitstream of the FGS enhancement layer may be
truncated within any number of bits per picture after
encoding completion. The decoder should be able to
reconstruct an enhancement video from the base layer
and the truncated enhancement layer bitstreams. At the
enhancement layer, video quality is proportional to the
number of bits decoded by the decoder for each picture.
Recently, techniques that include a certain amount
of enhancement layer information into the prediction
loop have been proposed to improve the coding



efficiency of FGS [2][7]. However, to minimize the
effect of drift introduced by prediction mismatch, the
leaky prediction is used in the structure of FGS codec
[6].

2.1 FGS Encoder Using Leaky Prediction

116

A

residue error as the base layer is denoted B;and the
quantization error is denoted Dy, ;. The relationship

A

between Dy, ;, Bi and Dg; ; is shown in eq. (2).

A
Dg,; =Bi+ Dy ;

The FGS encoder using leaky prediction (FGS-LP) 2
was proposed to improve motion-compensation in the By substituting eq. (2) into eq. (1), we obtain
original FGS coding scheme by introducing the notion A A
of the extended base layer that includes an integrated F; =(Biy +@Di-1), + Bi+ Dy
base and enhancement layers. It is very clear that the A A
reconstructed of reference frames have higher quality =(Bi-)mc + Bit+ (@Dix),, + Dy
than that of the original FGS scheme. As a result, when A
the network bandwidth is available enough to transmi ’ =B; +Di 3
the enhancement layer bitstream to the decoder. "/,
scheme can provide higher quality. But di X
limitation of network bandwidth, if the decoder €an not v = B; = (Bist)mc + B; “)
receive the enhancement layer bitstream to t H .
the reference frames, the differen ' Di=(a@Di1),. + Dy ; )
reference frames used in the encoder : o e
will cause drifting error and error propagati ' ; will be ﬁsed to predict next frame.
leaky prediction technique that is in c E 5 . .
motion-compensation prediction loop to = ecursive formula of D, in eq. (5), we
drift errors is presented in Fig. 1. - )
s [ B A
noegn A, = (@1 i-2Dmc + Dpi-1))me + Dy
P R B @e DY), Dy D DV Des (6)
i on in eq. (6), it is obvious that any drift
Fa T A
Mc.:.s. 5, | LS . "ﬁ""rﬂ‘ e final residual D; will be attenuated in this
E”""‘:I'_ Y T T amework.
t o1 1ncT i "if.:::}x?
oo P 8 Leaky Prediction
Estimation Memory
5. Clipping ,
Figure 1. Structure of FGS encoder us15g the leaky
prediction e 53 e
ANEANYN I WEN A=
For the current frame, the ofig 1
B

denoted F;. At the base layer, tHé reconstructed frame of

previous frame (at time l
residue error of the b ’a.t11 ﬁ 5‘1 u w F] Ig‘

At the enhancement laygr, the difference of the previous
frame between orlgmal and reconstructed frames is

encoded and denoted by Di—l. The leakage factor is
denoted by o. Thus, the original frame at time i is shown
ineq. (1).

Fz =(Bi—l +aDi_l)mc +DBL.:' (l)

where (B, + @ Di-1),,is the motion compensation

A

version of (B;_, +aDi-1). The coded version of the

Figure 2. Structure of FGS decoder using the leaky
prediction [6]

The FGS decoder using leaky prediction is shown in
Fig. 2, the leaky prediction that was added at the
enhancement layer with gain factor & (less than 1).

Assuming that there is an error at the enhancement
layer for frame F,,, we denote the received



enhancement layer bitstream, Di-2 , and the transmission

A

error, A D2 . Thus we have
Dg iy =Di2+A Di-z Q)
And the reconstructed version of IA).--z is denoted
l~).-_2. Thus,
bi—z = (aai—:&),,,c +Di
=(ax IA),-_g Yme ¥+ Dgpig —A 5.—-2 ;

Comparing eq. (6) and (8), the difference betw:

and bi—z is ADi—.
Assuming that there is no error at th
layer for frames F;_j and F;. Thus

Di- =(aDi-2),, + Dgg i

+Dpg; ;i -

Di =(@Di-1),,c + Dy ;

= (@(@(@Di-3)p + Dgy s, ~ADi-2),
+Dg i 1) me + Dgp -

A -~

The difference between D; and D; is o
From the above derivations, it
errors occurred in the decoded “bitst
enhancement layer will be attenuated by & leakag
of o for each iteration. After several itéfations, the error
will be attenuated to zero for o less than Ldi;hThus, the

drift error is removed from thﬂsu i /J VI
3. Adaptive leakage factoq] algorithm of leaéj

prediction ¢

Leaky predictions i 11:kn0 i t
increase error robu ;qu Qtﬁe- m
coding efficiency [8]. ¢ proposed scheme, the first

three bitplanes of the enhancement layer data is
transformed back to the spatial domain using IDCT and
is attenuated by a leakage factor & before adding into
the frame memory. Therefore, the drift or the difference
between the encoder and decoder will be attenuated. If
the leakage factor is set to zero, the drift will be removed
completely.
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Carphone - enhancement bit rate = 64 kbps.
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s @=0.1
== =02
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— a=04
- a=05
=== o=06
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.|~ o=08
=== a=09
-

G 1&'. MW B W
frame number

SNR comparison of the video quality for the

uence with variable setting of the leakage

- . The bit rate of base layer is 32kbps.
e total bandwidth is 96 kbps.
NN
N

sthechoice of leakage factor is important
‘ .,;\ O be varied among difference video
d channel bandwidth. When we vary the
' N om zero to one in the Carphone
shown in Fig.3, we observe that the setting
¢ etorof each frame should be adapted
- atial activity of that frame. However, the
he Py osed by [6] is still not dynamic and flexible
ppor cteristic variation from frame to frame

g \ ideo sequence to another. Because its

e factor is selected manually and fixed though

0 séquence. Moreover, by varying the leakage
from zero to one for several video sequences at
it rates, the relationship between enhancement
dkage factor can be shown in eq.

Y]

LY
.lxl@ Ll
64

-—""] : 0<BW,,, <256 (11)

iye leakage factor algorithm is proposed
W e u’i%z % of leakage factor for each
id and! charmel bandwidth. The proposed

algorithm is executed at the frame level. The processing

steps are sHown as follows. &'
um :]Dgrﬂgjeﬁeatiﬂ measure (avg_act)

parameters [9]. It is the average value of ‘Spatial
Activity Measure (act)’ in each frame. Compute a spatial
activity measure for the macroblock j from the four
luminance frame-organized sub-blocks (n=1,..,4) and the
four luminance field-organized sub-blocks (n=5,..,8)
using the original pixel values:

act ; =1+ min(vblk; , vblk, ..., vblkg ) (12)

where the variance of 8*8 block is defined as:
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1 & . several video sequences. The bit rate of base layer is
-— "
vblk, = &x;(ﬂ‘ P_mean,}  (13) 32Kkbps.
03 Cuphm m!fuancememblme 64kbps
and e ! ¢§
R
1 64 0161 ; ~.
= n “ | ;i Ev-
P _mean, MXZ_:P,‘ (14) 014 : i’é
= 5012} g
8 g
.. s 01 it 4 i
and P is the sample value in the n-th original 8*8 g
So08} :
block.
Step 2. Find Tot_avg act parameter, which i
average value of avg_act from the first
current frame encoded. . L L
100 150 200
frame number
Step 3. Identify a suitable value of leaka

decision can be defined as follows: fariation of leakage factor () in Carphone

sequence
ifl(avg_act - Tot_avg_act) >

= — . (phone - enhancement bit rate = 64 kbps.
A = ipjgiy —0.1; e

else ifi(avg_act - Tot_avg_act) R I
- . — ed algorithm [}
=i +0.1; — Fosie °
else
a=aq;

initial *

4. Simulation Results

The experimental results have been imp
show the performance of the proposed
MPEG-4 VM. 18.0 codec is used for the base laye

i
From Figs. 4-6, the coding efficiency of i R
scheme is compared with the original FG Bgh
Carphone and Foreman sequences=in QCIF format ‘o — P
(176x144 pixels/frame) are used fordte ‘ famaronte
GOP has 60 frames which consist of #I-fra . y .
P-frames. The bit rate of the base 1z !! r based on the sl Parison of the video quality fof the

TMS5 rate control is 32 kbps, and the frame rate is set at Carphlo r;i;;’?{:le,;]he g:?vr:iz!:)(f)l;i gallaFSSlsaggk%rosposed
30 frames/s. The leakage factor o is adaj 8 4 P
of Oand I. FTI E]

YR EI 9 ‘s [ Emm““"“ o

ement bn rate = 64 kbps.
—e- original FGS

-8 1-loop MC-FGS
3| |+ FosLP
-6~ FGS-ALP

o
. i

:':':l'k'l.‘l'\'ilfl:('\:':fq
TR

50 100 150 200 250
frame number

R ma Y
frame number
Figure 4. Average PSNR versus bit rate comparison . o )

between proposed algorithm and original FGS for Figure 7. Variation of leakage factor (o) in Foreman

sequence



119

Forman - enhancement bit rate = 64 kbps.
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